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PREFACE

Quantitative approach to investigation of contemporary socio-economic processes is the
unique way to formulate proposals to solving global or regional economic problems.
Statistical and econometric methods, models and forecasts from both, theoretical and
empirical point of views, will be discuss at The 11™ International Conference in honour of
Professor Aleksander Zelias, which take place in Zakopane at 9-12 of May 2017. Participants
of the conference are both well known and young scientists from Poland, Germany, Japan,
Czech Republic, Slovakia and Ukraine.

The volume presented here contains selected conference proceedings, independently
revised by two anonymous reviewers, among almost 60 submitted studies. Papers presented
here describe a current stage of statistical theory as well as interesting applications,
econometric modelling technics and data analysis applications in a variety of areas of
economic processes modelling and forecasting. Conference presentations concentrate on
financial problems analysis on macro- and micro-levels, threats of contemporary world,
modelling and forecasting economic processes, computational tools for statistical and
econometric analyses, spatial and regional modelling, risk analysis, statistical methods for
business investigations.

We hope that Readers find in the collection of papers original ideas, useful methods and
interesting results of empirical investigations of various socio-economical problems of
Central and Central-East European countries, studied by Polish, German, Japan, Czech,

Slovakian and Ukrainian researchers, which are presented at our conference.

Jozef Pociecha

10



The 11" Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

Overlapping generation models with housing: impact of the key parameters

on the models’ outcomes

Jan Acedanski!

Abstract

Overlapping generation models (OLG) with housing are used to analyze interactions between households of
different age, housing market and the main macroeconomic aggregates like production, consumption or interest
rate. In the paper, we study sensitivity of these categories to changes in the main parameters of the models,
especially the discount factor, the risk aversion parameter, demographic characteristics and housing market

parameters. The baseline model is calibrated to match the key features of the Polish economy.

Keywords: overlapping generations, housing, calibration, wealth, debt
JEL classification: C63, E20

1 Introduction

Overlapping generation models developed by Diamond (1965) and Auerbach and Kotlikoff
(1987) become increasingly popular recently as a tool to study interactions between
macroeconomic aggregates and households in different phases of life-cycles. They are used to
study the effects of fiscal and monetary policy (Auerbach and Kotlikoff, 1987; Kindermann
and Krueger, 2014; Doepke et al., 2015) as well as social security on income and wealth
inequality, consumption and material deprivation of households (Gertler, 1999; Hairault and
Langot, 2007; Cheron et al., 2011; Acedanski, 2016; Bielecki et al., 2015a, 2015b). Recently,
the models are augmented with housing market (Chen, 2010; Rubaszek, 2012) because of its
important role in business cycles, as shown by the last financial crisis, and the fact that
majority of households’ wealth is stored in real estates. Housing also plays an indispensable
role in modelling households’ debt as mortgage loans dominate households’ liabilities in
terms of their value.

Unfortunately, the popularity of the discussed models is limited to some extent by their
computational complexity. Deriving household’s consumption and housing decision rules
under rational expectations requires solving fixed points problems with nested stochastic,
dynamic programs with finite horizon. Such problems can be solved only approximately with
computationally-intensive numerical procedures. The time-consuming computations result in

difficulties with the correct calibration of the models’ parameters as the approximations have

1 University of Economics in Katowice, Department of Statistical and Mathematical Methods in
Economics, ul. 1-go Maja 50, 40-287 Katowice, Poland, e-mail: jan.acedanski@ue.katowice.pl.
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to be executed many times for different sets of parameter values to match the targeted
empirical characteristics with the analyzed model.

This paper is intended to provide some form of guidance on the role of the typical OLG
model’s parameters for shaping the most important characteristics like interest rate, housing
characteristics and age profiles of selected variables which should facilitate the calibration
process. We investigate sensitivity of the mentioned characteristics to the changes in the main
parameters of the model. The baseline model’s calibration aims at matching the key
characteristics of Polish economy.

The paper is organized as follows. Section 2 contains the description of the model.
The baseline calibration is discussed in section 3. The results of our sensitivity checks are
presented in section 4.

2 Model
We study the open economy overlapping generations model with housing closely related to
Chen (2010) and Rubaszek (2012). There are four types of agents in the model: households,
firms, financial intermediaries and government which are described in more details below.
We use the following notation: capital letters refer to the aggregate variables,
an individual household's characteristics are described by small letters and primes denote the
next-period variables.
The economy is inhabited by a continuum of households that differ in terms of age j,

stochastic idiosyncratic labor productivity ee{e,e,,...,e,} and asset holdings. Households
store their current wealth in form of deposits a or housingh, . They enter labor market at age

25 with no wealth, work until 64 then retire and live up to 84 at most. Because we focus on
the low-frequency movements in the interest rates only twelve cohorts are considered:

j €{25,30,...,80}. The life span is stochastic and the probability that a household at age j
survives to age j+5 is denoted by s;. The share of the cohorts j to j+4 in the total
population is z; whereas the share of a labor productivity group i €{1, 2, ..., 1} is denoted by s .

Households derive utility from consumption of nondurable goods ¢ and housing
services h. The households either own or rent houses and the flows of housing services in both
cases are denoted by h, and h,, respectively. The momentarily utility function of a household
is given by:

91]1—6’ )1—1] _ 1

u(c,h)= ( - 1)

12
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where h =h, if a household owns a house, h=h, if it rents one or h = h otherwise, where h
denotes some small positive level of housing services, 7 is the relative risk aversion

parameter and @& represents the share of nondurable goods consumption in the utility
function. Households also care about next generations and derive utility from leaving bequests
b in the following form:

00 =L @)
1-n

where x governs the strength of the bequest motive.
Young households work and earn income that depends on their age and idiosyncratic labor
productivity. Their net earnings are (1-7)e,e;W , where 7 represents the tax rate, W denotes
the average wage in the economy and ¢, is deterministic, age-related productivity component.
Retired households receive pensions that are constant across households and independent of
their earnings’ history?. The pension is equal to the fraction y of the average wage in the
economy. Labor-related income of a household can be written as:
inc:{(l—r)eigjw if <65
W if j>65

A representative firm produces the final nondurable good Y using the Cobb-Douglas

(3)

technology:
Y = K“L2, (4)
where K is the aggregate physical capital and L:Z,-<6551ﬂjzieiﬂei is the aggregate

effective labor input. The productive capital is rented from the financial intermediaries
whereas labor is provided by households. Because the production sector is perfectly
competitive the capital demand of the firm is set so that the marginal product of capital
matches the gross interest rate R+ and the aggregate wage is equal to the marginal product
of labor:

W = (1-a)K*L™“, (5)

R+6 = aK“ L (6)
where ¢ denotes the depreciation rate of physical capital. The final good can be consumed or

invested in either physical capital or housing.

2 This assumption is common in the literature and is made for computational tractability of the
model.

13
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The perfectly competitive financial sector collects deposits from households and foreign
investors. The aggregate net value of foreign deposits A" is equal to:

A" =¢S(R-RY)Y, (7)
where R" is the world interest rate and the parameter & measures the degree of the
economy's openness (autarky if & =0 and perfect international financial markets if & =o0).
This parameter determines also the sensitivity of the domestic interest rate to the world's one.

The financial sector grants mortgage loans to homeowners and buys physical capital and
rental housing. Capital is then rented to the final good producers and to the households that
are unable to buy their own house. It is assumed that the interest rates on deposits, mortgage

loans and physical capital are equal. Solving the profit maximization problem of

a representative financial intermediary and assuming that the profit in the equilibrium is zero
give the rental price on housing R, :

R = R'+ 6,
1+ R’

(8)

where o, represents the depreciation of rental housing.

The government's role is twofold. First, it levies taxes on labor to finance pensions. The

government's budget is balanced so the tax rate is equal to:
7= % ;65#]. ©)

Secondly, following the literature it is assumed that the government collects bequests
and distributes them equally among the living households. These lump-sum transfers are
denoted by tr.

A household maximizes its expected discounted lifetime utility. It takes its current deposit
stock a, housing stock ho, idiosyncratic productivity e and age j as givens and makes
a housing tenure decision first. Then, a homeowner decides on the house size, nondurable
consumption level and the financial assets level (deposit or debt). A renter chooses housing
services offered by the financial intermediaries, the nondurable consumption level and the
deposit level. It is not allowed to borrow.

Value functions of a household that chooses to own or rent a house are denoted by V, and

V., respectively. The decision problem of a household that decides to own a house can be
written recursively:
Vo (ahy.e. ) = max u(e.hy) + Bls EV (@b e j+ ) ah, e )+ (1-s)u, )] (0)

0
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subject to:
(1+R)a+(1-0,)h, +inc+tr =a'+h, +¢(h,,h)) +c, (11)
a'>—(1-y)h;, (12)
b'=(1+R)a'+(1-5,)h.. (13)

where V =max{V_,V,} with V. defined below, &, denotes the depreciation rate of owned

housing and ¢ represents transaction costs associated with a change in the size of the
owned house:

¢(h’h’)={¢(hih’) :: LE 14

Equation (11) is the budget constraint of a household. Equation (12) represents the

downpayment borrowing constraint which states that a household can borrow up to

(1-7)-100% of the owned house value. Finally, equation (13) defines the value of a bequest.

The value function of a household which chooses to rent a house takes the following form:

V,(a.h,.e i) = max ue,h)+Bls,EV(@.0,€, j+1)|ah,,e j)+(1-s)u, )]} (15)

subject to:
(1+R)a+(1-9,)h, +inc+tr =a’+ R h. +¢(h,,0)+c, (16)
a'>0. (17)

3 Calibration
The parameters are calibrated to match the main characteristics of Polish economy. The real
risk free rate in the US is used as a proxy for the world interest rate. As already mentioned,
one period in the model corresponds to five years. The values of the parameters are presented
in table 1.

The steady state level of the world interest rate is set to R* =3.65% per annum which is
equal to the mean real risk free rate in the US in period 1947-2016 according to the data

provided by R. Shiller's website. The parameter & associated with the degree of the economy

openness is set to 1.3 to match the average net foreign asset position A*/Y of Poland which is

roughly -55%.
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Symbol Description Value
R* Steady state level of the world interest rate (annualized) 3.65%
& Openness of the economy 1.3
s Survival probabilities CSO (2016)
e, P, Idiosyncratic productivity shocks and transition matrix Rubaszek (2012)
yij Discount coefficient (annualized) 0.971
n Risk aversion 3
o Share of nondurable consumption in the utility function 0.75
K Strength of the bequest motive 15
X Pension replacement rate 0.6
a Capital share in the production function 0.3
o Capital depreciation rate (annualized) 0.08
o, Owned housing depreciation rate (annualized) 0.013
S, Rented housing depreciation rate (annualized) 0.025
v Downpayment ratio 0.15
] Transaction costs 0.075
h. Minimum house size 0.5
By Maximum house size 2.25
h Minimum housing consumption 0.1-h,.

Table 1. Baseline calibration of the model.

Twelve cohorts are considered. Survival probabilities are based on Polish unisex life
tables published by Central Statistical Office (2016). The annual discount coefficient is equal
to 0.971 to match the average interest rate spread between Poland and the US of 2.8% per

annum. A fairly standard risk aversion parameter 7 = 3 is used. The share of nondurable

consumption in the utility function is set to 0.75 following Rubaszek (2012). The parameter
k = 15 that governs strength of the leaving bequest motive is determined to match the age
profiles of the fraction of households with debt and the average debt value in Poland
according to data provided by the National Bank of Poland (2015), particularly in the oldest
cohorts. The pension replacement rate parameter y =0.6 matches the ratio observed in
Poland in recent years. Finally, the idiosyncratic productivity levels together with the
transition matrix for the shock are taken from Rubaszek (2012).

16
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We use a standard values of the technology parameters for Poland setting the capital share
o =0.3 and the annual capital depreciation rate ¢ =0.08. The depreciation rates for the

housing market follow Chen (2010): 5, =0.013 and 6, =0.025. As a result of the difference

in the depreciation rates owned housing is cheaper than rented which is another incentive for
households to buy rather than rent a house.

The house sizes h that are available to buy or rent are discretized. The set of sizes takes
the form h {0, h

h...}, wWhere the sizes between h_.. and h_ . are equally spaced.

min? ***) X

These values together with the mortgage downpayment ratio », the transaction costs
parameter ¢ and h are jointly determined to match the age profiles of the fraction of

households with debt and the average debt value.

Table 2 contains the key model’s characteristics for the baseline calibration and their
empirical counterparts for Poland. The real interest rate in the model coincides with the mean
real interest rate based on data provided by OECD. Average total wealth relative to mean
annual income of households in the model exceeds the value observed in the data. However,
the specification of the model does not allow to simultaneously match the interest rate and the
wealth level as they are tightly linked. Similar result is observed for housing wealth. The
model overestimates the homeownership rate but the data collected by NBP (2016) does not
account for social housing as pointed out by Rubaszek (2012). The fraction of households in
debt and the average value of debt, where the latter is expressed relative to households’
annual income, in the model are slightly lower compared to the data. Finally, the model
generates unrealistically low wealth inequality. This results from the assumptions that
households enter the labor market with no wealth and receive equal pensions. Moreover, the

low number of cohorts limits the possibility to generate substantial wealth inequality.

Characteristics Source Data Model
Real interest rate [%] OECD (2016) 6.4 6.4
Average total wealth NBP (2015), CSO (2016a) 6.8 8.6
Homeownership rate [%] NBP (2015) 77.4 90.9
Average housing wealth NBP (2015), CSO (2016a) 54 6.5
Fraction of households in debt [%] NBP (2015) 37.0 33.9
Average debt NBP (2015), CSO (2016a)  0.84 0.67

Gini coefficient for wealth NBP (2015) 0.579 0.368

Table 2. The model’s fit for the baseline calibration.
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4  Results

In table 3, we report changes in the mean values of the selected characteristics caused by
changes in the parameters of the model. We separately study the effects for eight different
parameters. For each parameter, we always consider two reasonable alternative values: the
lower and the higher than the baseline one. The rental housing depreciation rate Jr, transaction
costs ¢ and the economy openness parameter ¢ have limited impact on the considered
variables. The effects generated by the other parameters are discussed in more details below.

Calibration Interest Wealth Homeown. Housing Househol. Average Gini for
rate rate wealth  in debt debt  wealth
Baseline 6.4 8.6 90.9 6.5 33.9 0.67 0.368
a=0.25 -0.7 -4.7 5.5 -1.5 5.1 4.5 -0.3
a=04 1.6 8.1 -19.2 15 -11.6 35.8 8.2
£ =0.961 0.8 -7 -6.4 -3.1 -1.1 23.9 24
£ =0.981 -0.7 5.8 3.1 3.1 0.8 -9 -0.5
or=0.02 -0.1 0 0.3 0 0.2 -4.5 0
or=0.03 -0.1 0 0.5 0 0.4 -4.5 -0.3
Nmin = 0.25 -0.6 -4.7 9.1 -10.8 -4.2 -49.3 5.2
Nmin=0.75 0.1 1.2 -23.9 3.1 -3.1 11.9 8.4
y=0.1 0.3 -1.2 -5.1 0 -2 43.3 6
y=0.2 -0.1 0 0.5 -1.5 0 -1.5 -0.5
$=0.1 -0.1 0 0.8 -1.5 0.6 -3 -0.8
¢ =0.05 0 0 -0.1 15 0 1.5 0.8
6 =0.65 14 12.8 5.5 26.2 4.7 50.7 0.5
6=10.85 -1.6 -14 -17.7 -30.8 -13.6 -62.7 7.6
¢=1 -0.2 -1.2 1.6 0 1.9 4.5 -0.3
=2 0.3 1.2 -0.8 0 -1.3 -6 0

For the percentage variables (interest rate, homeownership rate, households in debt) simple

differences in percentage points from the baseline value (AX = X — X, , where X, denotes

avalue for the baseline calibration) are reported; for the other characteristics relative

percentage differences are calculated (AX,, =100-(X /X, -1))).

Table 3. Results of the simulations under different parametrizations.
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The capital share o plays the important role for almost all studied characteristics. It is
positively related to the interest rate, wealth and wealth inequality. The rise in capital share
significantly decreases the homeownership rate and the fraction of households in debt. Also
the average value of debt is significantly nonlinearly affected by the changes in «.

The role of the discount factor £ for macroeconomic characteristics is well known in the
literature. It is inversely related to the interest rate and wealth inequality. Additionally, we
show that the lower discount factor significantly increases average debt and reduces the
homeownership rate. The latter characteristic is also sensitive to the changes in the minimum
house value hmin Which also affects housing wealth, the average debt level and, in a nonlinear
fashion, the Gini coefficient for wealth. The downpayment constraint y plays the important
role for the mean value of debt. The looser constraint the higher the debt is which also leads to
higher wealth inequality.

Finally, almost all characteristics are sensitive to changes in the share of nondurable
consumption in the utility function 6. The rise in 6 reduces wealth, homeownership rate,
housing wealth, fraction of households in debt as well as the mean level of debt. It also

increases wealth inequality considerably.

Conclusion

In the paper, we considered the standard OLG model with housing for Polish economy. We
studied sensitivity of the selected characteristics to small changes in the key parameters to
identify those who have the largest impact on the outcomes. We found that the share of
nondurable consumption in the utility function plays the important role in shaping both the
macro and the housing characteristics. Furthermore, the capital share and the minimum house

size turned out to be important as well.
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Digital economy in Polish regions. Proposal of measurement via TOPSIS

with generalized distance measure GDM

Adam P. Balcerzak?®, Michat Bernard Pietrzak?

Abstract

Investing in digital infrastructure and building effective digital economy is currently considered as a basic
condition for keeping international competitiveness of developed economies. In the case of developing countries
in some economic models it is considered as a factor that can help to avoid middle income trap. From the
regional perspective developing digital economy can support the process of convergence and closing
development gap between the regions. As a result, a comparative research concerning the development level of
digital economy is an important scientific task. In this context, the aim of the article is to assess and compare the
development level of digital economy in Polish regions (NUTS 1). The digital economy is commonly considered
as a multiple-criteria phenomenon. Thus, an approach based on TOPSIS method with application of generalized
distance measure GDM was used in the analysis. Six diagnostic variables concerning digital infrastructure and
level of its utilization were used. The research was conducted for the years 2012-2015 with application of
Eurostat Data. The conducted analysis confirmed relatively quick progress in the field of building digital

economy obtained by Polish regions.

Keywords: digital economy, multiple-criteria analysis, TOPSIS, generalized distance measure GDM
JEL Classification: P25, C38

1 Introduction

Supporting development of a digital economy both at national and regional level is currently
considered as a basic policy objective for all European governments ( Balcerzak, 2016;
Ciburiene, 2016; Kondratiuk-Nierodzinska, 2016; Kordalska and Olczyk, 2016; Kryk, 2016;
Balcerzak and Pietrzak, 2016a, 2016b; Pietrzak and Balcerzak, 2016a, 2016b; Pohulak-
Zotedowska, 2016; Shuaibu and Oladayo, 2016; Zemtsov et al., 2016; Zelazny and Pietrucha,
2017). In the case of countries that face the problem of closing technological and
development gap, it can be a factor helping to avoid a middle income trap. From the regional
perspective it can support the development of regions that are peripheral both form socio-
economic and geographic perspective. In this context the aim of the article is to assess and
compare the development level of digital economy in Polish regions (NUTS 1) in the years
2012-2015.

1 Corresponding author: Nicolaus Copernicus University/Department of Economics,
ul. Gagarina 13a, 87-100 Torun, Poland, e-mail: adam.balcerzak@umk.pl.

2 Nicolaus Copernicus University/Department of Econometrics and Statistics, ul. Gagarina
13a, 87-100 Torun, Poland, e-mail: michal.pietrzak@umk.pl.
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The digital economy is often treated as a multiple-criteria phenomenon. As a result, in the
research TOPSIS method with application of generalized distance measure GDM is used. In
the research a hypothesis stating that in Poland at the regional level an improvement of the

level of development of digital economy can be seen.

2 TOSPIS method with generalized distance measure GDM

As it was stated the subject of the research is a multiple-criteria problem. Thus, in the case of
regional research it can be analyzed with the application of taxonomic measure of
development (TMD) method originally proposed by Hellwig (see Balcerzak, 2016). In order
to apply this method an analyzed phenomenon is divided into a set of economic aspects,
where every separate aspect describes different part of phenomenon under consideration. For
every aspect a set of diagnostic variables is chosen, which should describe the aspect.
Additionally, the variables should be characterized with high information quality. Next based
on the diagnostic variables a synthetic taxonomic measure of development is assessed
(Pietrzak et al., 2013; Balcerzak, 2016; Balcerzak and Pietrzak, 2016a; Lyszczarz, 2016;
Matkowska and Gluszak, 2016; Pietrzak and Balcerzak, 2016b). The obtained taxonomic
measure of development covers the impact of all determinants of a given phenomenon and
enables a synthetic assessment of its level. The procedure proposed by Hellwig is based on the
comparison of the object to pattern of development (also often named in the literature as
a positive ideal solution), which is set based on a maximum value of diagnostic variable in the
case of stimulants. This procedure was extended with the proposal of comparing the objects also
to anti-pattern of development (named as a negative ideal solution). As a result of this extension
TOPSIS method was popularized in the literature (see Balcerzak, 2016; Walesiak, 2016).

A key factor in the case of assessing TMD measure is a choice of metric which is used for
estimating the distance of the objects from pattern and anti-pattern of development.
Generalized distance measure GDM introduced by Walesiak is considered as a metric, which
can be applied for the variables measured on the ratio scale, interval scale, the ordinal scale or
the nominal scale (see Walesiak, 2016). In the economic research variables based on the
ordinal scale are commonly used. In order to use properly that kind of variables in multiple-
criteria analysis the application of generalized distance measure GDM is necessary. As
aresult the main advantage of generalized distance measure GDM is its especially high
application universality for the variables measured in different scales.

The procedure of assessing of TMD based on TOPSIS method with generalized distance

measure GDM is described by Walesiak (2016). The values of generalized distance measure
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GDM from pattern of development (GDM . ) and anti-pattern of development (GDM,.* ) are

assessed with equations 1 and 2 (see Walesiak, 2016)

Z(Zijt - ij )(ij - Zijt) + Z IZl:(Zijt - let)(ij - let)
1 = J:ll:i,k
GDM = . — (1)
m n m n 2
13361 53R -1,
j=L 1=1 j=L 1=1
Z(Zijt — AP, )(Apkj - Zijt) + z ;(Zijt - let)(Aij - let)
j=1 =L 1=
1 #i,
GDM (" =7 - sl : @)
m n m n 2
2|:ZZ(Zijt - let)z 'ZZ(Aij - let)2:|
j=1 1=1 j=1 I=1
where i,1 =1,...,n — number of the object, k — number of pattern of development and anti-

pattern of development, j=1,....m — number of variable, Zj; — normalized diagnostic

variable, Pj — pattern of development, AP; — anti-pattern of development.

The GDM measure given in equation 1 and 2 should be applied for the variables
measured on the interval scale or the ratio scale. There is also a version of GDM measure for
the variables measured on the ordinal scale (Walesiak, 2016).

3 Assessment of level of digital economy in Poland at regional level

The empirical aim of the article was to assess the level of development in Poland at NUTS 1
level. The research was conducted for the years 2012 and 2015. In the research a set of
diagnostic variables suggested by Eurostat as potential measures of digital economy were
used (see table 1). The data for the variables is available in the Eurostat service:
http://ec.europa.eu/eurostat.

In order to obtain TMD for digital economy we applied TOPSIS method with generalized
distance measure GDM and constant patterns and anti-patterns of development for both years
of the analysis, which was described in the previous section. In the research standardization
based on arithmetic average and standard deviation was used. The estimation was conducted
in the R-Cran software — Package ‘clusterSim’, Searching for Optimal Clustering Procedure

for a Data Set, R package version 0.45-1.
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Digital economy

¥, — Individuals who ordered goods or services over the internet for private

stimulant
use
X, — Individuals who have never used a computer dis-stimulant
¥, — Households with access to the internet at home stimulant
X, — Individuals who accessed the internet away from home or work stimulant
X. — Individuals who used the internet, frequency of use and activities stimulant
X, — Households with broadband access stimulant
Table 1. Diagnostic variables for digital economy.
Digital economy in Polish regions
2012 2015
Region TMD Rank Class Region TMD Rank Class
Central Region 0.649 1 1 Central Region 0975 1 1
_ South-western
Southern Region  0.464 2 1 ) 0.928 2 1
Region
Northern Region  0.167 3 2 Southern Region 0.808 3 2
North-western North-western
_ 0135 4 2 ) 0.806 4 2
Region Region
South-western )
_ 0.101 5 2 Southern Region 0733 5 3
Region
Eastern Region 0.030 6 3 Eastern Region 0.649 6 3

Table 2. Ranking and grouping of regions based on the level of digital economy.

Next based on the diagnostic variables given in table 1 the level of digital economy in
Polish NUTS1 was assessed. Based on the obtained value of TMD measure a ranking of
regions for both years was given. Additionally, based on the natural breaks method, which
consists of minimization of variance for objects from the chosen subsets and maximization of
variance between the subsets, the regions were grouped to one of three classes, where the
1 class was grouping the regions with highest level of development of digital economy and
3 class the once with its lowest level. The results are given in table 2 and figure 1.

The obtained results indicate that during the analysed period the level of digital economy

in Polish regions was significantly improved. It can be seen in the increased values of TMD in
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the year 2015 compared to the year 2012. This indicates high dynamics of the process of
digitalisation of Polish economy. In this context, it remains an open question what is

a maximum saturation point for the economy in terms of digitization?

Digital economy
(2012)

|:| class 3
E class 2
- class 1

Region Wschodni

Region Polnocny

Digital economy
(2015)

\:I class 3
_l class 2
- class 1

Region Wschodni

Fig. 1. The level of digital economy in Poland in the year 2012 and 2015.
In the first class grouping the regions with the highest level of digital economy

development in the year 2012 one could find Central Region and Southern Region, whereas in

the year 2015 these were Central Region and South-western Region. Thus, in both years
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Central Region, which covers the most developed form the socio-economic perspective
Mazovia Voivodeship with the capital city of the county, is the most digitalised region.

In the 3 class grouping the regions with the lowest level of digital economy development
in the year 2012 one could find only Eastern Regions. In the year 2015 in the third class there
could be seen two regions Eastern Region and Northern Region.

In the 2 class with average level of analyzed phenomenon in the year 2012 there were:
Northern Region, North-western and South-western Regions and in the year 2015 these were
two regions: Northern Region and North-western Region. A relatively small increase of the
level of TMD for digital economy in the case of Northern Region should be stressed, which in
the year 2015 was degraded form the 1 to the 2 class, and relatively quick speed of
development of digital economy in the case of South-western Region, which in the year 2015
was promoted from class 2 to 1. These dynamics can confirm that the investment in digital
economy can be used by relatively undeveloped regions in order to improve their growth
potential in relatively short time.

Conclusions
The research presented in the article was devoted to the multiple-criteria analysis of
development of digital economy at regional level in Poland. The research was conducted at
NUTS 1 level in the years 2012 and 2015. In the analysis TOPSIS method with application of
generalized distance measure GDM was used. The conducted analysis confirmed the research
hypothesis, according to which a quick improvement of the level of digital economy in
Poland at regional level can be recorded.

The conducted research also shows that the improvements in the case of level of
development of digital economy can obtained relatively quickly by less developed regions,

which can support their convergence potential with the developed regions.
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Generalization of the geo-logarithmic price index family
Jacek Biatek!

Abstract

The paper presents a proposition of the geo-logarithmic index family generalization. It is shown that the Fisher
and Walsh price indices are particular cases of this family and, under some assumptions, that the Térnqvist index
can be its approximation. Due to the fact that the above-mentioned indices are superlative, they are best proxies
for the Cost of Living Index (COLI). In practice, the Consumer Price Index (CPI), which is calculated by using
the Laspeyres formula, is a measure of inflation but according to the economic approach in price index theory,
a well-defined index should satisfy the Laspeyres-Paasche bounding test. In the simulation study we verify this
test in the case of the generalized geo-logarithmic index family. The general conclusion is that values of almost
all indices from the mentioned family are in the interval with bounds determined by the Laspeyres and Paasche

price indices.

Keywords: CPI, COLLI, the Laspeyres index, geo-logarithmic price index family
JEL Classification: E1, E2, E3

1 Introduction

The literature on axiomatic index theory is very wide (Krstcha, 1988; Balk, 1995). From
a theoretical point of view, a well-constructed index should satisfy a group of postulates
(tests) coming from the axiomatic index theory. A system of minimum requirements of an
index comes from Marco Martini (1992b). According to the above-mentioned system a price
index should satisfy at least three conditions: identity, commensurability and linear
homogeneity (von der Lippe, 2007).

As it is known, all geo-logarithmic indices are proportional, commensurable and
homogeneous, together with their cofactors (Martini, 1992a). Geo-logarithmic price indices
satisfying the axioms of monotonicity, basis reversibility and factor reversibility have been
investigated in the paper of Marco Fattore (2010). In the mention paper it is shown that the
superlative Fisher price index does not belong to this family of indices. This paper presents
a proposition of the geo-logarithmic index family generalization. It is shown that the Fisher
and Walsh price indices are particular cases of this family and, under some assumptions, that
the Tornqvist index can be its approximation. In the simulation study according to the
economic approach in the price index theory we verify the Laspeyres-Paasche bounding test

(von der Lippe (2007)) in the case of the generalized geo-logarithmic index family.

1 University of Lodz, Department of Statistical Methods, 90-255 L£odz, 3/5 POW Street,
e-mail: jbialek@uni.lodz.pl.
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2  Geo-logarithmic price index family
Let us consider a group of N commodities observed at times s, t and let us denote?:

Ps =[Pss Pz Pv]” 5 vector of prices at time s ;
Pe=LPus Pz P’ g vector of prices at time t;
Os =[5, G20 A _ 5 vector of quantities at time s ;

G = [Gr iz s O]’ a vector of quantities at time t.

Let us denote by z(x, y) the logarithmic mean of two positive real numbers x and vy, i.e.

_ X—y
T Y) =0 Zinty) @)

if x=yand z(x,y) = x otherwise (Carlson, 1972).

Forx,y €[0]1], let g*and g’ be two vectors, whose components are defined as follows

o =0i05 ", o =aag”, for i=12..,N (2)
and let
X psiqix y
Wsi = i p _q_x (3)
— S1h
WY = Nptiqi .
> pia’ )

The geo-logarithmic, or the P, , family is the class of price indices defined by Fattore (2006)

P, (05,0, Ps. P,) =H(&)”‘W (5)

i=1 si
where weights v, are as follows

v = NT(W;,Wg _ .
> () wj ©)
j=1

It is easy to verify that (Fattore, 2010)

N
Z ptiqsi

P.=% = Poo. (7)

~
Z psiqsi
i=1

2 The time moment s is considered as the basis, i.e. the reference situation, for the comparison.
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N
2. Pl
P,, = - =P, (8)

z psiqti
i1
N
Z Piiv/9si Qi
_ 3

Ry =%

-~
Z psi \V qsiqti
i=1

where P_,, P, and P, denote the Laspeyres, Paasche and Walsh price indexes respectively.

= Po.s 05 (9)

It is a very desirable observation that not only Laspeyres and Paasche indices (used in
practice) are particular cases of the geo-logarithmic price index family but also the superlative
Walsh price index. Nevertheless, as it was mentioned before, the most important, superlative

Fisher price index does not belong to this family.

3 Generalization of the geo-logarithmic price index family
Similarly to (2), (3), (4) and (6) let us denote by

07 =00y A =079, (10)
O =05 "d%. 07 =0y ay, (12)
. .A)< . .Ay
ng — Nps|q| y WI/i\y — Npthl , (12)
Z Psa; Z Pad”
) )
) _Bx _ _By
WSE:X — Np5|q| , Wt‘iay — Npthl ) (13)
z Psa Z PaC”
i=1 i=1
T(WSI 1 Ay T(WSI 1 By
er sj ! tjy - T(WSj ! tj
J= j=

fori=12,..,N, x,ye[0]].

Under significations (10)-(14) we define the new class of price indices ( styz ) as follows

—{H( oy {H( Diyiys zefom, (15)

Obviously, these two price indices (defined inside curly brackets in (15)) satisfy the

Martini’s minimal requirements. The first one is identical with P, index (for fixed values of

x and y) and his axiomatic properties were proved by Fattore (2010). The proof of the same
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group of axioms in the case of the second price index (being inside curly bracket on the right
side of (15)) would be analogous. Thus, since a formula (15) is a geometric mean of two

general indices satisfying Martini’s requirements, we can conclude that each index from IE"Xyz

also satisfies identity, commensurability and linear homogeneity (Biatek, 2012). Moreover, it
holds that

styl = Isl—x 1yo = Py (16)
P =Py =P, (17)
Py = Paoo = Pra (18)

'5111 =Ry, (19)

222
and, what is more interesting, the Fisher price index belongs to the considered class since

Pt =Pt =P (20)

2
The relation (16) means that the P, family is a special case of the I5Xyz family. It can be

also proved? that the following approximation holds

Vie{l,2,..,N} q4,~0; A Wi~w = P, =F (21)

Xyz
where P, denotes the Tornqvist price index defined as

0
Wsi+W%i

N
P =TI . 22
i=1

4  Geo-logarithmic price index family and its generalization vs the Laspeyres-Paasche
bounding test

The Consumer Price Index (CPI) is commonly used as a basic measure of inflation. The index
approximates changes in the costs of household consumption assuming the constant utility
(COLLI, Cost of Living Index). In the so called economic approach, upper and lower bounds
for the COLI are provided by the Laspeyres and Paasche price index formulas. These bounds
are obtained under the assumption about cost minimizing behavior. If the price index value is
within these bounds then we say that this price index satisfies the Laspeyres-Paasche

bounding test belonging to the group of mean value tests (von der Lippe, 2007).

% The proof of this approximated will be presented in the extended version of the paper.
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4.1 Simulation study

Let us take into consideration a group of N =12 components, where prices and quantities are

normally distributed as follows: p; ~ N(p5.Vi pp). a7 ~ N(0;5,u/05), where z=st,
N(u,0) - denotes the normal distribution with the mean x and the standard deviation o, v/

- denotes the volatility coefficient of the i—th price at time 7, i.e. v/ =D(p/)/ pj,, U/ -

denotes the volatility coefficient of the i—th quantity at time 7, i.e. u7 =D(q;)/q;,. Before
generating prices and quantities we generated values of volatility coefficients using uniform
distributions, i.e. v/ ~U(0,v")andu/ ~U(0,u”) . Expected values of prices and quantities are
described by following vectors

P, =[1000, 1700, 500, 3.2, 105, 1150, 1000, 1600, 500, 4.2, 110, 1100]';
P, =[900, 1600, 460, 3, 100, 1000, 900, 1530, 480, 4, 100, 1000]';

Q; =[200, 200, 3000, 500, 340, 700, 800, 500, 3000, 500, 340, 700]';
Q, =[350, 550, 5000, 710, 350, 890, 850, 600, 5000, 700, 550, 800]'.

In our experiment we are going to control values of volatility coefficients of prices and

Y, u®, u'. We consider here only two cases*: Case 1

quantities by setting values of v°, v
(volatilities of price and quantity processes are small and the quantity response on price
changes is quite normal); Case 2 (volatilities of prices and quantities are large, the quantity
response on price changes is strongly fluctuated). For each case we generate values of vectors

of prices and quantities in n=21000 repetitions. Let us denote for fixed values of x and y

and for each of k —th repetition: Al = (P, —min(P_,,P;,)),, A2, =(max(P_,,Ps,) — Py )

A3, =(P , —min(P_,Ps.)),, A4, =(max(P.,P»,)—P ,),. The simulation results are
Y2 Y2

presented in Tab. 1 and Tab. 2.

4 Other cases will be presented in the extended version of the paper.
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x=005 x=025 x=05 x=075 x=095 x=095 x=0.05
y=0.05 y=025 y=05 y=075 y=005 y=095 y=0.05

Statistics

Mean (P, ) 1101 1.097 1102  1.087 1086 1103  1.101
(Std. Dev.p )  (0.038)  (0.035) (0.038) (0.030) (0.031)  (0.037)  (0.038)

Mean (P,05) 1.103 1.097 1.102 1.089 1.086 1.104 1.103
(Std. Dev.5 )  (0.038) (0.034) (0.038) (0.031) (0.031) (0.038)  (0.038)

card{k : A, <0} 28 26 17 21 15 16 28
card{k: A, <0} 20 19 22 23 12 30 20
card{k : A, <0} 7 25 17 15 15 2 7
card{k : A, <O} 4 14 22 17 9 4 4

Table 1. Verifying the Laspeyres- Paasche bounding test for P, and ISXyO_5 -Case 1

(v®=v'=0.05; u®* =u' =0.05).

x=005 x=025 x=05 x=075 x=095 x=095 x=0.05
y=005 y=025 y=05 y=075 y=005 y=095 y=0.05

Statistics

Mean (P,,) 1.066 1.143 1.103 1.043 1.067 1.143 1.066
(Std. Dev.p ) (0.127)  (0.140) (0.126) (0.130)  (0.134) (0.134) (0.127)

Mean (P,05) 1.082 1.148 1.103 1.023 1.067 1.131 1.082
(Std. Dev.5 )  (0.124) (0.141) (0.126) (0.137) (0.134) (0.132)  (0.124)

card{k : A, <0} 28 28 39 44 21 34 28
card{k : A,, <0} 22 25 32 30 33 31 22
card{k : A, <0} 3 26 39 34 19 3 3
card{k : A, <0} 7 20 32 21 27 5 7

Table 2. Verifying the Laspeyres- Paasche bounding test for P, and ISXyO.5 - Case 2

(vi=v'=02;u*=u"=0.22).
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Conclusions
The proposed and wide class of price indices (5Xyz) has similar axiomatic properties as the

geo-logarithmic price index family and in particular, each index from this family satisfies the

Martini’s minimal requirements. Moreover, the “ideal”, superlative® Fisher price index
belongs to the proposed family. In the simulation study we observe that indices P,, and styo_s

may differ strongly for x=0.5 or y=0.5, i.e. we observe some differences® between

expected index values (arithmetic means) calculated for their generated values. The precision
of estimation of P,, and styo_5 indices, i.e. the standard deviations of their generated values,

are comparable with respect to size and they don’t seem to depend onx andy. This is
a practical conclusion: even if fluctuations of prices and quantities are large we observe
similar volatility among price indices’ from the same general class of indices. Finally, the

most crucial difference between compared general class of indices is that the probability® of

satisfying the Laspeyres-Paasche bounding test is bigger in the case of P

wos index (it is much

bigger for small (near 0) and big (near 1) values of x andy . In other words, we observe
relatively fewer cases when the value of ISxy0.5 index is outside of the interval determined by

the Laspeyres and Paasche price indexes in comparison to analogical cases for P, formula

(see Tables 1-2).
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Multivariate statistical analysis of information society

in Poland

Justyna Brzezinska®

Abstract
Widespread access to high-speed Internet, user-friendly public e-services, increasing digital competence of the
society are main goals for the following years due to the latest reports published by the Central Statistical Office
of Poland. They are included, inter alia, in the Operational Programme Digital Poland. This technological
development is also connected with the development of economic areas and public services. The rapidly increase
of significance of information and electronic services, and thus, of the application of information and
communication technologies (ICT), in surrounding economy, public administration (central and local
government) and in the everyday life of citizens has triggered a new transformation trend — a transformation
towards the information society. This term describes a society for which the processing of information with the
use of ICT solutions creates significant economic, social and cultural value.

In this paper we present the current state, main aspects, vision and mission of the information society in
Poland, as well as statistical analysis of information society in Poland using multivariate statistical methods. All

calculations based on data from Central Statistical Office are conducted in R software.

Keywords: information society in Poland, multivariate statistical analysis, categorical data analysis, R software
JEL Classification: 035, C30, C39
AMS Classification: 62P20, 52H25

1 Introduction

The Information Technology (IT) has a great impact on people, society, and economy. We
present briefly some facts on information society in 2015 in Poland that will help to
understand the speed and impact of Information Technology on economy (Kondratiuk-
Nierodzinska 2016, Piech 2007). Information society and problems related to information
society in modern word was also mentioned by Stephanidis (1998), Britz (2008), Sourbati
(2011), Pohle (2015). From 2012 the percentage of large companies with access to the
Internet was close to 100%, which indicates saturation phenomena in this group entities. In
2015 access to the Internet had 92.7% of the companies using mostly broadband (91.9% ).
Mobile broadband was used by over 61.5% of companies. The rate of enterprises with their
own website in 2015 amounted to 65.4%. Nearly two-thirds of companies used their own

website to present catalogs of products and services they serve. In 2014, every fifth company

1 University of Economics in Katowice, Faculty of Management, Department of Economic and
Financial Analysis, 1 Maja 50, 40-287 Katowice, e-mail: justyna.brzezinska@ue.katowice.pl.
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consisted of orders via computer networks, and every tenth received orders via the Internet .In
2015 almost half of large enterprises used the social media . The services of cloud computing
in 2015 has used one quarter of large enterprises (source: www.gus.pl).

The financial perspective for the period 2014 to 2020 has opened up new possibilities for
supporting the development of the information society. Widespread and easy access to the
Internet, user-friendly public e-services, increasing digital competence of the society are aims
for the following years. Information and communication technologies (ICT) have bigger and
bigger influence on our daily life. In particular, the Internet is creating a new layer of
participation of individuals in the societal and economic life.

In this paper we present the comprehensive description of the dynamic change of the
information society’ in Poland, as well as multivariate statistical analysis of the strengths and
weaknesses of the information society’s situation in Poland using up-to-date factual data. We
also present the application of advanced statistical R software with the use of multivariate
statistical analysis methods for the comparative analysis of information society in Poland.

2 Facts and figures on the ICT sector and products

Based on reports published by the Central Statistical Office (www.stat.gov.pl) in the year
2014 the number of enterprises hiring 10 or more persons in the ICT sector amounted to 2146
(6.3% increase in comparison to the previous year) among which 89.1% offered ICT services.
Almost three quarters of ICT service enterprises provided IT services. In comparison with
2011 the number of ICT enterprises was increasing systematically and was higher by 24.5%
(of which service enterprises by 29.2%). The number of persons employed in the sector
amounted to 196.4 thousand (an increase by 6.5% compared to the previous year and 10.7%
compared to 2011) with persons hired in ICT services constituting over three quarters. IT
services were also the field of activity in which enterprises hired the biggest number of
persons of all employed in ICT services (66.1%). The value of net revenues from sales in the
ICT sector increased by 8.8% in comparison with 2011 and amounted to over PLN 132 billion
in 2014 (a slight decrease was only noted in 2013 compared to 2012 — 0,7%). Services, in
particular telecommunications, had the biggest contribution in generating revenues of the ICT
sector. In 2014 ICT manufacturing enterprises earned almost two thirds of revenue from
export sales while ICT service enterprises — only 15.4%. In 2011-2013 these revenues were
decreasing systematically in ICT manufacturing enterprises but in 2014 they recorded an
annual growth of 8.3%. In service enterprises revenues from exports were increasing

continually. The biggest share in these revenues had enterprises providing IT services (in
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2014 — 63.5%). An increase of expenditures on R&D in the ICT sector was noted in the years
2011-2014 (by PLN 553 million). Enterprises offering ICT services incurred about 90% of

expenditures on R&D in each surveyed year.

3 Information society

The Government of the Republic of Poland, having in mind the good of Poland and its
inhabitants, is striving to ensure rapid and sustainable economic growth and social
development that will improve the living conditions of our citizens. One of the key stimulants
of economic growth is citizens’ ability to acquire, accumulate and use information as a result
of the dynamic development of Information and Communication Technologies (ICT). The
importance of this factor for economic growth is confirmed by various research projects,
which conclude that ICT account for approximately a quarter of the GDP growth and 40% of
the productivity growth in the European Union. The rapidly increasing significance of
information and electronic services, and thus, of the application of ICT, in the economy,
public administration (central and local government) and in the everyday life of citizens has
triggered a new transformation trend — a transformation towards the “information society”.
The term “information society”, as adopted for the purposes of this paper, is defined as
a society for which the processing of information with the use of ICT solutions creates
significant economic, social and cultural value. This Strategy is sectoral and, as such, defines
the vision and mission for the development of the information society in Poland until 2013.
Within each of its three areas — Human, Economy and State — it maps out strategic directions
and determines the objectives that should be accomplished in order to achieve the desired
development status for the information society in Poland in 2013. The creation of the Strategy
was preceded by a series of extensive consultations with experts who represented
organizations and institutions that are most competent to express views on the issue of
information society development.

It is possible to distinguish five definitions of an information society, each of which
presents criteria for identifying the new. These are: technological, economic, occupational,
spatial and cultural. These need not be mutually exclusive, though theorists emphasise one or
other factors in presenting their particular scenarios. However, what these definitions share is
the conviction that quantitative changes in information are bringing into being a qualitatively
new sort of social system, the information society. In this way each definition reasons in
much the same way: there is more information nowadays, therefore we have an information

society. As we shall see, there are serious difficulties with this ex post facto reasoning that

39



The 11" Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

argues a cause from a conclusion (Webster 2006). Research on the links between the diffusion
of Information and Communication Technologies (ICTs) and social and economic
development has been undertaken for decades. Evidence of links between social and digital
engagement, particularly with respect to the Internet, has been the focus of many studies
conducted by academic as well as government institutions. These studies have shown
consistently that individuals who have access to ICTs, from the telephone to the Internet, tend
to have more schooling, higher incomes, and higher status occupations than do those who do
not have access. To analyze this study in the next part of this paper we present statistical

analysis based on data from the Central Statistical Office on information society in Poland.

4 The survey results and application in R

In this part of the paper we present multivariate statistical analysis of information society in
Poland with the use of R software. We use the data from the report published by the Central
Statistical Office entitled Information Society in Poland. We present analysis with the use of
data on the number of enterprises and employees in the ICT sector in 2011-2014 (table 1).
First, we present correspondence analysis for number of enterprises in the ICT sector in 2011-
2014. The analysis is based on data from the Central Statistical Office on the number of
enterprises in the ICT sector in 2011-2014.

Specification 2011 2012 2013 2014
ICT production 245 239 225 235
ICT wholesale 190 207 230 235
Telecommunications 219 231 258 289
IT services 1070 1181 1305 1387

Table 1. Number of enterprises in the ICT sector. Source: Central Statistical Office.

We present results of correspondence analysis for data presented in table 1.

Principal inertias (eigenvalues):
1 2 3

Value 0.001629 9.3e-05 7e-06

Percentage 94.22% 5.38% 0.4%

The percentage being explained by first dimension is 94.22%, and for the second

dimension is 5.38%. These two dimension explain 99.6% of the total inertia. Total inertia is
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0.0017 showing that there is a very weal association between two variables: year and
specification. Row and column masses, chi-square distance and inertia for each of the

category of row and column are presented below.

Rows:
ICT Production ICT wholesale Telecommunications IT services
Mass 0.121869 0.111283 0.128712 0.638136
ChiDist 0.107785 0.015622 0.030357 0.016220
Inertia 0.001416 0.000027 0.000119 0.000168
Dim. 1 -2.669651 0.091573 0.490427 0.394954
Dim. 2 0.207310 -1.431880 2.366810 -0.267273
Columns:
2011 2012 2013 2014
Mass 0.222566 0.239866 0.260522 0.277046
Chibist 0.062238 0.023124 0.032682 0.040783
Inertia 0.000862 0.000128 0.000278 0.000461
Dim. 1 -1.532660 -0.524810 0.765233 0.966059
Dim. 2 0.664981 -0.877842 -1.068300 1.230398

We can display the result of a correspondence analysis in the form of perception map (fig. 1).

0.03 0.04
I I

0.02

2011

ICT Production

0.00
5

Dimension 2 (5.4%)
»

2012
a 2013

ICT wholesale

-0.01
I

-0.02

-0.10 -0.05 0.00

Dimension 1 (94.2%)

Fig. 1. Two-dimensional perception map for correspondence analysis for the number of

enterprises in the ICT sector.
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Looking at the graph above (figure 1) we see, the ICT production is situated very close to
the year 2011. ICT wholesales and IT services are related with years 2012 and 2013. Finally,
telecommunications is situated very near to the year 2014. This graphical presentation may
suggest that there is a trend moving ICT production from 2011 to the telecommunications
services in 2014.

To present graphically a tree diagram for categories of rows for the number of enterprises
in the ICT sector (ITC Production, ICT wholesale, Telecommunications, and IT services) we
will apply agglomerative hierarchical clustering. Following is a dendrogram of the results of

running these data through the Ward clustering algorithm.

IT servises

distance
Il

0e+00 1e+06 2e+06 3e+06 4e+06 5e+06 6e+06
|

ICT Production
ICT wholesale

Telecommunications

Fig. 2. Dendrogram for the number of enterprises in the ICT sector using Ward method.

We can see, that there are three clusters of ICT specifications separated. One cluster
contains two categories: ICT Production and ICT wholesale, second cluster contains only one
category - Telecommunications, and last cluster containing also one category is IT services.
The analysis is based on data from the Central Statistical Office on the number of employees
in the ICT sector in 2011-2014. The correspondence analysis was also conducted for the

number of employees in the ICT sector (table 2).
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Specification 2011 2012 2013 2014
ICT production 44930 41150 36892 39337
ICT wholesale 10363 10598 11372 11496
Telecommunications 46516 43890 42634 41786
IT services 75539 85178 93422 103739

Table 2. Number of employees in the ICT sector. Source: Central Statistical Office.

The percentage being explained by first dimension is 97.72%, and for the second
dimension is 2.27%. These two dimension explain 99.99% of the total inertia. Total inertia is
0.0067 showing that there is a very weal association between two variables: year and

specification. Row and column masses, chi-square distance and inertia for each of the

category of row and column are presented below.

Principal inertias

1 2 3

Value

0.006547 0.000152 1

Percentage 97.72% 2.27% 0

(eigenvalues) :

e-06
.01%

We can display the result of simple correspondence analysis in the form of perception map.

Rows:

ICT Production ICT wholesale Telecommunications IT servises

Mass
ChiDist
Inertia
Dim. 1

Dim. 2

Columns:

Mass 0.
ChiDist 0.
.003602 0.000200
Dim. 1 -1.

Inertia O

Dim. 2 0.

We can display the result of a correspondence analysis in the form of perception map (fig. 3).
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Fig. 3. Two-dimensional perception map for correspondence analysis for the number of
employees in the ICT sector.

Looking at two dimensional perception map (fig. 3) we can see that the points are situated in
a different way to the analysis conducted for enterprises. The ICT production is situated very
close to the year 2011. Telecommunications are related with the year 2012. ICT wholesales is
situated very near to the category 2013, and IT services are plotted near the year 2013.
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Fig. 4. Dendrogram for the number of employees in the ICT sector using Ward method.
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Looking at dendrogram for the number of employees in the ICT sector (figure 4) we can see
that there are three clusters separated. First cluster contains two categories: ICT Production and
Telecommunications, second cluster contains one category — ICT wholesale, and last cluster
contains one category — IT services. Using multivariate methods, we can see, which categories

of variables analyzed belong to the cluster of objects that are similar to each other.

Conclusions

Statistical methods applied in the empirical part of this paper allow to see the deeper structure
of the number of enterprises in the ICT sector, as well as the number of employees in the ICT
sector in 2011-2014. The analysis is based on data from the Central Statistical Office.
Statistical methods of the analysis of categorical data were applied, such as: correspondence
analysis and hierarchical clustering analysis using Ward method. As a result, a perception
map and dendrogram was obtained for a number of enterprises, as well as employees in the
ICT sector in 2011-2014. Such methods allow to see which of the categories that were
analyzed are similar to each other in the following years. The analysis allows to conclude that
busing correspondence analysis for enterprises, we can distinguish three clusters: ICT
production, telecommunication, and IT services and ICT wholesale in the same group. For an
employee group, there are also three clusters: ICT production, telecommunication, and ICT
wholesale with IT services in one cluster. Similar results were obtained in hierarchical
analysis. Three clusters were separated: IT services, telecommunication, and the last cluster
containing ICT production and ICT wholesale for enterprises data. For an employee’s data
there are also three clusters, however with different categories: IT services, ICT production,
and in the last cluster ICT production with telecommunication. The analysis conducted in the
paper shows different business areas that are similar in the years 2011-2014. It also shows the
trend in time perspective, which area are more developed and on top in the following years

and how time changes the business moves from one area to another.
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A statistically-based classification of de facto exchange rate regimes

Marek A. Dabrowski!, Monika Papiez?, Stawomir Smiech®

Abstract

The paper offers a new de facto classification of the exchange rate regimes. The new algorithm for classifying
regimes is presented and applied to advanced, emerging and developing economies in the period from 1995 to
2014. The well-known classifications were not constructed with the use of formal statistical tools except for the
classification developed by Levy-Yeyati and Sturzenegger (2005). Following their approach, this paper employs
several techniques of cluster analysis but with certain important differences including the separate treatment of
financially open and financially closed economies. To classify the former group, the trimmed k means method is
used, whereas the latter group is classified with the k-nearest neighbour method. Moreover, foreign exchange
reserves and exchange rate are treated symmetrically, standardization of main variables captures changes in the
international context, and the classification is a two-way classification and is more up-to-date. The comparison
of our classification with three most common classifications reveals that there are differences between them
stemming from the differences in methodology and period coverage. The simple measure of overall consistency

for the most similar classification is well below 80% but above 60% for the least similar classification.

Keywords: exchange rate regimes, open economy macroeconomics, cluster analysis
JEL Classification: F33, F31, C38, C82

1 Introduction
The choice of an exchange rate regime is one of the focal issues in international
macroeconomics: suffice it to say that, according to one of the most prominent hypotheses,
structural flaws of the interwar gold standard made the Great Depression so severe and
prolonged (Bernanke and James, 1991). More recently, Obstfeld and Rogoff (2000) explained
that the exchange rate is ‘the single most important relative price, one that potentially feeds
back immediately into a large range of transactions.’ In his survey paper, Rose (2011, p. 671)
claimed, however, that ‘such choices [of the exchange rate regime] often seem to have
remarkably little consequence. Exchange rate regimes are flaky: eccentric and unreliable.’

We think that confusion about ramifications of exchange rate regime choices — at least
part of it — stems from the difficulties economists encounter when they attempt to classify
actual exchange rate regimes. On the one hand, Obstfeld and Rogoff (1995) argued that ‘the

spectacular expansion of world capital markets’ made the fixed exchange rate a ‘mirage.” On
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the other hand, Calvo and Reinhart (2002) discerned the ‘fear of floating” syndrome. More
generally, declared (de jure) and actual (de facto) exchange rate regimes may differ: using
Levy-Yeyati and Sturzenegger’s (2005) terminology ‘words’ do not have to match ‘deeds.’
Economists have been rather economical with the employment of statistical tools to
classify exchange rate regimes. Out of the well-known classifications only the one developed
by Levy-Yeyati and Sturzenegger (2005) was constructed with the usage of formal statistical
methods (cluster analysis). We follow their approach, although we modify it in several
respects. The analysis is carried out separately for financially open and financially closed
economies; information conveyed in foreign exchange reserves and in exchange rates is
treated symmetrically; standardization is done for each year separately; the exchange rate

regime classification is in principle a two-way classification; and it is also more up-to-date.

2 Empirical strategy and data

Empirical strategy employed consists of seven steps. First, it is important to identify the
reference currency. For example, the exchange rate of Danish krone against the US dollar is
highly volatile, but it is fixed against the euro. Thus, in order to establish the reference
currency, we followed the approach similar to McKinnon and Schnabl’s (2004) and, using
regression analysis, compared variability of exchange rates of a given currency against the US
dollar, euro, Japanese yen, and British pound (in some cases we included Australian dollar,
South African rand, Indian rupee and SDR).

Second, the country-year observations were split into two groups with respect to the
openness to capital flows. The rationale behind the split is based on the macroeconomic
trilemma stating that if the capital account is closed, monetary authority can retain monetary
autonomy even though it engages in stabilization of the exchange rate. Moreover, focusing on
financially open countries makes the problem of differences between market and official
exchange rates less important (see Reinhart and Rogoff, 2004, and Shambaugh, 2004). The
country-year observations above the median of Chinn-lto index of capital openness were
defined as financially open (Chinn and Ito, 2006).

Third, all variables used to build the classification were standardized. Standardization was
constrained in two ways: it was applied to the set of observations selected in the previous
step, and performed for each year separately. The reason behind the latter constraint was that
the behaviour of economies in the face of global shocks is different from that in normal times.

Fourth, the cluster analysis was used to detect homogeneous groups of country-year

observations. As there were quite a few outlying observations (mainly isolated outliers
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according to Garcia-Escudero et al. 2010), i.e. country-years with an extremely large change
of exchange rates or foreign exchange reserves, we used trimmed k-means method. The
trimmed k-means method allows for removing a certain fraction of the “most outlying” data,
and, this way, a strong influence of outlying observations can be avoided and robustness
naturally arises. The trimming approach to clustering was proposed in Cuesta-Albertos et al.
(1997) and Gallegos (2002). Trimming can also be used to highlight interesting anomalous
observations.

Fifth, one of the clusters obtained grouped quite a few observations with low variability of
both exchange rate and foreign exchange reserves. These are characteristic for calm times.
Following Levy-Yeyati and Sturzenegger (2005), we called this group ‘inconclusives’ and
applied the k-means algorithm to such observations. The objective was to isolate peggers
from floaters in this group and to extend the groups obtained in the previous step.

Sixth, the k-nearest neighbour method was used to classify countries that were relatively
closed to capital flows. The method is based on finding the k nearest objects in a reference set
and taking a majority vote among the classes of these k objects. Clusters obtained in the
fourth step were used as the reference set, and thus a country closed to capital flows in a given
year was classified to the most frequently represented category in the closest neighbourhood.

Seventh, the country-year observations that were not classified as either peggers or
floaters were added to one of these groups. When the average absolute monthly change in the
exchange rate was less than 0.01% (larger thresholds were also considered), a country-year
was considered to peg its currency. Additionally, some countries ‘under pressure’ were
reclassified as peggers/floaters if in the adjacent years they pegged/floated their currencies.

The sample covered 183 countries analysed in the period 1995-2015, i.e. a maximum of
3,843 country-year observations. The classification was based on five variables: capital
openness index (developed by Chinn and Ito, 2006), two measures of exchange rate
variability (the average absolute monthly change and standard deviation of monthly change),
and two measures of foreign exchange reserves variability (the average absolute monthly
change and standard deviation of monthly change). Due to limited data availability, the

sample included 3,068 observations.

3 Empirical results
The examination of monthly exchange rates resulted in finding that the US dollar was by far
the most prevalent reference currency — its ‘share’ was above 63%. The euro was found to be

a base currency for slightly less than 30% of country-year observations. In eight cases
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a different currency was identified as a reference currency: Australian dollar for Kiribati,
South African rand for Botswana, Lesotho, Namibia, Swaziland, Indian rupee for Bhutan and
SDR for Libya and Myanmar. Four cases of a switch from one currency to another were
observed in our sample: Algeria switched in 2003 from euro to US dollar, Lithuania and Sao
Tome and Principe switched from the US dollar to euro in 2002 and 2008 respectively, and
Latvia switched from the SDR to euro in 2005.

In order to obtain homogenous clusters of country-year observations with the trimmed k-
means method, we made two choices: the number of clusters was set to four and the fraction
of observations to be trimmed of was set to two per cent. The former choice was motivated by
theoretical considerations: with basically two variables, i.e. exchange rate variability and
reserves variability, out of which each can take a ‘low” or ‘high’ value, one should expect four
different clusters: ‘low/low’, ‘low/high’, ‘high/low’ and ‘high/high.” The silhouette measure
for four clusters was 0.54 and was only slightly lower than for three or two clusters (0.61 and
0.57, respectively). Fewer than four clusters, however, seemed to be rather difficult to justify
from both logical (see above) and economic points of view (for instance Levy-Yeyati and
Sturzenegger (2005) had five clusters, although they did not report any statistical measure for
that choice). In the latter choice we followed Levy-Yeyati and Sturzenegger (2005) and
trimmed two per cent of the most outlying observations.

The results of cluster analysis for financially open country-years are illustrated in
Figure 1. The axes represent the first two principal components: the first one corresponds to
the volatility of the exchange rate and the second one to the volatility of foreign exchange
reserves. After exclusion of the outliers (34 obs.), four groups were identified. Two of them
are straightforward to decipher. Peggers (green crosses) experienced low exchange rate
variability and above normal variability of foreign exchange reserves (308 obs.), whereas
floaters (dark blue x’s) had the opposite characteristics (389 obs.). Interestingly, we isolated
the group of observations with even greater exchange rate variability than that characteristic
for floaters and foreign reserves variability comparable to that characteristic for peggers (blue
diamonds; 81 obs.). According to Levy-Yeyati and Sturzenegger (2005) — who obtained
asimilar cluster — such observations constitute a group of countries under intermediate
exchange rate regimes (e.g. dirty float). It seems, however, that the group includes countries
that were under strong foreign exchange market pressure (if not in an overt currency crisis)
rather than countries that placidly managed their exchange rates. Moreover, one would expect
the managed exchange rate to display on average lower variability than the freely floating

rate. This is not the case here. Thus, contrary to Levy-Yeyati and Sturzenegger (2005), we
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prefer to call this group ‘under pressure.” The most numerous group (845 obs.), however,
included country-year observations with below normal variability of both exchange rate and
foreign reserves. Such characteristics are displayed by both peggers and floaters in calm
times. Thus, the group consists of ‘inconclusives’ (red triangles), and the question about its
true composition remains open. In order to narrow down the degree of inconclusiveness and
in line with the methodology used by Levy-Yeyati and Sturzenegger (2005), we applied the
simple k-means method (the outliers had been already excluded in the previous step) to divide
this group into three categories: peggers (353 obs.), floaters (298 obs.) and deep inconclusives
(194 obs.).

Classification
k=4, a=0.02

Second discriminant coord.
=]
o

First discriminant coord.

Fig. 1. Clusters of financially open country-years.

So far our procedure was directed at financially open economies which constituted 1,657
country-year observations. The remaining 1,411 observations referred to countries that were
relatively closed to capital flows. As explained in the previous sections, these were classified
with the k-nearest neighbour method. We tried from two to 20 neighbours and found out that
the fraction of wrong classifications for a learning set (created from financially open
countries) was the lowest for 13 neighbours. Thus, k parameter was set to 13 and financially
closed economies were divided into peggers, floaters, inconclusives, countries ‘under
pressure’ and outliers. The overall results of this and previous steps are reported in Table 1 in
columns three and four. In the last step we moved 304 country-years from inconclusives,

‘under pressure’ or outliers to peggers (285 obs.) or floaters (19 obs.) if such a change was
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uncontroversial. Two distinct criteria were used: (1) the country-year was reclassified as
a pegger if the average absolute monthly change of the exchange rate was less than 0.01%
(230 obs.) or (2) the country-year ‘under pressure’ was reclassified as a pegger (55 obs.) or
a floater (19 obs.) if in the adjacent years it belonged to such a category. The final results are
tabulated in columns five and six in Table 1. Overall, we identified more peggers (54.0%)
than floaters (34.4%). This result was driven by relatively low incidence of floating exchange
rate regime (25.2%) and high incidence of fixed rate arrangements (61.7%) in financially
closed countries. In countries with open capital account the corresponding fractions were
much closer one another (42.2% and 47.4%, respectively). This finding is in line with the
conjecture that can be derived from the macroeconomic trilemma: when capital flows are
controlled, it is more attractive for monetary authorities to maintain de facto fixed exchange
rate as it does not require scarifying monetary autonomy. Interestingly, the category ‘under
pressure’ is more frequent when a country is financially closed (4.4% vs. 0.8%). This could
be an indication that the effectiveness of capital controls is limited, and that such barriers do

not isolate an economy from foreign exchange market pressure.

Financial Classification after:
Category
openness Steps 1-6 Step 7
open 661 785 (47.4%)
Peggers 1371 1656 (54.0%)
closed 710 871 (61.7%)
open 687 699 (42.2%)
Floaters 1035 1054 (34.4%)
closed 348 355 (25.2%)
‘Under open 81 14 (0.8%)
262 76 (2.6%)
pressure’ closed 181 62 (4.4%)
] open 194 125 (7.5%)
Inconclusives 280 182 (5.9%)
closed 86 57 (4.0%)
) open 34 34 (2.1%)
Outliers 120 100 (3.3%)
closed 86 66 (4.7%)

Notes: ‘open’: Chinn-Ito index not less than 0.4, ‘closed’: Chinn-Ito index less than 0.4.

Table 1. Details of classification of exchange rate regimes.

Our classification as such is rather difficult to interpret. In order to shed more light on it,
we compared it with other exchange rate regime classifications. Three popular classifications

were taken into account. We considered the classification developed by Levy-Yeyati and

52



The 11" Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

Sturzenegger (2005) since they adopted quite a similar approach to ours, i.e. they used
statistical tools to distinguish alternative regimes. It was natural to take into account the
classification tabulated by the IMF, because it is used in the literature as a kind of a reference
point. A detailed work by Reinhart and Rogoff (2004) on exchange rate arrangements with its
emphasis on market vs. official exchange rates is also quite popular in the literature on the
international economics.

Examining the degree of consistency between alternative classifications, Klein and
Shambaugh (2010, p.47) transformed each classification to a dichotomous division into pegs
and non-pegs and then — for each pair of classifications — calculated the percentage of
observations that were classified in the same way. We followed a similar, although not
exactly the same, approach. First, we mapped alternative classifications into pegs and floats.
In Levy-Yeyati and Sturzenegger’s classification and in ours we retained the category of
inconclusives and omitted the outliers. In our classification cases ‘under pressure’ were
omitted. In two other classifications both hard and soft pegs were merged into pegs, whereas
intermediate and freely floating regimes were combined into floats (‘freely falling’ and ‘dual
market in which parallel market data is missing’ categories were omitted).

In Table 2 our classification is compared to the one by Levy-Yeyati and Sturzenegger
(2005) for the overlapping period of both classifications, i.e. 1995-2004. The degree of
consistency can be traced out on the main diagonal, whereas off-diagonal elements
correspond to divergence between classifications. For example, out of 803 country-year
observations recognized by our algorithm as pegs, 724 were classified in the same way by
Levy-Yeyati and Sturzenegger (2005). This is more than 90%. The remaining observations
were classified either as floats (51) or as inconclusives (28) — the corresponding ‘shares’ were
6.4% and 3.5%, respectively. There was less consistency with respect to floats: less than two-
thirds of our floats were classified in the same category by Levy-Yeyati and Sturzenegger.
This finding is, at least to a certain extent, the result of mapping intermediate regime into
pegs. If instead they are treated as floats — i.e. in line with a dichotomous division into pegs
and non-pegs used by Klein and Shambaugh (2010, p. 47) — the consistency between floats
rises to 80.7% and that between pegs drops to 74.7% (not reported).

The comparison between our classification and those developed by the IMF and Reinhart
and Rogoff (2004) is depicted in Table 3. The common period covered by all these
classifications is from 1995 to 2010. The consistency of our classification with the IMF’s one
is lower for pegs (61.3%) and higher for floats (78.9%) in comparison to the consistency with

Levy-Yeyati and Sturzenegger’s classification. This effect tends to be even stronger if we
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adopt Klein and Shambaugh’s (2010) mapping (54.6% and 81.0%, respectively; not reported).
In turn, the consistency between our classification and the one developed by Reinhart and
Rogoff (2004) was the highest for pegs (94.5%) and the lowest for floats (57.3%). Like with
Levy-Yeyati and Sturzenegger’s classification, however, this finding can be reversed if the
alternative mapping of Klein and Shambaugh (2010) is used with coefficients 64.5% and
92.8% (not reported).

LYS Classification
Inconc. Peg Float >
13 61 6

- Inconc. 80
S 16.3% 76.3% 7.5%
b
= 28 724 51
‘B Peg 803
8 3.5% 90.2% 6.4%
@)
5 1 169 296
O Float 466

0.2% 36.3% 63.5%

Table 2. New classification against LYS classification.

IMF Classification RR Classification
Peg  Float > Peg  Float >
- 698 441 1167 68
S Peg 1139 1235
. 8 61.3% 38.7% 945% 5.5%
S =
O & 164 614 325 436
& Float 778 761
@) 21.1% 78.9% 42.7% 57.3%

Table 3. New classification against IMF and RR classifications.

The coefficient of overall consistency can be calculated as the number of observations on
the main diagonal to the total number of observations. Using such a measure, we found out
that our classification is the most similar to the one developed by Levy-Yeyati and
Sturzenegger (76.6%), slightly less similar to the Reinhart and Rogoff’s classification
(75.0%), and the least similar to that of the IMF (64.1%). This result holds if we limit
comparison just to pegs and floats (i.e. omit inconclusives) or/fand apply Klein and
Shambaugh’s (2010) mapping (the relevant coefficients for this mapping were 73.3%, 70.4%
and 61.1%, respectively).
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Conclusion

The paper offers a new de facto classification of the exchange rate regimes adopted by both
advanced economies and emerging and developing economies in the period from 1995 to
2014. We borrowed the idea of applying statistical tools, i.e. cluster analysis, to identify
actual exchange rate regimes from the study by Levy-Yeyati and Sturzenegger (2005). Their
study remains — to the best of our knowledge — the only one in the literature on exchange rate
regimes in which cluster analysis techniques were applied. Our approach, however, differs
from theirs in several respects. Its main distinctive feature is that we separated financially
open countries from those that were closed to capital flows. Other differences include:
1) a symmetric treatment of foreign exchange reserves and exchange rate; 2) a standardization
that provides consistency between country-years in turbulent and normal times; 3) a basically
two-way classification into pegs and floats; 4) more up-to-date results.

Not surprisingly, we found that our classification is different from the one worked out by
Levy-Yeyati and Sturzenegger (2005). It is also different from two other popular
classifications developed by the IMF and Reinhart and Rogoff (2004). The comparison of our
classification with the others is not straightforward as alternative classifications use different
categories and cover different periods. A simple measure of consistency between
classifications, however, revealed that our classification is the most similar to the one
developed by Levy-Yeyati and Sturzenegger (2005), a bit less similar to the one worked out
by Reinhart and Rogoff (2004) and the least similar to the IMF.

There are two main avenues of further research. First, our classification requires some
refinements, e.g. the intermediate exchange rate regime category is missing in it. Second, the
new classification can be used to establish how different (if at all) peggers are from floaters

and whether Rose’s (2011) scepticism about the exchange rate regime was well-founded.
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Insulating property of the exchange rate regime in Central and Eastern

European countries
Marek A. Dabrowskil, Justyna Wroblewska?

Abstract

This paper examines the insulating property of flexible exchange rate in eight middle-income Central and
Eastern European economies. All of them fit to the standard of a small open economy, but have quite different
exchange rate regimes. We derive long-term zero and sign restrictions on the reactions of underlying macro
variables to real and nominal shocks from the stochastic macroeconomic model. For each country a Bayesian
structural vector autoregression model with common serial correlations is estimated on quarterly data from the
1998-2015 period for relative GDP, interest rate differential, real exchange rate and relative price level. We use
forecast error variance decompositions to identify the importance of individual shocks. Then we compare
impulse response functions of relative output in order to discern the differences between floaters and peggers and
in this way assess the magnitude of insulating property of flexible exchange rate. Our main finding is that though
the empirical evidence is mixed, it lends non-negligible support to the hypothesis that the flexible exchange rate

insulates the economy against shocks to a greater extent than the fixed exchange rate regime.

Keywords: open economy macroeconomics, exchange rate regimes, real and nominal shocks, Bayesian
structural VAR, common serial correlation
JEL Classification: F41, C11

1 Introduction
The insulating properties of the exchange rate regime together with its impact on policy
effectiveness and importance for the adjustment to trade imbalances constitute one of ‘three
main strands’ in the literature on the choice of exchange rate regime (Ghosh et al., 2010). One
of the central findings of this strand is that the floating exchange rate better insulates output
against real shocks as it facilitates adjustment in the face of nominal rigidities, whereas
foreign exchange reserves movements under the fixed exchange rate automatically offset
nominal shocks. In a nutshell, using words of Ghosh et al. (2002), ‘the relative incidence of
nominal and real shocks becomes a key criterion in choosing the exchange rate regime.’

There are two main empirical approaches to study the insulating properties of the exchange
rate regime. First, the relationship between volatility of output growth and the exchange rate

flexibility is examined. The results are mixed: there is some evidence of greater output
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volatility under pegged exchange rates than under either intermediate or floating regimes, but
the result holds for advanced and developing economies and not for emerging market
economies where output volatility is lower under pegged and intermediate regimes
(Ghosh et al., 2010). In an earlier study Levy-Yeyati and Sturzenegger (2003) found
anegative link between output volatility and exchange rate flexibility for nonindustrial
countries but not for industrial ones. Similar conclusion was drawn in more recent studies by
Edwards (2011) and Erdem and Ozmen (2015). They found that the impact of external shocks
on economic activity is less pronounced in economies under flexible exchange rate regimes.

Second, a structural vector autoregression (SVAR) is used to identify shocks hitting an
economy, to assess their importance for the output variance and — in some studies — to
examine output reactions to real and nominal shocks. The results are again inconclusive, e.g.
the exchange rate fluctuations in Central and Eastern European countries were found to be fed
by nominal shocks by Kuijs and Borghijs (2004) and Shevchuk (2014) and by real shocks by
Stazka-Gawrysiak (2009) and Dabrowski and Wréoblewska (2016a, b).

The research objective of this paper is to examine whether there are discernible differences
across exchange rate regimes in Central and Eastern European (CEE) economies with respect
to insulating output against economic shocks. We follow the second empirical approach and
construct a set of Bayesian SVAR models for each of eight CEE countries in our sample and
focus on comparison of output response functions to real and nominal shocks. Our main
finding is that there is weak but not negligible evidence of insulating properties of floating
exchange rate regime in CEE economies. The paper is structured as follows. The next section
briefly lays out theoretical issues. Empirical methodology and data are briefly presented in

Section 3. Empirical results are reported in Section 4 and the last section concludes.

2  Theoretical issues

The seminal papers of Fleming (1962) and Mundell (1963), published well after the
establishment of the Bretton Woods system, have reignited economists’ interest in choices
and consequences of exchange rate regimes. In a study summarising the state of the art on the
exchange rate regimes Ghosh et al. (2002) built a simple stylized model in the spirit of the
Barro-Gordon approach and demonstrated that the floating exchange rate is preferable to
pegged rate if shocks are real but worse if shocks are nominal. This conclusion, however,
rests on the assumption of high capital mobility (used in their formal model). If capital
mobility is low, e.g. due to capital controls, aggregate demand shocks are partly offset under

fixed exchange rate, whereas floating rate amplifies such shocks (Ghosh et al., 2002).
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While their model is neat and elegant, it allows for two sources of shocks only: (real)
productivity shock and (nominal) monetary shock. Although it is just enough to convey the
main theoretical point about insulating properties of the exchange rate regime it seems too
parsimonious to be used as a theoretical framework in empirical research.

The small open economy model we use in this paper is in principle taken from the study by
Clarida and Gali (1994) who in turn extended the model developed by Obstfeld et al. (1985).
It describes equilibria in the goods market, money market and the foreign exchange market
with the conventional 1S, LM and UIP relations. Due to price stickiness (PS relation) shocks
hitting an economy bring about an adjustment process, so the flexible-price equilibrium is
attained only in the long term. Taking into account extension put forward by Dgbrowski
(2012) the model includes supply, u®, demand, u¢, financial, u’, and monetary, u™, shocks. A
more detailed description of the model is presented by Dabrowski and Wroblewska (2016a).

We use the solution for the flexible-price equilibrium to derive zero and sign restrictions
that will be imposed on the empirical reactions of relative output, yi, real interest rate
differential, ri, real exchange rate, qi, and the relative price level, p, to structural shocks.
Vector moving representation of a SVAR model

Az, =C(L)u,, 1)
where Az, =[Ay,,Ar,Aq,,Ap,]’ is a vector of the first differences of macroeconomic
variables, C(L) is a matrix of lag polynomials and u, =[uf,u’,u’,u"]" is a vector of

structural shocks, can be used to succinctly write the restrictions imposed: Ci2(1), Ci3(1),
Ci4(1), C24(1), Caa(1) are set to zero, Ci1(1), C22(1), C23(1), C32(1), Ca2(1), Caa(l) are positive,
C21(1), Cs1(1), Ca1(1), Ca3(1) are negative and the Ca3(1) is left free, where Cij(1) is the ijth
element of the total impact matrix C(1) (see e.g. Liitkepohl, 2006).

3 Methodology and data
The basic model employed in the empirical analysis is a stable Bayesian n-dimensional
VAR(k) model with a constant and non-stochastic starting points (Az.k+1, Az«+2,...,AZo):

Az, =T\ Az +T,Az , +...+ T Az, +®D, +¢&, & ~iiN(O,Z) t=12.,T, (2

where X is a PDS covariance matrix of the Gaussian white noise process {¢,},, Dt collects

deterministic components and I'1, I'2,...,I'k, @ are the matrix/vector parameters. The Normal-
Wishart prior structure is imposed on the model parameters with normal distribution for I's
centered around zero and the prior expectation of X is 0.011s, i.e. £ ~ iW(0.01l4, n+2), (I'y,
I2,..., TWZ, vi ~ mN(0, vrlnk, X), | X, vo ~ N(0, voX).
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Additionally, in the set of the analysed models there are also structures with the reduced
rank restrictions imposed on the I's parameters:

AZ, = PO,AZ, | + ¥,AZ, , +... + YA, + DD, +¢, & ~iiN(0,2), t=12.,T, (3)
where ynxn-s) IS @ matrix of full column rank. As pointed out by Engle and Kozicki (1993) in
the VAR framework such restriction is equivalent to common serial correlations among the
analysed processes, s denotes the number of these common features. Such a Bayesian VAR-
CC model (Bayesian vector autoregression with common serial correlations model) has been
already analysed e.g. by Dabrowski and Wroblewska (2016a).

For each considered country we compare 20 non-nested specifications, which may differ in
the number of lags (k € {5,6,...,9}) and the number of common features (s € {0,1,2,3}). We
assume equal prior probability for each of them.

The below presented results are obtained by taking the advantage of the Bayesian Model
Averaging technique within the set of models with the highest posterior probability (i.e.
higher than the assumed 0.05 prior probability). To impose over mentioned sign and zero
restrictions, resulting from the economic model, the algorithm proposed by Arias et al. (2014)
is employed.

Quarterly, seasonally adjusted data for real GDP, three-month money market interest rate,
nominal exchange rate (defined as a price of domestic currency in terms of the euro),
harmonised index of consumer prices for the period 1998q1-2015q4 are retrieved from the
Eurostat database. They are used to construct relative real output, real interest rate differential,
real exchange rate and relative price level. It was natural to choose the euro area as
a reference country, so the relative output, for example, is the difference between the log of

real GDP in a given country and the log of real GDP in the euro area.

4 Empirical results

Out of eight CEE countries included in our sample only two can be classified as being at
opposite poles of an exchange rate regime spectrum: Bulgaria with its currency board
(adopted in 1997) and Poland with free floating (adopted in 2000). The reading of the IMF’s
Annual Reports on Exchange Arrangements and Exchange Restrictions makes it reasonable,
however, to extend the group of ‘pegs’ to Croatia, Slovenia and Slovakia and treat the Czech
Republic, Hungary and Romania as belonging to the group of ‘floats.” This classification is of
course imperfect since for example Hungary can be considered a soft pegger, just like Croatia,
although Hungary adopted such a regime between 2002 and 2004 only. Instead of relying on
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one of many exchange rate regime classifications, we illustrate the degree of variability of the
exchange rate in Figure 1. In the left-hand-side panel we use the average absolute monthly
change of the exchange rate to compare our pegs and floats: the lines correspond to minimum
and maximum averages in each group. Floats have indeed experienced a greater exchange rate
variability than pegs and the explicit overlap between them can only be observed at the turn of
the centuries (1998-2002) and in 2006 (this was due to a gradual appreciation of the Slovak
koruna within the ERM I1).

Comparison with respect to openness to capital flows, measured with the Chinn-Ito index,
is depicted in the right-hand-side panel of Figure 1. All floaters recorded an above-median
level of the index starting in 2002, whereas peggers were slightly lagging behind till 2005.
The difference nevertheless was exclusively due to Bulgaria, so one can argue that our sample
includes, by and large, countries with relatively high capital mobility. Therefore, drawing on
the theory we expect the floating exchange rate to insulate output against real shocks to
a greater extent than the fixed rate.

The conventional analysis of insulating properties of floating exchange rate is based on the
forecast error variance decomposition as it allows to identify the proportions of variability
accounted for by structural shocks. Thus, in Table 1 the sources of output and exchange rate
fluctuations are depicted. It is quite clear that irrespective of the exchange rate regime real,
especially supply, shocks are behind output variability. A small difference between Bulgaria
and other CEE countries in this respect dissipates at longer forecast horizons and at four-year
horizon the contribution of real shocks is more than 99% in all countries (results for other
forecasting horizons and variables are available from the authors upon request). There is also
little difference between pegs and floats with respect to the relative importance of real and
nominal shocks to the real exchange rate variability. Both the floating and fixed rates are
mainly driven by demand and financial shocks and the contribution of real shocks increases
with the forecasting horizon, whereas that of nominal shocks goes down.

Overall, the similarity between pegs and floats can be interpreted as evidence against the
view that the floating exchange rate is heavily influenced by financial shocks that are
subsequently transmitted into a real economy. Instead, we observe that nominal shocks are

equally important sources of real exchange rate variability in both group of countries.
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Fig. 1. Exchange rate variability and capital account openness in CEE countries.
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$ demand 455 494 504 512 509 502 474 544
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=
€ financial 386 477 443 431 451 453 417 404
©
& monetary 9.3 1.3 1.8 2.5 1.3 1.9 0.5 2.7

Table 1. Posterior expected value of forecast error variance decomposition of the relative

output and real exchange rate in CEE countries in percent (forecast horizon is one quarter).

In an attempt to examine the insulating properties of the flexible exchange rate one cannot
rely on the forecast error variance decomposition only. Even though the contribution of
financial shocks is similar in CEE floats and pegs, it is uncontroversial that the nominal
exchange rate variability is greater under floating rate regime (see Figure 1). The important

question is whether the increased exchange rate variability moderates output reactions to
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shocks hitting an economy. Thus, following Dabrowski and Wrélewska (2016a) we examine
the impulse response functions of the relative output to structural shocks.
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Fig. 2. Impulse response functions of the relative output in CEE countries.
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In Figure 2 the median reactions of output to two real shocks are illustrated with solid lines
and (the analogue of) the confidence interval, i.e. the 16th and 84th quantiles of the posterior
distribution, are depicted with broken lines (results for other shocks and variables are
available upon request). To keep the figure uncluttered countries are compared in pairs: one
pegger (lines with squares) and one floater are presented in each row.

A closer inspection of impulse response functions presented in Figure 2 results in three
observations. First, in general, there are more differences in the output reactions to supply
shocks than to demand shocks. The former’s contribution to output variability is much greater
than that the latter’s (see Table 1). This observation implies that any potential differences
between pegs and floats identified below are even more important.

Second, the response of output under fixed exchange rate regime to at least one real shock
is stronger than that under floating rate regime in each of our four pairs: Croatia, Slovakia and
Slovenia react more intensely to a supply shock than their floating-rate counterparts, i.e.
Hungary, Poland and the Czech Republic, whereas Bulgaria reacts stronger to a demand
shock than Romania. This observation is in line with the view that exchange rate flexibility
can be useful in insulating output against real shocks.

Third, in three pairs the median reaction of output under peg is outside the confidence
interval for the corresponding reaction under floating exchange rate. This is especially the
case for impulse response functions of Slovak and Polish output to supply shocks where there
is no overlap between confidence intervals. The dissimilarity between reactions to a supply
shock in Croatia and Hungary is smaller, although still quite pronounced. The least noticeable
difference is between Bulgaria and Romania in their reactions to a demand shock: it prevails
for one year only and in the long run it disappears completely (the difference in the response
to a supply shock is reversed but even less distinct). In the remaining pair one can observe
that the Slovenian reaction to a supply shock is a bit stronger than the Czech reaction, but
both medians are within of the counterpart’s confidence interval.

One can question our strategy of comparison pegs and floats in pairs arguing that the
changes in pairs would result in different conclusions. To conserve space, we do not provide
detailed arguments in favour of our pairs. Instead, we briefly discuss the results of comparison
of output reactions to shocks in each country with analogous reactions in Poland. The latter
has been chosen because its exchange rate was formally floated in April 2000 (and de facto in
1998 when the National Bank of Poland decided to refrain from foreign exchange market
interventions), and out of CEE currencies it is the Polish zloty that has been floating for the

longest time. Output reactions to supply shocks of all peggers turned out to be stronger except
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that of Slovenia which was comparable. The reactions of floaters were more diversified:
stronger for Romania, comparable for Hungary and slightly weaker for the Czech Republic.
The similar pattern was observed for output responses to demand shocks: stronger for peggers
(except for Croatia that had a similar reaction) and comparable for floaters (except for the

Czech Rep. that reacted more strongly).

Conclusion

This paper investigates the insulating properties of the floating exchange rate regime by
comparing pegs and floats adopted in eight Central and Eastern European economies. We find
important evidence that bolsters up the hypothesis that the flexible exchange rate regime
insulates the economy against shocks to a greater extent than the fixed exchange rate regime.

The caveat is that the degree of uncertainty about the results obtained is far from being small.
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GREG estimation with reciprocal transformation for a Polish business

survey

Grazyna Dehnel?

Abstract
As a result of economic changes the scope of tasks for business statistics has expanded. There is a growing
demand for short-term statistical data delivered on a monthly or quarterly basis, with improved accuracy and
coherence. To meet this demand, it is necessary to develop estimation methods that can take advantage of
administrative data. The purpose of these efforts is to increase the effectiveness of estimates and extend the
scope of information in terms of the number of variables and cross-classifications.

The paper presents an attempt to estimate basic economic information about small enterprises by applying
reciprocal transformation to one of the small area statistics methods - GREG estimation. Variables from
administrative registers were used as auxiliary variables. The study was conducted for provinces cross-classified

by categories of economic activity.

Keywords: robust estimation, business statistics, outliers, GREG
JEL Classification: C40, C51

1 Introduction

In recent years much attention has been devoted to business statistics. To meet the growing
needs for information, it is necessary to conduct research aimed at expanding the scope of
business statistics. The main difficulty facing official statistics in this respect is the rising
nonresponse. In addition, the scope of economic information that can be collected is limited
by survey costs and respondent burden resulting from statistical reporting. Under these
circumstances, the growing demand for information can only be satisfied by exploiting
administrative sources of data. It is expected that the adoption of new solutions will improve
the efficiency of estimates and, above all, increase the number of cross-classifications
available in statistical outputs (Markowicz, 2014). In the search for new approaches to
estimating parameters of enterprises it is necessary to account for the specific characteristics
of the target population. One characteristic feature of the population of enterprises is the
presence of outliers (Schmid et al., 2016; Todorov et al., 2011). For this reason, the present
article focuses on an estimation method used in small area estimation, which employs

reciprocal transformation. The purpose of the study was to assess the possibility of applying

! Corresponding author: Poznan University of Economics and Business, Department of Statistics,
Al. Niepodlegtosci 10, 61-875 Poznan, Poland, e-mail: grazyna.dehnel@ue.poznan.pl.
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a modified generalised regression estimator (GREG) to estimate characteristics of small
companies. In order to improve estimation quality, lagged auxiliary variables from
administrative sources were used. Estimates were calculated using data about small

companies classified into activity section: Trade.

2 The estimation method

One of the assumptions of a linear regression model is homoscedasticity. In the case of the
population of enterprises characterised by strong asymmetry of distribution and strong
variation, this assumption is often not satisfied (Zhang and Hagesaether, 2011). As a result,
the variables are heteroscedastic, which results in inefficient estimates of parameters. For this
reason, it is necessary to develop methods that minimize the impact of heteroscedasticity on
the precision of estimates. One way of achieving this is by transforming variables. For
example R. Chambers et al. (2001) propose a modification of the GREG estimator which
involves an additional auxiliary variable z .

In its classic form the GREG estimator of the total of variable Y :

YAGREG = Z ¥ + zwi & oy

ieU ies
where §. =X, 2 in a population U
s - sample size,
model parameter £ is estimated using a modified formula which includes additional variable

z (Chambers et al., 2001):

B= (Z wx X'/ z;’)l(; WXy, / z;’) )

where:

z, X - auxiliary variables,

y - parameter selected depending on the degree of heteroscedasticity,
for y =0, estimator (1) has the classic form of the GREG estimator.

The estimator given by formula (1) can be expressed in the form which is identical to the

classic formula for the GREG estimator:

YAGREG = Zwigiyi . 3

The only difference is the definition of weight ¢;, which depends on the value of

auxiliary variable x for sampled units and is defined as:
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gi=1+<Xd—>ZHT )(wax /zj1x/z{) (4)

iesq
where:
d - domain,

g; - weight of the i-th unit,
YAGREG,d - estimate of the total in domain d given by the GREG estimator,

)ZHT - direct Horvitz-Thompson (HT) estimator of the total of auxiliary variable x,

X - total of auxiliary variable x.
In the modified version of the GREG estimator proposed by R. Chambers et al. (2001),

DFBETA is strongly correlated with weight g;. This means that the value of the distance

measure affects the degree to which variable y is modified. The DFBETA measure for i-th

unit can be calculated using the following formula (Chambers et al., 2001):

DFBETA = (ZXX /zj (-J{ﬁj )

where: h = (x, /z()(inx'i /zfj_ (x,/27) (6)

ien

From previous surveys it is known that the value of parameter y is included in the interval
<1,2> (Sarndal, 1992), which is why the following estimators were analysed in the study:
1. Y&eo -7 =0= z° an estimator based on a linear regression model under homoscedasticity
(classic GREG estimator),
2. Y. -y=1=17,
3. Yims -7=15=7",
4, Yieo -r=2 =12
Numbers 2-4 denote regression estimators based on a linear regression model under
homoscedasticity.

Estimation quality was assessed with reference to estimates obtained using classic direct
estimators: HT and the GREG estimator (Gamrot, 2014):

- Horvitz-Thompson (HT) estimator \fHT = %Z Y, @)
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where : Y_ - estimator of the total of variable Y,
N - general population size,

y; - value of the variable of interest for the i-th unit.

A

- GREG estimator Y, =Y, +(X —XHT)B (8)

GREG

where: X = ZWi X, - vector of direct HT estimators of auxiliary variables x,

X - vector of totals of auxiliary variables X,

-1
B:[Zwixix'iJ (ZWixiyiJ is estimated using the method of weighted least

ies ies

squares using design weights,
w; - design weights.
Values of the classic GREG estimator differ from estimates obtained using the estimator of
interest - Y ... The differences are due to the fact that estimator Y2, does not take into

account all sampled units and ignores those for which auxiliary variable ‘z’ is zero.

If the constant is omitted, the resulting estimator is called a ratio estimator (Hedlin, 2004).

3 Assumptions of the study
The empirical study included small companies (10-49 employees) conducting activity
classified into section Trade. The response variable estimated in the model was Revenue
obtained in June 2012. Information about the response variable came from the DG1 survey.
The survey is conducted in the form of monthly reports submitted by all large and medium-
sized enterprises and a 10% sample of small enterprises. (Dehnel, 2014). The following
variables were selected as auxiliary variables ‘x’ and ‘z’: the number of employees from the
social insurance register (ZUS) and revenue form the tax register for December 2011. The
decision to use lagged variables was motivated by technical limitations involved in surveys
conducted by the Central Statistical Office, namely the delay between the release of
administrative data for purposes of official statistics. In the analysed model it is assumed that
each auxiliary variable can be used both as auxiliary ‘x” and ‘z’ (on condition that auxiliary ‘z’
cannot take zero values). Given the above, in the final approach, auxiliary variable ‘z’ was
taken to be the number of employees.

Estimation was conducted for domains defined by cross-classifying provinces with the
section of business activity according to the Polish Business Classification (PKD).
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4  The method of evaluating precision

Precision and accuracy of estimates were evaluated using the bootstrap method. 1000
bootstrap samples were drawn, which were then used to estimate Revenue for June 2012 for
domains of interests. Estimation efficiency was assessed using the coefficient of variation of the
estimator (Bracha, 2004):

1 1000
CV(A) ,/Vaer ) \/9992 e “). ©)
e,) e

In order to estimate bias, it is necessary to know values of the estimated parameters for the

general population. Since this information was not available in the survey it was estimated
indirectly, based on data from the tax register for December 2012. It was assumed that the
following relation holds true: the ratio of Revenue reported in tax statements submitted by

companies at the domain level to the value of Revenue reported in the DG1 survey is constant.

X112012

Revenue DGl Revenue DG

XI2012 — VI2012

Revenue _ Revenue,,

(10)

Revenue, ., (Revenue, ) — value of revenue reported in the tax register in December 2012

(VI2012)
Revenue_DG (Revenue_DGL

X112012

— value of revenue reported in the DG1 survey in

VI2012 )

December 2012 (V12012). This approach made it possible to determine approximate values of

Revenue for June 2012.

5 Conditions of estimates and assessment of their quality

The first step of the analysis was to examine distributions of companies depending on the
variables of interest. The coefficient of variation varied from 47% to 649%. The distributions
were strongly asymmetric, with skewness coefficients ranging from 0.6 to 17.1.

The hypothesis of homoscedasticity was verified using the White test and the Breusch-
Pagan test. For most domains of interest test results confirmed the validity of the hypothesis
about the variability of the random component, see Table 1. This in turn justified the use of
the above mentioned GREG estimators modified to account for variable ‘z’

The estimates were assessed both in terms of accuracy and precision. The point of
reference for the assessment of precision were the estimates obtained using classic, direct
estimators: the HT estimator and the GREG estimator, including its ratio estimators. Based on
CV values as a measure of efficiency, it can be seen that the HT estimator exhibits the
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greatest degree of variation (see Table 1). Classic GREG estimators and transformed GREG

estimators are characterized by less variation.

Test: White Breusch-Pagan
Province statistic p-value statistic p-value
dolnoslaskie 121.9 0.0000 86.7 0.0000
kujaw.-pom. 46.13 0.0000 35.05 0.0000
lubelskie 49.7 0.0000 1.95 0.3771
lubuskie 80.34 0.0000 37.33 0.0000
todzkie 82.18 0.0000 34.9 0.0000
matopolskie 136.1 0.0000 6.36 0.0417
mazowieckie 169.7 0.0000 142.6 0.0000
opolskie 42.65 0.0000 36.43 0.0000
podkarpackie 33.91 0.0000 18.09 0.0001
podlaskie 33.33 0.0000 16.64 0.0002
pomorskie 40.15 0.0000 36.32 0.0000
$laskie 97.41 0.0000 82.98 0.0000
$wigtokrzyskie 23.45 0.0003 6.18 0.0456
warm.-maz. 48.97 0.0000 25.96 0.0000
wielkopolskie 121.5 0.0000 74.83 0.0000
zachodniopom. 121.1 0.0000 113.9 0.0000

Table 1. Results of the White test and the Breusch—Pagan test for heteroscedasticity for
section Trade across provinces.

Source: based on data from the DG-1 survey.

On closer analysis, it can be seen that estimation precision of the GREG estimator depends
on the sample size. It is usually bigger in domains that have more representation in the sample.
In most domains of interest, the CVs of the transformed estimators, regardless of the value of
the y coefficient, are more or less similar and slightly higher than the classic GREG estimator.
Moreover, it can be noticed that, as variability and asymmetry in a given domain increases, the
gain in precision resulting from using each of the GREG estimators improves.

The precision of estimating Revenue of companies was assessed in reference to ratio

estimates given by formula 10. In addition, to provide a more complete assessment,
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transformed estimators were compared with the HT estimators and the classic GREG
estimators, see Fig. 2. The results indicate that the inclusion of variable ‘z’ in the model yields
a considerable improvement in estimation precision, especially compared to the HT estimator,

but also with respect to the classic GREG estimator.
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Fig. 1. Estimation precision (CV) for section Trade across provinces.
Source: based on data from the DG-1 survey and administrative registers.
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Fig. 2. Estimated revenue for June 2012 across provinces - section Trade.

Source: based on data from the DG-1 survey and administrative registers.

The HT estimator overestimated Revenue for nearly all domains of interest, while the
GREG estimator tended to underestimate it. In contrast, estimates obtained by the transformed
estimator are closest to the reference values. The largest discrepancies between parameter
estimates produced by the different estimators can be observed for domains characterized by

the largest variation and asymmetry of variables used in the model.
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Figure 3 includes histograms for two selected provinces showing distributions of bootstrap
estimates obtained by applying the studied estimators. The estimators using auxiliary

variables from registers are less biased. As they parameter increases, the distribution of

estimates tends to approximate the reference value marked in red.
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Fig. 3. Distribution of estimates for selected provinces for section Trade.

Source: based on data from the DG-1 survey and administrative registers.

Conclusion
The results obtained in the study lead to the following conclusions:

e the inclusion of auxiliary variables in the GREG estimator has considerably improved
estimation precision compared to the HT estimator;

e the modified estimation method yields a greater gain in precision and accuracy for
domains with greater variability and asymmetry;

e improvement in estimation precision for the estimators using reciprocal transformation
depends on the value of the y parameter. A considerable gain can be achieved if an
appropriate model is selected for a given domain; the drawback of this approach,
however, is that the application of modified GREG estimators for a very large number

of domains is time-consuming and demanding.
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A spatio-temporal approach to intersectoral labour and wage mobility

Karol Flisikowski®

Abstract

The article presents the spatio-temporal approach for intersectoral labor and wage mobility. Analyses of
interindustry mobility were performed with the use of general entropy mobility indices (GEMM). Spatio-
temporal approach was obtained thanks to the separate measurement of spatial autocorrelation and regression for
each set of sectoral wage and employment structure and was conducted in each year of the research period
separately. Calculations of economic distance were based on the level of GDP, whereas in spatial regression data
of previously calculated mobility indices were used. Because of the availability of homogeneous, highly
aggregated sectoral data only for the period 1994-2011, the analyses were performed for 20 selected OECD
countries. The use of spatial error model (SEM) and spatial lag model (SLM) improved explanatory abilities of
the analysis and revealed that the higher level of interindustry wage mobility is accompanied by increased
movement of labor force across sectors.

Keywords: intersectoral mobility, spatial autocorrelation, wage mobility, labour mobility, spatial regression
JEL Classification: J62, J21

1 Introduction

Mobility of wages and employment is an issue widely understood and analyzed. In this study,
mobility is considered as a change in the structure of sectoral wages and labor force over
time. This specific type of structural mobility can be characterized by a number of measures.
Its choice influences their interpretation and economic sense and can be also associated with
various factors of its economic environment. These include, among others: sector-specific
human capital (often identified with the sectoral wages), unemployment, institutionalism,
wage or income inequality. Several studies confirms the existence of clear links between
employment and wage mobility at the micro-data level and form the basis for further
investigations at highly aggregated sectoral level. The main objective of this paper is an
attempt to aggregate and synthesizing of both mobility relationship in the form of one spatial
regression model. The selection of a spatial model gives us an additional interpretability of
results by implementation of weight matrix based on the economic distances. Another

advantage of empirical analysis presented in this article is the form of intersectoral mobility?.

1 Gdansk University of Technology, Department of Statistics, Narutowicza 11/12, 80-233
Gdansk, Poland, e-mail: karflisi@pg.gda.pl.

2 This analysis was based on 3" Revision of ISIC (International Standard Industrial
Classification of All Economic Activities). To avoid the non-comparability of results (missing
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2 Interindustry labour and wage mobility

Interindustry mobility (IM) can be understood as a cross-sectoral shift of workforce (Chiarini
and Piselli, 2000) - intersectoral labor mobility (ILM). IM can also be defined as the degree of
cross-sectoral shifts in wage differentiation (IWM - intersectoral mobility of wages). In
majority of studies (both theoretical and empirical) researchers try to explain the determinants
affecting the level of ILM and IWM. This leads to the conclusion that in studies on that
relationship still many difficulties exist in explaining its cause and effect nature, so there is
a presumption that a hypothetical relationship might be called as feedback.

The ratio of ILM to the level of equal pay is a very popular subject of many studies in the
literature, but rarely can meet its reference to the scale of IWM. Those studies cover mostly
the comparison of the ILM to the dynamics or growth of wage levels. In a study on the
relationship between the mobility of employment and wage growth common conclusions can
be found. It has been proved here that employment mobility leads to an increase in wages
(usually from 10 to 20 percent). Slightly cautious estimates can be found in: Moore et al.
(1998), McLaughlin (1990). The movers-stayers model also bind together both types of
mobility (Ng and Chung, 2012) and is rooted in psychological arguments. In this model, some
workers are expected to be more likely to move than others. More unstable units would
therefore be less productive and would receive lower wages than others (stayers).

Other models that consider the connection between ILM and IWM are classified as static
or dynamic due to the rejection of the assumptions about the dynamism of wages in the range
of positions (Naticchioni and Panigo, 2004). The on-the-job search theory could therefore be
classified as static, whereas current specific human capital theory as dynamic. Static models
allow the inclusion of such an interdependency only in the range of the specific changes in
occupation or industry, whereas dynamic models recognize changes in wages combined with
shifts of resources between and in the range of the same occupation or sector. In search
models it is most often indicated that shorter seniority is correlated with an increase in the
level of wage mobility and that fact brings the most profitable gains in wage at the beginning
of careers. The same conclusions are met by modification of that theory introduced by Burdett
(1978). In human capital theory however, an inversed relationship between mobility of labor
force and investments in specific job skills is indicated, but does not define clearly and
precisely the relationship between ILM and IWM. It points out that the more specific the

human capital transfers, the lower the expected decline in wages in relation to the expected

data, different revisions of ISIC), the empirical analyses were performed with the use of data
reduced to the same time dimension (1994-2012) for 20 OECD countries.
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mobility of employment. Another dynamic approach represents the theory in which the
employee is looking for a job to find the best fit to his potential expectations. Many
researchers believe that the worse the quality of such a match, the shorter the period of
employment and the increase of wage might be related to the reward for the search for a better
fit, regardless of the accumulation of specific human capital. The job-match theory does not
conclude directly on the exact relationship of ILM and IWM (Naticchioni and Panigo, 2004;
Goke et al., 2014). It is a theoretical model where optimum conditions for job changes
determine a positive correlation between the length of employment and short-term increases
in the scale of mobility. Institutional factors can affect both the shift in the structure of
employment and wages growth in a number of ways. In the first case, the legal protection of
employment has a significant role in the dismissal of workers and new employment for
a temporary period (Baulch and Hoddinott, 2000). The more flexible the labor market, the

greater the expected effects might be met (mobility can have erosive effect on wages).

3  Methodology
Interindustry mobility in majority of the empirical research is measured with the use of the
individual micro-data. This entailed consequences in the application of specific statistical
methods. Hence, most of the research rely on the same or very similar methodological
solutions. The empirical analysis was performed in three steps for 20 selected countries (for
the period: 1994-2012), which are not in every case reciprocal neighbours. Thus, it was
necessary to construct a spatial weight matrix based on economic distances®. This kind of
statistical analysis nests inside the spatial model an additional interpretation of coefficients.
First stage of analysis covers calculations of Shorrocks (1978) mobility indices (for each
country, its structure of wages and labor force, keeping 2-years subperiods). The measure
proposed by Shorrocks belongs to the group of generalized entropy mobility measures
(GEMM) and was generalized by Maasoumi and Zandvakili (1986). They allow us to observe
the degree of structural substitution between employment or wages in different periods of
time. In previously conducted studies it was concluded that those indices meet most of the
requirements for measurement of mobility. Let Yit be the wage (or employment) for sector i in
period ¢=1,...,T. Hence, the Shorrocks index of mobility (M) can be defined in formula (1).
M=1-— 1) 1)
Dl (Y)

3 The value of real GDP was chosen for that measure.
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where: S=S3,...,5n IS a vector of permanent or aggregated wages/employment in time T,
Y=Y1,..., Ynt IS @ vector of sectoral wages/employment in time t, a: is related weight and 1()
stands for chosen inequality measure. This measure is a negative function of the relative
stability of the distribution and shows the ratio of long-term inequality (permanent and
aggregate) I1(S) to the short-term inequality I(Y:). The level of mobility will increase if the
long-term inequalities will be reduced more than the short-term.

In the second stage of analysis, the spatial autocorrelation for previously obtained wage
and employment mobility measures was checked. According to the first law of geography
formulated by Tobler (1970), all objects in space (observation units) interact, and spatial
interactions are greater the smaller is the distance between objects. Thus, in the analysis we
must consider the spatial interactions, which may relate to the dependent variable and random
component. In a situation where the value of the dependent variable in each location affect the
value of this variable from other locations the so-called spatial autoregression exists. On the
other hand, a case where certain spatially autocorrelated variables are omitted or cannot be
considered relates to spatial autocorrelation of the random component (Rogerson, 2001). We
can consider the specific relationship between the observation units (resulting from their
location) thanks to the design of spatial weight matrix (Anselin, 1988; LeSage and Pace,
2008; Elhorst, 2014). It is a square matrix with »xn dimensions, which elements reflect the
existing spatial structure. Specification of that matrix belongs to arbitrary decisions taken by
a researcher and a choice of the alternative method of weighing is often due to the knowledge
of the spatial structure of the phenomenon and links between units. It is assumed that links of
spatial entities are positively affected by mutual proximity and negatively by shared distance.

Specification of spatial weight matrices is a prerequisite and the first step in the analysis of
spatial autocorrelation. Among many measures used for spatial relationships testing the most
commonly used is Moran’s | statistic (Longley et al. 2008). This statistic is calculated based

on the formula (2).

| = i=1 rj;:l (2)

where:
n —number of observations (locations),
zi— the observed value of the z variable for all n observations (locations),

wij — weight of spatial interactions (connections) between observations (locations) i and j.
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The statistical significance of spatial autocorrelation measured by Moran’s I statistic
assuming null hypothesis of a random distribution of z-values (lack of spatial autocorrelation)
is verified with the standardized normal Z; statistic.

In the last stage of analysis, in case of spatial autocorrelation (Rogerson, 2001) two types
of regression models with spatial effects were proposed*: SAR — spatial autoregressive model
(also classified as spatial lag model — SLM) and spatial error model (SEM). The response to
the negative impact of the spatial interaction to estimate the structural parameters of the OLS
(ordinary least squares regression) models is an implementation to the classical form of the
regression equation an additional independent variable and its parameter of p relating to this
variable (called spatial autoregression coefficient). This variable (spatial lag) determines
spatially delayed values of dependent variable, calculated as a weighted average (according to
the adopted spatial weight matrix) from the value of this variable occurring in the

neighborhood. We can formulate SLM in equation (3).

yr =p(znlwrsst+ZﬂiXir +gr ' (3)

Spatial error model (SEM) allows us to consider the spatial dependence of the sampling
error (Rogerson, 2001). In this model, the overarching scheme of linear spatial autocorrelation

of the random component is considered. It can be written as shown in equation (4).

yr =Zﬂixir +gr ! (4)

g = X(Z Wrsgsj +U,. (5)
s=1

& presented in equation (5) stands for the original random component with spatial
autocorrelation (residuals from OLS regression for r-th location), which is a function of
spatially delayed random error. The coefficient A however, is a measure of interdependency of
OLS residuals and on its basis, we can infer the existence of significant factors influencing on

values of dependent variable, which were not included in the regression model.

4 Results
In the first stage of the analysis, the calculations of Shorrocks mobility indices were made

(separately for labor and wage structures). In the second stage, for each subperiod and for

4 1t should be mentioned, that these are only the most popular examples of the wide range of
spatial models reported in the literature multiplied with their numerous extensions and
modifications.
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previously calculated measures of mobility, a spatial autocorrelation Moran’s measure Was
estimated. When spatial autocorrelation statistics are computed for variables, they assume
constant variance. This is usually violated when the variables are for areas with greatly
different populations. That is why the Assungdo-Reis empirical Bayes standardization
(Assungdo and Reis, 1999) was implemented here to correct it. For each subperiod (2-years)
between 1994 and 2012 negative, statistically significant (p<0.01) spatial autocorrelation
statistics for ILM and IWM measures were obtained (from -0.2 in first subperiod to -0.27 in
the last one). This was the basis for estimation of structural parameters of spatial regression
models in the third stage of analysis (Rogerson, 2000).

In Table 1. the results of an estimation of linear regression models LM and regression
models based on the matrix of spatial weights: SEM (spatial error model) and SLM (spatial
lagged model) in two opposite subperiods are presented. The obtained results (presented in
Table 1.) have correct statistical properties (LR and BP tests, significance of coefficients,
Akaike criterion, R?) and correct economic interpretation. The spatial error models (SEM)
showed better performance and statistical significance of parameters than linear model (LM)

and spatial lag model (SLM) in considered periods.

Interindustry LM SEM SLM LM SEM SLM
labor mobility
(1LM) 1994-1996 2010-2012

0003 0003  -0.153 0008 00087  0.008
(0.016)  (0.039) (0.017)  (0.010)  (0.000)  (0.002)

constant
Interindustry
0.319 0.3113 0.301 0.298 0.313 0.307

wage mobility
(0.001)  (0.000)  (0.000)  (0.001)  (0.000)  (0.000)

(IWM)
-0.179  -0.153 -0.195  -0.187
e (0.035)  (0.037) (0.013)  (0.031)
R?2 0536 0538 0553 0626  0.664  0.632

Log-likelihood 82.680 82.710 83.032 84.838 85.672 84.979
Akaike criterion  -159.361 -159.420 -158.064 -163.678 -165.346 -157.977
4.653 3.967 4.923 3.172
(0.030)  (0.045) (0.026)  (0.074)

Table 1. Estimation of linear and spatial regression functions for intersectoral mobility

LM

(p-values in brackets).
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The considered matrix of such a specific type of spatial weights led to the discovery of
negative spatial autocorrelation — the intensity of interindustry labor force and wage mobility
for neighboring countries (in terms of economic proximity) occurred to be completely
different. What is more, statistically significant relationship between ILM and IWM was
synthesized in form of one final version of regression model (SEM) and highlighted the
negative value of the correlated random component. This means that specific individual
effects influence the intensity of both phenomena among OECD countries. It may be
a recommendation for further research in this area in order to discover the causes of such

a situation.

Conclusions

In this article the problem of use of the spatial weight matrix based on the economic distance
within the framework of the author's analysis of interindustry mobility phenomena was
presented. The results of empirical analysis indicate that in case of the research on
employment and wage mobility even studies at the most aggregate level of observation should
be taken into account. Furthermore, the use of weight matrix based on the economic distance
in statistical models of employment mobility greatly increases the correct interpretive impact
of explanatory variable like intersectoral wage mobility, and thus significantly improves the
quality of research. The higher level of interindustry wage mobility is accompanied by
increased movement of labor force across sectors. Moreover, the strength of this association

increased over time.
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The analysis of changes in the distribution of renewable energy

consumption in the EU countries

Katarzyna Frodyma?

Abstract

The main research objective of the paper is to evaluate the changes in the distribution of renewable energy
sources (RES) in the period between 1995 and 2014. The share of RES in total primary energy supply in the
analysed period increase twofold (from 8% in 1995 to 16% in 2014). Thus, it might be interesting to check
which types of RES develop more than others. Principal component analysis (PCA) is used to describe the share
of different RES in overall renewable energy (RE) in EU member countries in the period between 1995 and
2014. The results of analysis for the year 1995 are compared with the results obtained for the year 2014, and the
comparison indicates which RES gain in importance during the last 20 years. PCA also allows for describing RE
development and identifying the direction of progress in this area, including progress resulting from
technological advances. The main types of RES include: hydropower, wind energy, solar energy, tide, wave and
ocean, biomass and renewable wastes and geothermal sources. The analysis demonstrates that three types of RES
- hydropower, bioenergy and geothermal energy - predominate in analysed European countries in 1995. During
the next years the share of RE in the energy mix increases, and the distribution of RES changes, with a notable

increase of the share of wind and solar energy in the overall share of RES.

Keywords: Renewable energy, European Union, PCA
JEL Classification: C38, N740, Q2

1 Introduction

The EU dependence on import of energy sources contributes to the growing interest in
renewable energy sources (hereafter RES), which is reflected in the introduction of relevant
directives in the area of energy policy. The first one, issued in 2001, Directive 2001/77/EC?,
aimed at obtaining 7.5% share of energy from RES in the total gross electricity consumption
in 2010 and 5.75% share of biofuels in the consumption of transport fuels. Another, Directive
2003/30/EC3, aimed at the promotion of the use of biofuels and other renewable fuels for
transport. In accordance with Directive 2009/28/EC*, the EU member countries should

1 Cracow University of Economics, Department of Statistics, Rakowicka 27 St., 31-510
Cracow, Poland, e-mail: frodymak@uek.krakow.pl.

2 Directive 2001/77/EC of the European Parliament and of the Council of 27 September 2001
on the promotion of electricity produced from RES in the internal electricity market.

3 Directive 2003/30/EC of the European Parliament and of the Council of 8 May 2003 on the
promotion of the use of biofuels or other renewable fuels for transport.

4 Directive 2009/28/EC of the European Parliament and of the Council of 23 April 2009 on
the promotion of the use of energy from renewable sources.
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increase their share of energy from renewable sources in the overall energy consumption. The
European climate and energy package includes targets for 2020: a 20% reduction in the EU
greenhouse gas emissions below the 1990 levels, raising the share of the EU energy
consumption produced from RES to 20%, and a 20% improvement in the EU's energy
efficiency. Additionally, at least 10% of the final consumption of energy in transport should
come from RES. Although over the last 20 years the share of RES in the energy mix increases
on average from 8% to almost 16%, it should be noted that the speed of development of RES
is not the same in all EU countries.

Literature reports numerous studies on the development of renewable energy (for
example, Sen nad Ganguly, 2017), but they often focus on individual countries (Dunji¢ et al.,
2016, Campeanu and Pencea, 2014, Zakery et al., 2015) or only on electricity (Paska and
Surma, 2014). Moreover, these papers do not review current changes in the structure of
energy generated from renewable sources, especially with the use of methods capturing the
most important factors of these changes. The study described in the paper is based on
principal component analysis (PCA hereafter), which is used to describe different shares of
RES in overall RE. The results of the analysis for the year 1995 are compared with the results
obtained for the year 2014, which reveals which RES gain in importance during the last 20
years. PCA also allows for describing RE development and identifying the direction of
progress in this area, including progress resulting from technological advances.

The aim of the paper is to evaluate the changes in the distribution of RES in the period
between 1995 and 2014.

The study is conducted for 26 EU countries, excluding Malta and Cyprus, due to their
almost non-existent share of RE in TPES, and the fact that they are totally dependent on
import of energy sources.

Choosing the year 1995 as a reference point is dictated by the fact that it was the year in
which the EU initiated legal procedures aimed at promoting RE development. That year the
European Commission published Green Paper®, which delineates the European Union energy
policy and lists three basis targets connected with gas and electricity monopolies. It was also
the year in which another official document, White Paper. An Energy Policy for the European

Union®, was issued by the Commission of the European communities. It contains a detailed

® Green Paper: For a European Union Energy Policy. European Commission, COM(94) 659,
Brussels 1995.

® White Paper: An Energy Policy for the European Union. COM (95) 682 final, 13 December
1995.
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set of regulations within the area of energy policy and states general frameworks of this policy
in the EU countries (i.e. globalisation of energy markets, ecological problems, technology,
institutional responsibility of the community, etc.).

The remainder of the paper is organized as follows. Section 2 briefly presents the empirical
methodology used in the study, the description of the data can be found in Section 3, Section 4

reports and comments on the empirical results, and the last section contains final conclusions.

2 Methodology and data

The study compares the distribution of RES in the EU countries in the year 1995 and the year
2014. In order to capture correlations between different sources of RE, the distribution is
obtained via classical principal component analysis (PCA).

PCA is normally applied as a method of variable reduction or for the detection of the
structure of the relationship among variables. The information available in a group of
variables is summarized by a number of mutually independent principal components. Each
principal is basically the weighted average of the underlying variables. The first principal
component always has the maximum variance for any of the combinations. If more than one
principal component is generated, they are uncorrelated. For each principal component the
eigenvalue (variance) indicates the percentage of variation in the total data explained.

The empirical analysis is conducted using the data which describe the share of RES in
TPES in a sample of 26 European Union member states: Austria, Belgium, Bulgaria, Croatia,
the Czech Republic, Denmark, Estonia, Finland, France, Hungary, Greece, Germany, Ireland,
Italy, Latvia, Lithuania, Luxembourg, the Netherlands, Poland, Portugal, Romania, Slovakia,
Slovenia, Spain, Sweden, and the United Kingdom. The analysis covers the period between
1995 and 2014, and the data are obtained from the European Commission websites’. The
study does not include Cyprus and Malta due to the fact that, in the analysed period, the share
of RES in TPES in these countries is almost zero.

The dataset demonstrates the share of RES in overall RE. The main types of RES include:
hydropower (HYDRO), wind energy (WIND), solar energy (SOLAR), tide, wave and ocean
(TIDE), biomass and renewable wastes (BIOMASS), and geothermal sources
(GEOTHERMAL).

" Energy datasheets: EU-28 countries (https://ec.europa.eu/energy/en/data-analysis/country,
accessed on 30.10.2016 .
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3  Results

A detailed description of variables is provided in Table 1. As the table demonstrates, the share
of RES in the period between 1995 and 2014 is not stable. Biomass constitutes the greatest
share in overall RE: both in 1995 and in 2014 its share in the EU is on average 69%. The
second most common RES is hydropower, whose share in overall RE decreases from 28% in
1995 to almost 15% in 2014. A substantial increase can be noticed in the share of wind
energy, whose average share in overall RE for the EU countries increases from 0,6% in 1995
to almost 10% in 2014. The greatest, over a tenfold, growth can be noticed in the average use
of solar energy: in 1995 solar energy in the EU constitutes only 0.4% of overall RE, while 20

years later - over 4%.

Mean Min Max SD
Variable/year 1995 2014 1995 2014 1995 2014 1995 2014
HYDRO 0.2750 0.1463 0.0000 0.0002 0.8434 0.4278 0.2072 0.1311
WIND 0.0064 0.0993 0.0000 0.0000 0.0778 0.4599 0.0163 0.1038
SOLAR 0.0040 0.0428 0.0000 0.0000 0.0636 0.2118 0.0121 0.0520
TIDE 0.0001 0.0001 0.0000 0.0000 0.0026 0.0019 0.0005 0.0004
BIOMASS 0.6937 0.6962 0.1566 0.3828 1.0000 0.9371 0.2226 0.1623

GEOTHERMAL 0.0207 0.0154 0.0000 0.0000 0.4103 0.1975 0.0802 0.0392

Table 1. Summary statistics — the share of renewable energy sources

in the renewable energy mix.

As mentioned above, the share of RES in TPES in the analysed period increases twofold
(from 8% in 1995 to 16% in 2014). Thus, it might be interesting to check which types of RES
develop more than others. To do so, we use PCA to describe and compare the distribution of
RES. Table 4 presents the results of PCA for RES in 1995 and 2014.

In 1995 only two first principal components are sufficient to explain about 92% of variance
in the original variables. The results also demonstrate that in 1995 these two principal
components depend on the combinations of only three types of RES: hydropower, biomass and
geothermal. In 2014, however, it is necessary to use three first principal components to explain
90% of total variance in the original variables. These principal components depend on the
combinations of all types of RES, excluding tide. These results indicate that the distribution of

RES in the EU countries changed dramatically over the last 20 years.
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The results obtained for 1995, (Table 2) reveal that the first principal component (PCgs1)
is related to two types of RES: biomass and hydropower. Hydropower is positively correlated
with the first principal component (PCgs1), while biomass is negatively correlated with this
component (PCgs1). It means that in 1995 the first principal component (PCgs1) divides the
European countries into the ones which use hydropower but not biomass and the ones which

use biomass but not hydropower as their main type of RES.

PCos1 PCgs2 PCgs3 PCos4 PCos5 PCgs6

HYDRO 0.675 0.471 -0.326 0.128 0.183 0.408
WIND 0.755 0.48 0.182 0.408
SOLAR 0.277 -0.851 0.182 0.408
TIDE -0.913 0.408
BIOMASS -0.734 0.349 -0.353 0.121 0.183 0.408
GEOTHERMAL -0.810 -0.350 0.121 0.183 0.408

Cumulative variance 0.703 0.924 0.969 0.999 1.000 1.000

Table 2. Principal component analysis for renewable energy sources in 1995.

However, in 2014 (Table 3) the first principal component (PC14l) differentiates the
countries which either use a lot of hydropower and wind energy as their main types of RES
but little biomass or the ones which use little hydropower and wind energy and a lot of
bioenergy. In 1995 three types of RES - hydropower, biomass and geothermal energy - are
correlated with the second principal component (PCgs2). However, hydropower and biomass
are positively and geothermal energy is negatively correlated with the second principal
component (PCgs2). It means that the European countries which use hydropower and
bioenergy as their main type of RES and do not use geothermal energy (or vice versa) are
described by the second principal component (PCgs2). However, in 2014 the highest value of
the factor loadings for the second principal component (PC142) is obtained for hydropower
and wind energy. The component also depends on the combination of solar, biomass and
geothermal energy. Thus, the second principal component (PC142) characterizes the countries
which use hydropower as their main type of RES and do not use wind energy (or vice versa).
The third principal component (PC143) indicates these European countries which use solar as
well as geothermal energy as their main types of RES and use small shares (less than average)
of other RES.
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PCi4l PC142 PC143 PCi144 PCu145 PC146
HYDRO 0.533 0.608 -0.355 -0.143 0.183 0.408
WIND 0.150 -0.745 -0.470 0.182 0.408
SOLAR -0.127 0.706 -0.525 0.182 0.408
TIDE -0.913 0.408
BIOMASS -0.826 -0.212 -0.212 -0.120 0.183 0.408
GEOTHERMAL 0.331 0.331 0.830 0.183 0.408
Cumulative variance 0.461 0.768 0.904 0.999 1.000 1.000

Table 3. Principal component analysis for renewable energy sources in 2014.

Fig. 1 presents the results of PCA for RES in 1995 and Fig. 2 presents the results in 2014.
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Fig. 1. The results of PCA for renewable energy sources in 1995.

The results demonstrated in Fig. 1 reveal a large concentration of most countries close to the
average values of all variables. There are, however, some exceptions: Italy, Greece, and
Slovakia are the countries which drive large values of the second, first and fourth principal
component, respectively. In 1995 in most EU countries biomass and hydropower are the main
types of RES. Slovakia and Italy has the highest share of hydropower in RES and, at the same
time, a low share of biomass. Estonia, Netherlands, Poland, Denmark, Belgium, and Lithuania
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display a high share of biomass and a low share of hydropower. Variance of the second
principal component results from a high share of geothermal energy in total RES in Italy (about
40%) and in Hungary (10%). Greece stands out from other countries due to its relatively high
share of renewable energy obtained from solar energy (6% share of solar energy in RES in
Greece, which is 10 times more that in Germany, the forerunner). On the other hand, Denmark

is characterised by a relatively high share of wind energy (2%) in its RE mix.
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Fig. 2. The results of PCA for renewable energy sources in 2014.

Fig. 2 reveals a significantly greater diversity in the shares of different types of RES in the
EU countries in 2014 than in 1995. There is a group of countries with high shares of biomass
as their RES but small shares of hydropower (Estonia, Lithuania, Poland, Hungary, Czech
Republic). Another group is characterised by an opposite distribution of RES, i.e. a low share
of biomass and a large share of hydropower (Spain, Slovenia, Croatia, Portugal). In many
European countries (Ireland, Denmark, Spain, United Kingdom) in the analysed period the
share of wind energy as a renewable energy source increases. As far as solar energy is
concerned, Greece maintains its leading position, while geothermal energy again is the most

important energy source in Italy (in comparison to other countries).

90

02

0.1

00

-0.1



The 11" Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

Conclusion

The analysis reveals that RE development in the EU member countries is relatively diverse. In
the analysed period all EU countries increase their shares of RES in the energy mix, however,
this increase is uneven, and the shares of particular RES in particular countries are not the same.

Three types of RES - hydropower, bioenergy and geothermal energy - predominate in
analysed European countries in 1995, which can be divided into the ones which use
hydropower but not biomass and the ones which use biomass but not hydropower as their
main type of RES. During the next years the share of RE in the energy mix increases and the
distribution of RES changes, with a notable increase of the share of wind and solar energy in
the overall share of RES.

The results from 1995 reveal a large concentration of most countries close to average
values of all variables, while the results from 2014 reveal a significantly greater diversity in
the shares of different types of RES in the EU countries than in 1995. It is possible to single
out individual countries which use only one specific source of renewable energy, e.g. Italy
uses geothermal energy, and Greece uses solar energy.

The changes in the distribution of renewable energy include not only the increase in the
share of RE in the energy mix in the EU member states but also the kinds of RE used by them.
During the last 20 years technological progress has allowed for using such renewable energy
sources as wind or the sun, which, together with decreasing costs of investment in new
sources is conductive to the stability of economy.

It should be mentioned that the project of the new directive regarding renewable energy
sources (Renewable Energy Directive — RED II) for the period 2020 — 2030 advocates
withdrawal from promoting the first generation biofuels as a renewable energy source (unless
it is used in high-efficiency cogeneration), which means that biomass is treated differently
than other RES.
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Industry specifics of joint-stock companies in Poland and their bankruptcy

prediction

Sergiusz Herman!

Abstract

The bankruptcy of companies is a characteristic of every developed market economy. The risk of bankruptcy is
an object of interest for a wide group of stakeholders, including owners, employees, managers, creditors and
suppliers. Negative consequences of bankruptcy led to many attempts to predict it. The one of direction of
research on predicting the bankruptcy of companies is building models depending on characteristics of the
industry of researched companies. Due to a difficulty of gathering a research sample that is big enough, Polish
researchers rarely try to build models depending on industries. There are only two examples of authors who have
compared the choice of classification for industry models and a “general” model (which does not include the
characteristics of industry). There are two main aims of research. The first of them is to compare predictive
ability of industry and general models error of industry and general models. The other aim was to define
determinants of joint-stock company bankruptcy in particular industries. Empirical studies were conducted on
180 joint-stock companies in the Polish capital market. They represent three industries of the economy that is
construction, manufacturing and trade. The calculations were performed using the bootstrapping method and the

multivariate discriminant analysis.

Keywords: companies bankruptcy, predicting, discriminant analysis, industry specifics
JEL Classification: C530, G330

1 Introduction
Apart from, among others, using advanced statistical tools and finding new prognostic
variables, the research on bankruptcy prediction also focuses on the development of models
including industry characteristics of companies. E. I. Altman, a world-renowned authority on
bankruptcy prediction, agrees with this approach. He believes that bankruptcy estimation
models for companies should be based on financial data of companies pursuing homogeneous
business activity (Altman, 1983). Due to difficulties in collecting a research sample that is
large enough, Polish researchers rarely try to build industry-based models. There are only two
examples of authors who compared classification adequacy of industry models and a non-
industry dependent model (the “general” model) (Hotda, 2006; Juszczyk and Balina, 2014).
According to the author, due to the used split sample/holdout method, method of

estimating the prediction error of the models, none of these results can unequivocally and

! Corresponding author: Poznan University of Economics and Business, Department of Econometrics,
al. Niepodlegtosci 10, 61-875 Poznan, Poland, e-mail: sergiusz.herman@ue.poznan.pl.
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certainly answer the question whether industry models have better predictive ability compared
to “general” models.

The article aims to estimate and compare predictive ability of industry and general models
by using the bootstrapping method. The study enumerates financial ratios which may be
deemed as determinants of bankruptcy of joint-stock companies for constructed industry
models. It was verified whether determinants differ depending on the industry.

2 Research methodology

To conduct the study, the author gathered a research sample consisting of two groups:
bankrupt companies in poor financial condition and healthy or non-bankrupt companies in
good financial condition. Bankrupt companies were defined as the ones that were declared
bankrupt by an applicable court. The sample was selected basing on information included in
the Internetowy Monitor Sadowy i Gospodarczy. Financial data of the following companies
was collected:

e 30 joint-stock companies from the construction industry (according to the Polish

Classification of Activities — PKD 41.10-43.99z),

e 30 joint-stock companies from the manufacturing industry (PKD 10.11-33.20z),

e 30 joint-stock companies from the wholesale and retail trade (PKD 46.11-47.99z).

Each of these companies was paired with a joint-stock company in good financial
condition. The companies were paired basing on: industry, the main scope of activity and
asset size. Financial data of bankrupt companies was found in financial statements from a
year before filing a bankruptcy petition — years 2000-2013. Financial statements of healthy
companies concerned the same periods. Data was found in databases of Notoria Serwis and
Bisnode Dun & Bradstreet as well as Monitor Polski B.

In empirical studies, 19 financial ratios, concerning profitability, liquidity, equity and
asset structure as well as operating performance, were used (table 1). They were chosen based
on literature review — these ratios are most frequently used in bankruptcy estimation models.
The choice was also based on the availability of data in companies™ financial statements.

The linear discriminant analysis was used to develop bankruptcy prediction models.
Altman (1968) was the first person to use it for that purpose. Despite a dynamic development

of statistical models, it is still vastly popular among business advisors.
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Symbol Description Symbol Description

ROA Return on Assets WPP Cash ratio

ROE Return on Equity Z0 Total Debts to Assets
ZB Gross Profitability ZD Long-Term Debt to Assets
ZS Gross Profit Margin KW Equity to Assets Ratio
MZ EBT to Sales Revenue Kwz Equity to Debt Ratio
MZ2 Net Profit Margin RN  Accounts Receivable Turnover

MZO Operating Margin RZ Inventory Turnover
KP Working Capital to Total Assets ratio  RZob Payables Turnover

WBP Current liquidity ratio Rakt Total Assets Turnover

WSP Quick liquidity ratio

Table 1. Financial indicators underlying the research.

The quality of a developed classifier is defined by its ability to predict adherence of
objects to defined populations. Such quality may be measured by a classifier true error rate.
The world literature mentions empirical studies which aimed to compare various methods of
estimating a prediction error (Wehberg and Schumacher, 2004; Braga-Neto and Dougherty,
2004; Molinaro et al., 2005; Kim, 2009). These studies concern the most popular classifiers in
medicine. All of those studies bring about one common conclusion that prediction error
estimators developed through the holdout method (split sample) are the most volatile of all
analyzed estimators. Authors emphasize that the holdout method can be used only for large
sets of data which makes it possible to define large independent training and test groups
(Ripley, 1996). It is very difficult to meet this condition in the case of studies concerning the
Polish capital market.

According to author’s previous studies, when predicting bankruptcy of Polish join-stock
companies, prediction error estimators developed through the bootstrapping method have had

the most valuable features (Herman, 2016). These methods are based on generation of B
samples of x™*,x2,x,..., x"® bootstrap type in such a way that each of them is developed by
n-fold simple random sampling with replacement from the available set {x;,X,,X;,..., X, }.

Next, these samples are used as training samples. Objects which were not drawn in next
iterations constitute the test sample. Based on the samples, a true prediction error is estimated.

It is often defined as a prediction error of a model developed basing on the entire n set and
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tested on a large and independent sample. In the study, the +632 estimator, proposed in 1997
by Efron and Tibshirani (1997), was used.

3 Analysis of industry differences of financial ratios

Assumptions for constructing a discriminant function concern normal distribution and equal
variance in studied groups. Firstly, the hypothesis on population observation of normal
distribution was verified with the use of the Kolmogorov-Smirnov test. It turned out that only
three ratios (KP, ZO and KW) in the case of healthy companies and one ratio (WBP) for
bankrupts have a normal distribution. Next, with the use of Levene's test, it was assessed
whether the variance of ratios was the same in both tested populations. Results of only three
efficiency ratios (RN, RZ and Rakt) do not constitute the basis to reject the null hypothesis
stating that populations have equal variances. According to the literature, results achieved
with the use of this method are not deteriorated when assumptions concerning the linear
discriminant analysis are not met (Hand, 1981; Hadasik, 1998). Therefore, despite not
meeting the assumptions, the linear discriminant analysis was used in the study.

The Mann-Whitney nonparametric U test was used to verify whether values of ratios for
healthy and bankrupt companies in particular industries come from the same distribution.
Only in the case of four ratios in the construction industry (ZD, RN, RZ, Rakt), four ratios in
the manufacturing industry (ROE, ZD, RN, RZ) and three ratios in trade (ZD, RN, RZ) with a
statistical significance of 5%, the distribution of values does not differ in the studied
populations. The value of statistics of manufacturing sector is much higher than other
researched.

The last step of the initial analysis of financial data used later in the study was to compare
distribution of values of company financial ratios between particular industries. For this
purpose, the Mann-Whitney U test was used. Healthy and bankrupt companies were studied
separately. In the case of healthy companies (5% of statistical significance), distribution of
their values differ between industries for 9 financial ratios (WSP, WPP, ZO, KW, KWZ, RN,
RZ, RZob, Rakt). When analyzing bankrupt companies, distribution of values of their
financial ratios differ more frequently. Only in the case of three financial ratios (ROE, ZO and
ZD, with 5% of statistical significance), distribution of values do not differ between
industries. The same conclusions were reached when verifying the hypothesis on equal
medians of studied financial ratios. A test based on chi-squared distribution was used for that
purpose. Differences may be an indicator of a need to construct other models for predicting

bankruptcy of joint-stock companies for particular industries.
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4 The study of predictive ability of industry models
For constructing industry classifiers and assessing their predictability, the following
assumptions were formulated:

a) models are constructed separately for 60 companies for each analyzed industry,

b) models are constructed basing on linear discriminant function and financial indicators
presented in table 1,

c) before the learning process, variables strongly correlated with others (correlation
coefficient higher than 0.90) are removed,

d) prediction error is assessed with the use of the bootstrapping method, the number of
bootstrap samples B=50,

e) method of choosing model variables — the choice of 5 variables with the highest
absolute value of the t-statistic for the test comparing an average value of financial
ratios in the studied populations.

The true prediction error of industry-based classifiers was assessed with the use of the

above assumptions. The results are presented in table 2.

Construction Manufacturing Trade

The number of firms classified 1064 1064 1064
The number of firms correctly classified 821 950 749
non-bankrupt 395 503 394
bankrupt 426 447 355
The number of firms incorrectly classified 243 114 315
non-bankrupt 137 29 138
bankrupt 106 85 177
Prediction error 21.86% 10.45% 27.67 %

Table 2. Evaluation of classification effectiveness of industry models.

According to the analysis of data included in the table, a classifier constructed for the
manufacturing industry has