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Evaluation of empirical attributes for credit risk forecasting
from numerical data
Abstract

In this research, the authors proposedew method to evaluate borrowers’ credit risk and quality of financial state-
ments information provided. Theyauigualitative and quantitative criteto measure the quality and the reliability of

its credit customers. Under this statement, the authors evaluate 35 features that are empirically utilized for forecasting
the borrowers’ credit behavior of a Greek Bank. These features are initially selected according to universally accepted
criteria. A set of historical data was collected and annskte data analysis is performed by using non parametric
models. Our analysis revealedthuilding simplified model by using onligree out of the thirty five initially selected
features one can achieve the same or slightly better &iregaaccuracy when compared to the one achieved by the
model uses all the initial features. Also, experimentalhjfied claim that universally accegd criteria can’t be global-

ly used to achieve optimal results is discussed.

Keywords: credit risk, computational intelligence, management commentary, quantitative and qualitetiee Elénage-
ment Commentary Index.
JEL Classification: E5, C63, M41.

Introduction any case, increasingly grown-up population use

credit products, for example, mortgages, car and

Banking activity is displayed to miscellaneous has use advance, credit card, andoso from banks
zards. Understanding and evaluating these hazaggs ji .. mone’y economié foundations. In this

Is urgent for_bank admini;tration, and ao_lditionally anner, a viable credit hazard examination model
for the security of the entire economy (S'eCZka.arﬁas been a vital variable for portraying altogether
Holyst 2009). Banks have a tendency to loan fir e genuine credit dangers of the chosen bank’s
with high credit quality and not to loan low Creditadvances portfolio

quality firms. So the most imperative figure decid- '
ing loaning practices is credit risk (Daniels and R&=or the most part, the techniques for client credit
mirez 2008), (Huang et al. 2007). risk examination can be essentially seen as two

- - hases. In the first place, when candidates apply
As indicated by Duff and Einig (2009), researc or credit, the banks must settle on a choice re-
taking into account credit risk has been a stando érdless ,of whether to allow the credit and the
amongst the_ most dynamic zones of late econo ount to give. The conventional technique for
research, with noteworthy endeavors conveyed %ttling on such choices depends on the expe-
break down the significance, role, and impact q

: : 2 S Tience of past loaning choice. Be that as it may,
credit ratings. Credit risk examination has pulled iNith the expansion of the quantity of candidates

[)nuch conflf[jheratlon f;om budgeltatryd foundatlongnd the extraordinary rivalry in the credit business,
ecause of Ihe current money related emergencifia, customary strategy can’'t meet the requests of

aqd adm|n|strat_|ve worries c_)f Basel Il (Basel Comp ot monetary and productivity viewpoints for eco-
mittee on Banking Supervision, 2006). Moreover, omic organizations

business competition for acquiring more marke
share and benefit turn out to be increasingly forceflhese days, credit scoring is a broadly utilized me-
as of late, a few establishments go out on a limb thod that helps the banks to settle on such credit
accomplish upper hand in the market. Subsequentfyranting choices. Its fundamental thought is to as-
numerous economic establishments experienced sess the likelihood that how likely the candidate will

important misfortune of consistent increment oflefault, as per the characters recorded in the appli-
defaults and terrible credits from their partners. lpation frame with a quantitative model in light of

data of the past candidates and they acknowledge
and dismiss a choice that is made by contrasting the

© Augustinos Dimitras, Stelios Papadakis, Alexandros Garefalakis, 2017, €valuated default likelihood and a legitimate edge.
Augustinos Dimitras, Associate Professor, School of Social SciencF,

Hellenic Open University, Patra, Greece. n the second stage, the moneylenders need to settle
Stelios Papadakis, Professor, Department of Business Administratiqpn the choices, how to manage the current clients.

T.E.l. of Crete, Lakonia, Aghiasikolaos, Crete, Greece. . . .
Alexandros Garefalakis, Adjunct Lecturer, Department of Accountiné‘t which pomt and how to increment and decrease

and Finance, T.E.|. of Crete, Heraklion, Greece. the clients’credit?

This is an Open Access article, distributed under the terms @it On the off chance that the client begins to fall be-

tive Commons Attribution 4.0 Internationdicense, which permits hind in his reimbursements (i e past due obliga-
unrestricted re-use, distribution, and reproduction in any medium o

provided the original work is properly cited. tions), when and what moves ought to be made?
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How the client ought to be treated with respect th Lending decisions and financial status
hold obligation’s practicality? Procedures thaanalysis of firms
assist these choices are called behavior scoring. 1 1 Key steps of lending decision procedure.

The standard of this approach is precisely thBorrowers, on a basic model of rating, are divided
same as credit scoring, yet utilizing more datato two general categories: I) the consistent and
which portrays the client’'s execution amid somd) the borrowers with overdue and problems in
past perception periods. These days, the most vitapaying their loan obligations. The adoption of
data to portray the client’'s performance are gottethis approach, which is consistent with the principles
from the account of corporate yearly report. of Basel Il, the standardized approach and the internal

The paper is composed as follows. In Section 2, thafings approach for the measurement of credit risk,
structure of key strides in a Bank's credit basiflaces emphasis on the calculation of the expected
leadership process is portrayed and additionalgrobability of default (PD) for each of the categories of
the best loaning practices to highlight dangereans, taking into account customers’ historical default
embraced in an advance’s assessment stage.d#ia (Pasiouras et al., 200Bhe main point, however,
addition, regions of business investigation are s&ir each bank is to find out the right lending decision
out, to discover clients’ economic position andn the evaluation of credit provided to legal persons.
their “specific” operational qualities. In Section 3,The loan evaluation process is a common process,
the date sample is depicted, with the factors utitegardless of the bank organization. However, nowa-
ized and their particular characteristics. In Sectioglays, due to the economic crisis, further clarifications
4, the determination of noteworthy sources of infgf individual characteristics are set in identifying those
is set, and in addition the usage of different chQgements that require further evaluation.

sen characteristics approaches made, i.e. Pear-

son’s r, Spearman’g, Kendall's t, and PCA Table 1describes some basic steps of the lending
(Song et al., 2010) and multivariate traits assesg@ecision procedure, taking into account best practices
ment. Additionally, discourse and elucidation ofn the banking industry worldwide. Each bank initially
the outcomes are displayed. At long last, in Sececeives (Step 1) customer’s loan application describ-
tion 5, conclusions are introduced and also adding the purpose of lending and its characteristics,
tional research. namely the repayment rate, collaterals provided, etc.

Table 1. Key steps in a bank’s loan decision

Steps-procedures

Description

Potential risks

Step 1
Select the appropriate loan
product

Choosing an appropriate loan product that
meets customer requirements

1. Incorrect loan product that does not cover the actual customer needs.
2. Wrong product pricing and increased probability of default

Positive lending decision (+)

ers, based on the evaluation of its overall
financial status

Step 2 The bank carries out an initial assessment of Failure to take the real customer’s financial status. It results in overestima-
Customer’s rating the of the borrower’s creditworthiness. tion or underestimation of the customer’s economic capacity
Step 3A The bank decides to provide credit to custom- 1. Possible failure to take adequate guarantees

2. The bank incorrectly determines the individual loan’s characteristics,
such as the interest rate, the repayment period, etc.

Positive lending decision (+)
collaterals’ strengthening

second stage, with a requirement for collaterals’

strengthening

Step 3B The bank re-evaluates the second stage due to | Underestimation of the borrower’s real financial status

Negative lending decision (-) low credit borrower’s quality, inappropriate or

Reassessment little collaterals, etc.

Step 4A Conduct borrower’s reassessment in the Select loan volume, taking into account the personal and collateral guaran-

tees and not the primary ability to repay the loan

Step 4B
Negative judgment

Reject loan’s request

Rejection of a good loan’s request, which would have been paid without
problems. Loss of bank’s profits and adverse consequences for the bor-
rower himself

Table 1 highlights the risks undertaken by the barfidd comprehensive information for a customer's
in the evaluation stage, since the repayment of tGEedit, minimizing credit risk.

credit is purely a quantitative-financial, as well as, &.2. Customers’ financial status analysis.The
qualitative customer’s analysis issue (eg.: solvencgreparation of information for the decision of credit
borrower's market position, other loans’ qualityundertaking is probably the most expensive part of
characteristics, etc.) The final credit decision mud@e process of the credit.

be varied in acceptable limits carefully defined peraple 2 shows the results of assessing the custom-
bank for each category of loan product. The der's creditworthiness that determines the level of
scribed framework decision on a bank loan, whicthe credit risk undertaken by the bank. The main
takes into account the best global practice, is for thesue for the credit decm is to determine the
bank to adopt a flexible strategy that provides adequatéent’s financial position.
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The use of the standard assessment model, depickedThe Exposure at Default (EAQ),) is defined

in Table 2, has common features with the systems as the gross exposure upon default of an obligor.
operating in banks nowadays. For example, to de- Probability of default (PD)(xs) describing the
termine the position of a firm, there is a need for Jikelihood of a default over a particular time ho-
using various characteristics (factors), which show rizon. It is the likelihood that a borrower will be
its financial position and its “particular” operation-  unable to meet its debt obligations.

al characteristics. These factors are grouped inga Expected Loss (ELjx,) is the average credit
practical way in nine areas of the baseline analysis |oss that a bank would expect from an exposure
(Table 2), i.e. four quantitative and five qualitative or a portfo”o over a given period of timEx-
characteristics. pected Loss (ELjs estimated as the product of
Exposure at Default (EAD)Probability of de-

Table 2. Areas of business analysis _
fault (PD)andLoss Given Default (LGDHere-

(in case of business loans)

2

Financial liquidity

Management Commentary
Index (Ma.Co.l)

3

Business activity

Reliability of businessmen

Level of sort and long term

Number Quantitative factors . Qualii[altive? factors in we take a regulatory estimate for LGD equals
1| Profitabiity Firm's position in the market to 45% under the Basel Committee (2006) re-

quirements.

Variables %-x,4 are financial accounts and quan-
titative indicators taken out from the borrowers’
financial statements.

4 Nature of business

debt

More specifically:

o ] ] %, Fixed Assets (FA).
The quantitative factors use only financial data for

calculating relevant financial indicators of profita-X; Equity Capital (EQU).
bility, liquidity, activity and customer’s bank lend-

ing. On the other hand, qualitative factor analysis i% Bank Loans (BLs).
called assessment of objective factors. These quali-
ties do not show causal relationships; these facto)r% Total Sales (TS).

are measured only in a subjective manner, basgg Cash Deposits (CD).

on solid criteria. The most important qualitative

factor is the Management Commentary Index, Gross Profit Margin (GPM).
(Ma.Co.l) which measures the disclosure quality of

narrative portion of annual reports of firms (GarefaX, Net Profit Margin (NPM).
lakis et al., 2016).

2. Data and mathematical formulation

Historical customer’s credit

5 data

X, Return on Total Assets (ROA).

A Greek Bank provides loans as products to borts Returnon Equity (ROE).

rowers. The bank keeps historical records of th
behavior of past borrowers (Kosmidou et al., 2007)*
Each record corresponds to a specific borrower ar;% Sales to Equity Ratio (SER).
includes a number of measured attributes of him an

the payoff status of the loan he received. Thesg
attributes, namely candidate attributes or candidate
inputs, are in advanced decided by an expert in the Debt-to-Equity Ratio (DER).
field of application. This decision is based either on

expert's experience and/or his intuition and involves Liquidity Ratio (LR).

the factors affecting the output of the system accord- o _
ing to his intuition/experience. X Acid Liquidity Ratio (ALR).

Asset Turnover Ratio (ATR).

Fixed-Asset Turnover Ratio (FATR).

2.1. Sample and core characteristicsWe use Xx,, Inventory Turnover (IT).
unique quantitative and qualitative data from 150 _ _ _
firms of a Greek banking institution in retail andX, Working Capital Turnover Ratio (WCTR).

corporate banking. The data used include, in _ _
particular: X,, Debt-to-Equity Ratio (DER).

¢ The Credit Risk Rate (CRR}) that takes val- X, Debt Ratio (DR).
ues O for low, 1 for acceptable, 2 for acceptable _ _
with caution, and 3 for high credit risk. X,, Debtto Capital Ratio (DCR).
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¢ Ma.Co.l Narrative Quality(x,s), a binary varia- The sample consists of 150 borrowers, solely firms
ble that takes the value 1 if the quality of narrahat keep “C” category accounting books (in the
tive part of corporate annual reports is more thdareek National Accounting System) and catego-
50% and “0” if the quality of narrative part of cor-rized based on Basel Il criteria, as exposures to re-
porate annual reports is less than 50% (Garefalakdsl or corporate banking; in that case, such loans are
et al., 2016). covered by mortgages on commercial or residential

¢ Customer's Characterizatior(x,s), a variable property and cash collaterals. The CRR is the result of
that takes discrete values 1 for very credible, ¢alculating the degree of credit risk using a commer-
for credible, 3 for satisfactory, 4 for adequategial software and takes values between 0.07 (AA +)
and 5 for inadequate customérsCustomer's and 1 (CCC) of Standard & Poor’s rating scale.
Characterizatiorfx26), a variable that takes dis- These values correspond to the respective levels of
crete values of: credit risk assessment classification ranging from

. . “Minimum” to “High” credit risk, respectively.

1. for absolute credible borrowers, with N0 oveRagarding the usgd financial ratios aﬁd varigbles

due ever listed in their records, taken into account the average values as derived

2. for credible borrowers, with no over dueé evef,., fims' nublished financial statements for the

listed in their records, but with no prior COOPerag, o consecutive years 2009-2011
tion with the bank, '

3. for satisfactory, with minor overdue in pay-Regarding the qualitative customer data, exported
ments listed in their records, less than 30 days,from the total “financial” status of the borrower.
4. for adequate, with overdue debt over 30 until 8¢/e enter the value 1 for the category “Satisfactory

days in payments listed in their records, quality data” when all firms’ qualitative data are
5. for inadequate borrowers, with overdue listegositively evaluated (e.g., quality of cooperation,
for at least 91 days and more. professionalism, successors continuity, market posi-

tion, etc.) and account for more than 60 % of the

¢ The weighted average of annual interest ratgs| information taken and we put the value 0

(x7) is the average bank’s interest rate spregghere customer's quality data range is less than 60
for the last 3 year period of lending bank insidg, ot the total information.

information. _ _
¢ Collaterals (xs) taken for loans’ guarantees inAlSO, regarding the due borrowers, we take into
euros. account debts during the last year (2011) of the

¢ The Loan to Value Ratio (LT\() is used by study in relation to the reference period (01/01/2009
banks to express the ratio of a loan to the valyé2/31/2011). We enter a value of 1 for non-
of an asset purchased. existence of a customer’'s overdue debt, as well as

¢ Obligor type(xso) that takes the value of 0 forOther information taken from the_\ Tiresi'as §ystem,
retail, and 1 for corporate borrower. the main Greek Default_ Financial Obligations &

¢ Collateral type(xs;) that takes the values of 1 Mortgages and Prenotations to Mortgages System
for urban property, 2 for commercial property, 3that'contalns data concerning bounced checks', unpa-
for other types of property, and 4 for none. 1d bills of exchange, mortgages and presentations to

+  Loans' Maiuriy () that takes the values of 00127830°S- 1 BOWIe8) £ BT D WHSEe BoTons
for short-term, 1 for mixed term and 2 for lon 9 y

term debt. gdata in Tiresias system.

¢ Firms’ Exporting Activity (xs3) that takes the Finally, with respect to the variable associated
value 0 for domestic activity and 1 for domestiovith the ‘maturity’ in firms’ loans, we take into
and exported activity. account the repayment period and a customers’
¢ Firms’ Sectors(xss) that take the values 1 for separation in those with short-term, mixed-term
agricultural, 2 for constructions, 3 for hotels anénd long-term lending. Thus, loans with annual
tourism, 4 for manufacture, 5 for other indusfecycling capital and interest (e.g., credit limits
tries, 6 for retail commerce, 7 for services, and @sing overdrafts) are accounted for as short-term
for Wholesale. lending, and we enter the value 0. Where borrow-
¢ Firm’s Legal Form(xss) that takes the values 1€ers receive long-term funding (usually more than
for sole proprietorship, 2 for cooperative, 3 fofwo years), we enter the value 2 and in interme-
municipal public companies, 4 for private li-diate cases, where borrowers have and short- and
mited company, 5 for limited partnership, 6 fotong-term debt, we enter the value 1. Long-term
limited liability, and 7 for unlimited companies. loans are considered as the highest ones in terms of
credit risk by the bank due to the time horizon of
repayment that may be changed significantly during
! Bank inside information. the years to come.
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The usefulness of economic fundamentals and #epts an input daturx and produces an output

nancial indicators of a company as explanatory va- . _r.
riables for the assessment of credit risk has be\e/:‘?lllueyl {4}

shown in various studies, including Benos and Pgne aim of the modeling & =/ <{#1} Vi. In that

panastasopoulos (2007), Doumpos and Zopouni(}iess ect the model reliably identifies the input-output
(2001), Ferngndes (2005) among others_. The Cho'rce al?[ion of the given da%/aset. As a resullat, we Ean
of these variables was based on this literature and o the assumption that the model can be used to
the validity of those financial indicators. The me- redict the label (output value) of a nawaseen
thodological framework for the variables draw%l)atum (input vector) correctl

evidence from both the hybrid creditworthiness P y
model of Benos and Papanastasopoulos (2007) ahdAttribute evaluation

from key characteristics of Risk Calc and KMV, . .
EDF Risk Calc (v.3,1) software. 3.1. Data pre-processing. A meaningful pre-

processing step is the normalization of the given
2.2. Mathematical formulation. The bank aims to dataset. The normalization ensures that the contribu-
predict the payoff status of a future borrower, praion of each input to the computation of metrics is
vided that his attributes are given. This problem carrespective of its actual range; it might be useful
be formulated as a classification problem. Each pastth in the data analysis and the modeling perfor-
borrower is annstanceconsisting of an input vector mance (Sola and Sevilla, 1997). In general, data
of his attributes and a labgh}, which denotes that normalization is an affine transformation (a linear
combination plus a constant term) of each attribute

the borrower was trustworth{#1) or not (-1). A
é/ﬁlue x; from its actual rangéx;, x;] into [0, 1].

function that assigns a label to an input vector c

b_e construpted from the_ given data}base by Compu}ﬁfhe domain of normalization is the range [0, 1], then,
tional intelligence techniques (Pasiouras and Tann[

2010). From that point of view, the prediction of theiaﬂa transformation can be computed by Eq. (1)

behavior of a new customer can be formulated as a  x ; - X
typical classification problem according to the fol-Xij =~ — - €[0,1]. @)

lowing mathematical formulation. S

Let XcR" be the set of ordered vec-ln_ order to simplify tht_a' mathemialtlcal notation, we
will use the symbol ; instead ofk ; to denote the

torsx =[X; 1, X;2,....%m 1i=1,2,...,n. Each vector cor- i . )
o . . normalized value of the respective attribute for the
responds to a particular borrower, encoding hl’?est of the paper

measured attributes as real numbers Ihorrowers o _ _
are available andh attributes per borrower are rec-After normalizing the data, the evaluation of candi-
orded, then, the dimensions of each vector equal date attributes, which will be used as inputs to the

o model, follows. Since the initial set of attributes
and the cardinality ok equals. Let L={1} the (i.e., candidate inputs) is intuitively/empirically

set of labels that encodes the behavior of the Cugsiected by a human expert, the possibility of wrong
tomers. We assume that a labeldenotes a trust- decisions always exists. A human expert may select
worthy borrower, which, in turn, means that theénputs, which are either redundant or mutually de-
borrower fully repaid the entire amount, timelypendent on one another.

Controversially, a labe(-1) denotes that the s, . .

_ _ _ _ _ .2. Feature evaluation approachesThe input
spective borrower was inconsistent in repaying thgection task involves the selection of those of the
loan. The modeling process aims to build a fungandidate inputs, which significantly affect the out-
tion f: X —» L, which assigns a label{1} t0 @ put of the system. The selectionsignificant inputs
given input datumxe X. In matrix notation, a two is based on the collected observational data and it is
dimensionalnx m matrix X stores the attribute usually carried out by statistical processing (filter

o _ . based input selection) or by non-parametric models
values of historic cus_tomers, while a1 matn_x employed asvrappers Moreover, third category of
L stores the respectlv_e Iabels._ The whole hlstor;ﬁput selection approaches is tlenbedded ap-
data set can be stored in a maix[X |L] cOnsist- proaches where the identification of significant
ing of the attributes matrixk augmented by . inputs follows from the model's construction
Each row ofD corresponds to a specific borrowemprocess. It is empirically recognized (Hall and
encoding both his attributes and his behavior. I8mith, 1998; Kohavi and John, 1997) that the wrap-
terms of computational intelligence, a model consper based methods provide more exact solutions
dered asblack-boxcan be used to implement thethan the filter based ones. However, wrapper based
function f asits transfer function The model ac- methods are model dependent and their results de-
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pend on the particular model, applied aswhrap- troduced in Agostino (1971), Bowman and Shenton
per. If a specific feature doesn't significantly affect§1975) to test the null hypothesisty ={ The sample

the performance of the selected wrapper, then, thismes from a normal distributidnThe p - value,
feature is considered as meaningless and is eI|m|-hich expresses a two-sided chi squared probabilit
nated. However, this assumption implies that t P q P y

wrapper adequately identifies the dataset, which | r_the hypothesis test, is computed for each
not always true. Another drawback of wrapper mé tribute (random varlable).' The value was less
thods is the lack of interpretation of why a particulahan  0.05 for all attributes except from
feature is rejected or not. This drawback is mor&s, X7 X3 X3 for which the p - value was 0.96,
intense if the input output relation is non-linear for 8.96, 0.78, 0.07 respectively. The null hypothesis
particular input. Filter based methods are considereghs rejected for most of the attributes and hence,
as less accurate, but they have the advantage of gPearson's approach should not be directly used to
viding model independent and easily interpretativgecide the significance of attributes.

results. This aspect is important in financial applica; , . -
tions, where the results of any processing should F3'2' S_pearman s rank c_orrelat|_or) cqefﬂmenm
alternative non-parametric statistic is the Spear-

explanatory. i -

P y man’s p rank-ordered correlation statistic (Corder

, ) T _ _ and Foreman, 2009), which measures the monotonic
son’s correlation coefficientsA widely used filter

. . , relationship between two random variables. Al-
based method is the calculation of Pearson’s Coef{ﬁough the existence of a monotonic relation be-
cients. A Pearson’s coefficient captures the line ’

X . een the random variables is an underlined as-
correlation between two random variables. Althoug mption of Spearman’s approach, however, this

. : Qpproach is less strict than Pearson’s correlation
of the linear correlation between two random va-" .. .
. . . c8eff|C|ents.

riables, it releases the advantage of straightforwar

and easily interpretative results, even for peopMYhen no duplicate values exist between the random
who are not experts in the particular domain of aprariablex; and the labelg, then, Spearman’s can

plication. We compute the Pearson’s coefficignt be computed by the following equation:
for each attribute; by Eq. (1):

3.3. Filter based attribute evaluation.3.3.1. Pear-

6> [R(%)- R()P?

N
(% - 54 -1) j=—= : 2
206 p " @

Z(Xi - ﬂz'(k -I_)Z wheren is the number of instances; denotes the

=t o j™ attribute; R.(%) denotes the rank of attribute

_ . _ value x, when sorted in ascending order; and
where f; is the mean value of thg" feature (i.e., % g

R (4) denotes the rank of; when sorted in as-

the j!" column ofD); I e{+1lis the label of in- : _ ,

: ) _ )i e ; cending order after the sorting xf. If duplicate
stance; and ¢ is the mean value of labels (i.e. the ,
last column ofp) A value of r; around=1 denotes values exist, then, the Eqg. (1) should be used on the

} ) ranked values ok ;,/; , instead of Eqg. (2) for com-
a strong linear interdependence between the '

attribute x; and the output. Controversially, a valuduting p; (Corder and Foreman, 2009).

around zero denotes linear independence. The sigRe next issue is to decide a threshold of signific-
of r; denotes whether the linear relation is ascengnce, below which an attribute is rejected as mea-
ing or descending, respectively. Since ningless and above which the attribute is selected as

, . . significant. We follow two approaches to decide on
we are only interested in the magnitude of the dgyg gignificance of an attribute. The first approach

pendence, the sign in Eq. (1) can be omitted by tagores the assumptions of Pearson’s and Spear-
ing the absolute valugr; | of r;. The set of the 505 approaches and is based on the well-known
candidate attributes includes thirty five attributestudent’s statistical test to check the null hypothesis:

(Table 3), intuitively selected by banking experts. H, ={The probed random variables are by chance
Pearson’s approach requires that the data are nepirelated. We check for two levels of signific-
mally distributed, besides, the assumption of a#nce: fora=0.05and fora =0.01. Each attribute is
existing linear relation between the random veevaluated according to ifs-value, which roughly
riables being probed. We use the normality test imdicates the probability that an uncorrelated system

14
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produces data sets, which have a correlation at least Dataset

as extreme as the one computed from the given data (100%)

sets. The attributes with< a are selected as impor- |

tant ones because the null hypothesis is rejected f*T — tt(T i
. . HA earning >e esting >e S

with high probability for them. Next, the selected oo ofogtaSet 1O%ngData5et

attributes are ranked in descending order according —
to their | o | value.

\4 \
In the second approach, we use the above mg TrainingSet(Trn) | | Validation Set (Val)
tioned statistical methods only as a ranking tog20%of tearning Set | | 10% of Learning Set
because of their implied assumptions. The second
approach exploitthe ranking which the statistical tests ) ) .
provide, but employs a non-parametric, non-linedrhe attributes are sorted in descending order accord-
model to evaluate the significant attributes. Tenfolthd to their correlation to the output and then they
cross-validation of the model is performed as followgtre progressively inserted to a support vector ma-
the initial data set is divided into a learning set, inclug¢hine model as inputs. A tenfold cross validation is
ing the 90 percent of initial data, and a testing set, iperformed on the learning set for each new attribute
cluding the rest 10%. Next, the learning set is subdind the average success classification rate on the
vided into the training set, including the 90 percent oflidation set is monitored. The subset of attributes,
the learning set and the validation set including the reghich provides the maximum average success clas-

Fig. 1. Tenfold cross-validation

10% of the learning set (Figure 1). sification rate on the ten validation sets is selected.
Table 3. The selected attributes presented in descending order according to their |r| value
| Selected attributes | Average Tenfold Tst Success Rate
Pearson’s r
0.05 X26’ X33, X25, X23 X5 67.33%
0.01 Xogs Xa3 70.00%
Cross-validation X, X33, Xo5 71.33%
Spearman’s p
0.05 X26’ X33, X25, X23 X22 X3 65.33%
Cross-validation X6 X331 Xo5 71.33%
Kendall’s 1
0.05 X26’ X33, X25, X23 X22 X3 65.33%
0.01 Xogs X33 70.00%
Cross-validation X6, X33, Xog 71.33%
PCA (Song et al., 2010)
A=0.72 %05, %32, %96, %10, 15, Y44, X35, Xo7, X8, X7 X6, %42 68.00%
Cross-validation X25 s )(32 s X26 s )(10 s )(15 s )(14 s X35Y )(27 70.00%

Notes: the selected attributes presented in descending order according to their |r| value when using Pearson’s coefficients; Sp
man's | correlation coefficients; and Kendall'g. |In every case a student’s t-test was performed to check the null hypothesis for
significance levels p = 0.05 and p = 0.01. Additionally, a selection based on tenfold cross validation on the learningeset was
formed. The average tenfold success classification rate on the testing set is given in the last column of every casé¢hétithele

cross validation based selection delivered more representative attributes.

Finally, a tenfold cross-validation is performed orthe testing setTs) were neither used in the con-
the initial data set and the average success classsfiruction of the svm (Smola and Scholkopf, 1998;
cation rate on the testing set is used as the final cvlapnik, 1992; Vapnik, 2000) model nor in the sta-
terion for the selection. We highlight that the data dfstical tests, applied.
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3.4. Multivariate attribute evaluation. Besides the which means that the total variance the selected
specific assumptions that filter based approacheariables express is up #-100% of the total va-

require, these approaches have the additidreed- riance the original variables explain. Selecting the
back that the attributes are evaluated one by one.dtmost important, eigenvalues which satisfy Eq. (3)

includes the risk of sub-optimal solutions, becausges not provides direct information on which of the
one attribute itself may be characterized as noriginal values are important. In order to identify the

important when evaluated alone, but it might bgy most important original variables, we examine

important when evaluated with another one JOIntIy[he absolute values of the coefficients of the respec-

On the contrary, an attribute may be important wh ; .
evaluated alone, while the same attribute might E@e g eigenvectors as in Song et al. (2010). For

not important when evaluated with another oné=0.95, we gotq=17. Actually, PCA computes
jointly. To this end, multivariate analysis of va-new features by rotating the original axis, thus,
riance (Grimm and Yarnold, 1995; (Stevens, 2012)ansforming the original space to a new orthogonal
was widely used for processing more than one vafeature space linearly. If the g most important
able simultaneously. eigenvectors are stored into am gmatrixV , the

Principal Components Analysis (PCA) (Diamantatransformation of the originalx m input spacex

ras and Kung, 1996; Kung and Diamantaras, 199iy) calculated byZ = X-V, which is annx gmatrix.

is a variable-reduction technique that shares may, ., original datum stored in ro¥ in the original

similarities to exploratory factor analysis di ional i i | d
(Thompson, 2004). Its aim is to reduce a larger s~ dimensional space is linearly mapped to row

of variables-attributes into a smaller set of “artifi-Xi in the new g- dimensional feature space,
cial variables”, called “principal components”,whereq<m. We performed tenfold cross-validation

which account for most of the variance in th%y using a svm model of. The model hady in-
original variables. PCA is mainly used in an ex:

o _ : guts, while the label of each datum was preserved.
ploratory way. If one is interested in reducing th
observed variables down to their principal compolhe average success classification rate on the ro-
nents while maximizing the variance accounted fdpted testing data was 70,66 §or17, which was
in the variables by the components, then he shoulie same as the one achieved when included all the
be using PCA. m variables. We conclude that although in our prob-

. : .. _lem linear PCA (and subsequently factor analysis)
Factor analysis (Thompson, 2004) is a multivaria erformed significant dimensionality reduction

method based on Principal Components Analysjs Lo - :
: . ; =50%), however, it failed to identify the best
(PCA). PCA projects the original input space 10 g, 1as 1t failed both quantitatively, in terms of

new space of orthogonal variables which aploro)éiverage success classification rate, and qualitatively

imately conveys the same information as the oMY terms of which of the original variables were
nal one. Factor analysis extracts a subset of spec@g

variables (usually fewer) from the original set. The actly the most important ones.

eigenvalues of the covariance matrix of the origina.5. Discussion and interpretation of the results.
data are computed at first. Next, the eigenvalues arbe average tenfold cross-validation success classi-
sorted in descending order and are normalized suig¢ation rate and the respective attribute éo#0.05

that their convex sum equals one (100% of totaind «=0.01 are summarized in Table 3. The selec-
variance). The normalized eigenvalues are namédn based on the statistical test is computationally
latent variables. Consider m eigenvalues more efficient and more intuitive. However, it is
X4y s 12, sorted in descending orders (> 4, based on as_sqmptions that we don’t know whether
o o . . they are satisfied or not. Moreover, thealue af-
vi> ). The criterion for selecting th@ most im- ¢+ the final outcome and it is an extra parameter
portant variables is that the cumulative sum of thﬁ’eing decided. Cross-validation is more computa-
selected eigenvalues is up to a predefined thrgonally expensive but provides more accurate re-
sholda [0,1]. That is, select the firsy eigenvalues gyits since it is independent from the assumptions of
such that: the statistical tests.

q It is obvious that results are very promising re-
Zﬂi garding credit analysis perspectives and key va-
riables’ selection that remain important for a cre-

=1 <

m =N (3) dit officer’s thorough decision whether one can
Z 4 proceed to customer’s lending or not. First of all,
j=1 we see thaPearson’s ris surprisingly good, near-
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ly optimal results when compared to crossOn the other hand, one of the main criticisms to be
validation, despite the fact that most of thenade of the up-to-date credit risk management prac-
attributes, considered as random variables, do naes is that these techniques include very limited
follow the normal distribution. use of specific kind of information taken by an

In the optimum set of results, three out of thirty fivé)Veralll borrowgrs_ as_sessmer)t that takes into ac-
ount the qualitative information about the coun-

attributes are selected in cross-validation optio roarties. The undervaluation of the qualitative
with average Tenfold Tst Success Rate at 71.38P ' q

percent. This is a very constructive result, where OH%formatlon s Importance In the existing credit

can get. Only three out of thirty five attributes aré'Sk models_, bas_ed Iargely on quantitative inputs,
such as financial ratios and relative analysis

enough for taking out the most influential informa- ade. will undoubtedlv have to be reconsidered in
tion needed for banking authorities in order to takt e néar future QuaI)i/tative criteria are essential
proper lending decisions. DA .

for the credit quality assessment. From this pers-
Another core conclusion is that alpha parameter @ective, the most notable contribution of this
statistical methods is difficult to be decided; genestudy is the inclusion of qualitative information to
ally, a value at 0.05 provides more attributes outredit risk modeling.
comes than required in any selected attribute of tt}%
research, whila at 0.01 delivers less attributes than

actually required. This issue is solved by the use 8} financial and non-financial factors contributing in

cross validation estimator performance. Furtheft oSt any credit deC|S|_on. A micro-analysis IS
@ade taking under consideration a loan portfolio

tive and robust than the simplest of the true eige}[\v-'th reference_ to C_;reek firms. In this part of the
iesearch, we identify core elements, both quantita-

is paper investigates the determinants of a variety

vector-based multivariate analyses (PCA). More Selv and qualitatively. that play maior part in tak-
ver, all statistical methods detect significant attribute 3 y d Iq ding d Y, | P t¥1 g E institU-
as it was verified by cross validation; also all metho sg good lending decisions within: banking institu
failed to detect the optimal attribute set. Generally t ens: Using several computational mtelhgenc'e tech-
PCA method provides more attributes (nine attribut ques in a data set from a Greek bank, we find very
for PCA(Song et al., 2010)) options for cross valida- p_rough resul_ts.for. the bark, management towards
tion analysis) and fewer representatives. mitigating credit risk in loans portfolios.

More specifically, it is revealed that building a sim-

The average tenfold success rate for all attributeﬁﬁeol model by using aporooriate information out
lies at 68.66 percent. Optimal subset of attribute y g approp

delivered the most accurate results in terms of genc()‘:f__several criteria, we find that only 3 out of the 35

azaton are Pearson's rand Spearman'y op- 1101 SeECIed Gatres one can echiove e
tions for the ¥ X33 and %s attributes. It is in any 9 9 9 '

terms visible that qualitative attributes are those thgf" produce the same or slightly better forecastlng
express best sample’s credit quality and provio%ccura?y when compared to the forecasting accura-
maximum success rate in any case. This is ve ach|eve<_1| b_y a model, Wh.'Ch. uses all the 35 feg-
close to what Greek banking market experts’ su -res (qqalltatlve_ and quantitative ones)._ fhesmain
port that except from borrowers’ core financial posi(—:.ontr'b.mIon of this study to t’he literature is the con-

tions, factors such as quality of cooperation, as wﬁ'lderatIon of only1 two firms .q“f’!"ta“"e attributes
as good credit history records with the bank af%e., 1. Customer’s Characterization andvia.Co.l

essential for credit quality’s assessment. Also, bo\r/—é’}gaitrgve equiIrl;[i)Q’ a:ct\i,ll/(iat” 'atshggzsth?:glt}s/ema?ai;a d
rowers (firms) with exporting activity, apparently, ping €xp 9 Y b

tend to acquire higher credibility rates than thosggzzia dfc?giotgstﬁgr?r? ;'ngn'Z'acggtl¥hzongg’:'v?of/?ée
with solely domestic activity. Y ; y P

adequate information for credit officers to mitigate
Conclusion bank’s credit risk.

Traditional practices rely too much on credit qualitf-rom the experimental results, we observe that
indicators such as delinquency, nonaccrual, and rigkany of the intuitively selected attributes are redun-
rating trends. Banks have found that these indicatatant, while the generalization performance of many
do not always provide sufficient information for aclassifiers by using the selected attributes is rather
borrower’s credit quality. Both collateral and capitapoor. This observation leads us also to conclude that
can act as a form of credit risk mitigation, especiallghe initially selected attributes can be further

in credit forms for both retail and corporate borrowenriched so that the decision on the behavior of a
ers. The exchange of collateral is a key risk mitigdeature borrower should be also based upon other
tion technique that provides core elements in credipresentative attributes, as well that take into ac-
lines given in almost any bank. count more custom made and focused customers’

17
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characteristics, corresponding to focused entrepifer every loan’s portfolio selected. This is another
neurial environment for the selected borrowersnajor conclusion that may be enriched in future re-
Furthermore, a richer set of training instances migBearch towards the understanding of a better and more
lead to more accurate results. conclusive segmentation of banks’ loan portfolios,
In any terms, it is generally acceptable that there is hased on certain and robust banking and market
global credit quality system that fits for all cases neartyriented features.
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