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Abstract

Clark’s (1989) bivariate unobserved components model is applied in order to estimate and analyse the trend 

and cycle of GDP and the unemployment rate as well as to quantify and discuss the relationship known 

as Okun’s law. Empirical analysis is performed for 28 European countries for a time period including the current 

economic crisis – the end period is 2018 Q4 for all economies and the beginning period ranges from 1983 Q1 

to 2000 Q1 according to data availability. Important results indicate that in virtually all European countries: 

(1) the growth of the trend component of GDP decreased systematically after the crisis; (2) the output gap  

improved in the last five years – this finding proved to be quite robust as it was also confirmed by Hodrick-

Prescott estimates of the output gap for different smoothing parameter values; (3) the trend component 

of the unemployment rate turned out to be constant over time, indicating that possible hysteresis effects have 

not played an important role in European labour markets; (4) the output gap and cyclical unemployment rate 

are highly negatively correlated, confirming the strength and validity of Okun’s law across European countries.

Keywords

Unobserved components, Clark’s bivariate model, Okun’s law, Kalman filter, HP filter

JEL code

C32, E24, E32

INTRODUCTION

Economists concern themselves with unobserved features of an economy such as potential (trend) output 

or output gap (cycle) in order to separate long-run and short-run components of economic variables. This 

is usually motivated by the goal of dampening economic fluctuations by keeping output at its potential 

level. Trend-cycle decomposition also enables the assessment of long-term effects of the current economic 

crisis, which is a widely discussed issue in economic literature these days. Ball (2014) found empirical 

evidence supporting the hypothesis of permanent effects of deep recessions on output. Similar findings 

are reported by Barro (2001), Cerra and Saxena (2005, 2008) and Haltmaier (2012). 
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Trend-cycle decomposition is usually performed in empirical literature for aggregated European data, 

such as by Azevedo et al. (2003), Berger and Everaert (2008), Berger (2011), Bernhofer et al. (2014),  

Chen and Mills (2012), Galati et al. (2016), Lemoine et al. (2010), Orlandi and Pichelmann (2000) 

and Proietti (2004). 

It is also common for authors to decompose variables for only one specific economy or a small group 

of countries, e.g. Hájek and Bezděk (2000), Hájková and Hurník (2007), Kloudová (2013), and Beneš 

and N’Diaye (2004) for the Czech economy; Bernardi and Di Ruggiero (2014) for Italy; Boďa et al. (2015),  

and Boďa and Považanová (2019) for Visegrad group countries; Jemec (2012) for Slovenia; Volos 

and Hadjixenophontos (2015) for Cyprus; and Ochotnický (2008), and Zimková and Barochovský (2007) 

for Slovakia.

This paper contributes to existing literature by providing an extensive empirical investigation 

and comparison of 28 European economies taking into account their heterogeneity. The focus is placed 

on: (1) characterizing changes in the trend and cycle of GDP and the unemployment rate during 

the current crisis, which enables the assessment of the long-run and transient influence of the crisis 

on these two variables; (2) estimation and discussion of the relationship between cyclical components 

of GDP and the unemployment rate, known as Okun’s law; (3) making a comparison of these features 

across individual European countries. 

Primarily, the trend-cycle decomposition is performed by applying the unobserved components (UC) 

methodology. However, Hodrick and Prescott’s (1997) (HP) filter with different smoothing parameter 

values is applied as a robustness check as well. 

Such a vast empirical study has only been performed by Ball (2014), Ball et al. (2017), and Brůha 

and Polanský (2015). Nonetheless, these papers are methodologically based on simple methods such 

as the production function approach, HP filter or analysis of correlations. 

There are various methods for decomposing economic variables. A survey of alternative methodologies 

was performed by Dupasquier et al. (1999). This paper applies structural time series modelling as advocated 

by Harvey (1989), which uses the state-space form and Kalman filtering in order to estimate unobserved 

components of time series. Specifically, Clark’s (1989) unobserved components (UC) model is employed 

in order to explicitly model the trend and cycle of GDP and the unemployment rate. Harvey and Jaeger 

(1993) showed that this technique of detrending economic time series is superior to ARIMA modelling 

and to mechanical statistical tools like the HP filter.

The structure of the paper is as follows. The model is formulated in Section 1 and data are described 

in Section 2. Econometric estimation of parameters is discussed in Section 3, and the unobserved trend 

and cycle of GDP and the unemployment rate are presented in Section 4. Subsequently, Section 5 compares 

the calculated output gap with that obtained using the HP filter. The final section summarizes the main 

findings and concludes.

1 MODEL

A minor modification of Clark’s (1989) bivariate UC model as specified by Kim and Nelson (1999) 

is applied in this paper in order to study GDP and unemployment in European countries. This model 

extends the univariate model of GDP decomposition formulated and estimated for the US economy 

by Clark (1987), which is given as follows:

t t ty n x ,  (1)

1 1t t t tn g n v , tv ~ 2. . . 0, vi i d N ,  (2)

1t t tg g w , tw ~ 2. . . 0, wi i d N ,  (3)
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1 1 2 2t t t tx x x e , te ~ 2. . . 0, ei i d N ,  (4)

where ty is the log of real GDP, tn represents the stochastic trend component evolving according 

to a random walk process with drift tg , which is itself the random walk, and tx  is a stationary cyclical 

component (output gap). Second-order autoregression for tx  allows the output gap to exhibit cyclical 

movements. It is also possible to derive AR(2) specification for the gap from a standard model of cyclical 

components based on sine and cosine functions (Orlandi and Pichelmann, 2000).

Clark’s (1987) formulated univariate UC model given by Formulas (1)–(4) was extended by Clark 

(1989) and later also by Kim and Nelson (1999) by including the unemployment rate tU  in the following 

fashion:2

t t tU L C ,   (5)

1t t tL L , t
~ 2. . . 0,i i d N ,  (6)

0 1 1t t t tC x x , t ~ 2. . . 0,i i d N ,  (7)

where tL  is the trend of the unemployment rate, tC  represents the cyclical stationary component 

of the unemployment rate, and t  and t  are white noise processes. Random errors tv , tw , te , t  and 

t  in the formulated model (1)–(7) are all not only assumed serially but also mutually independent.

Formula (7) is interpreted as Okun’s law postulating a negative relation between the output gap and 

the unemployment rate gap. It corresponds to Clark’s (1989) formulation in that it is assumed that only 

the current output gap tx  and the output gap lagged one period 1tx  have an influence on the cyclical 

unemployment rate tC . The same specification was also applied by Berger (2011). Kim and Nelson (1999) 

also included the output gap lagged two periods 2tx  in Okun’s law reflecting that the unemployment rate 

is a lagging indicator of the business cycle. Nonetheless, this specification turned out to be unsuitable for 

many European countries as it caused higher standard errors of many estimated parameters (not only 

relating to Okun’s law).

Firstly, it is worth mentioning that output and unemployment rate are modelled simultaneously, 

not separately. The output decomposition model (1)‒(4) is interconnected with the unemployment rate 

model (5)‒(7) by Okun’s law in the form of Formula (7). Estimation of unobserved cyclical components 

of the output and unemployment rate therefore utilizes this structural relationship between these two 

variables. Secondly, the applied specification of Okun’s law (7) postulates that the output gap influences 

the cyclical unemployment rate so that assumed causality goes from output to unemployment, which is 

a lagging indicator. This is a slight modification of Okun’s (1962) empirical investigation where he never 

postulated this one-way causality. 

2 DATA

Seasonally adjusted quarterly GDP and unemployment rate data for 28 European economies were obtained 

from Eurostat (2018). GDP is measured in chain-linked volumes (reference year 2010, million euro) 

and the name of the series in the Eurostat database is “GDP and main components (output, expenditure 

and income) [namq_10_gdp]”. Unemployment rate includes all ages of unemployed workers and relates 

2 Clark’s (1989) extension slightly differs from that performed by Kim and Nelson (1999). Clark (1989) specifies 

the GDP trend component   as a random walk without a drift term . Kim and Nelson (1999) follow Clark’s (1987) original 

specification (1)‒(4) in their extension to the bivariate model, which is an approach taken in this paper as well.
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the number of unemployed persons to the active population (expressed as a number between 0 and 1, 

not in per cent), and the title of the source data in Eurostat is “Unemployment by sex and age ‒ quarterly  

average [une_rt_q]”. The observable variable ty  is represented by the natural logarithm of the GDP, 

and the variable tU  corresponds directly to the unemployment rate.

The last observation in the data set is 2018 Q4 for all 28 countries. However, the first observation differs 

in individual European economies due to data availability and starting period of the data for countries 

ranges from 1983 Q1 to 2000 Q1. The starting date for each economy is indicated in the following Table 1, 

which contains estimation results (placed in Section 3) in the first column below the country name.

3 ECONOMETRIC ESTIMATION AND DISCUSSION

The bivariate UC model (1)–(7) was expressed in state-space form and econometrically estimated by 

maximizing the likelihood function, which was performed numerically in MATLAB. The likelihood 

function was constructed by applying the Kalman filter algorithm, which was implemented in its square 

root version in order to achieve better numerical precision. Kalman filtering was initialized by standard 

method – unconditional mean and variance were used as initial values for stationary cyclical components 

and a diffuse prior was applied for non-stationary trend components. Parameter transformations ensuring 

non-negativity of standard deviations of random errors and stationarity of autoregressive process (4) 

were also performed.

Results for 28 European countries are summarized in the following Table 1. Standard errors 

of estimated coefficients are shown in parentheses below estimated parameters. For readers’ convenience, 

the symbols ***, ** and * are used as well in order to indicate statistical significance at the 1%, 5% and 

10% level, respectively. Standard deviations of random shocks are multiplied by 100 in order to obtain 

more readable results. Alternatively, data for the log of GDP and unemployment rate could be multiplied 

by 100 in order to increase estimated standard errors of random shocks 100 times. 

Country
(start date)3

GDP Unemployment rate

    

Austria 1.53*** –0.58*** 0.37*** 0.04 0.31*** 0.05 –0.34*** 0.16*** 0.09***
(1996 Q1) (0.13)  (0.13) (0.09) (0.03) (0.09) (0.09)  (0.12) (0.04) (0.03)
Belgium 1.46*** –0.54*** 0.39*** 0.03 0.00 –0.05 –0.22** 0.29*** 0.18***

(1995 Q1) (0.14)  (0.14) (0.09) (0.02) (5.30) (0.10)  (0.10) (0.04) (0.04)
Bulgaria 1.77*** –0.78*** 0.21** 0.13** 0.76*** –0.11 –1.11 0.34** 0.01

(2000 Q1) (0.09)  (0.09) (0.08) (0.06) (0.07) (0.78)  (0.88) (1.16) (0.16)
Croatia 1.79*** –0.80*** 0.24** 0.11 1.13*** –0.52 –0.42 0.02 0.09

(2000 Q1) (0.08)  (0.09) (0.10) (0.07) (0.10) (0.59)  (0.52) (0.90) (0.07)
Cyprus 1.81*** –0.82*** 0.35*** 0.09* 0.67*** –0.32 –0.38 0.34*** 0.15

(2000 Q1) (0.09)  (0.09) (0.11) (0.05) (0.08) (0.32)  (0.31) (0.12) (0.10)
Czech Rep. 1.76*** –0.77*** 0.38*** 0.28*** 0.30*** –0.18* –0.36*** 0.09 0.07
(1996 Q1) (0.09)  (0.09) (0.08) (0.06) (0.06) (0.09)  (0.12) (0.11) (0.05)
Denmark 1.68*** –0.71*** 0.31*** 0.00 0.76*** 0.17 –0.68** 0.00 0.07
(1995 Q1) (0.11)  (0.11) (0.08) (0.11) (0.07) (0.24)  (0.29) (2.91) (0.05)

Estonia 1.66*** –0.69*** 0.94*** 0.09 1.51*** –0.13 –0.42** 0.42 0.37***
(2000 Q1) (0.12)  (0.12) (0.25) (0.08) (0.19) (0.18)  (0.19) (0.28) (0.13)

Finland 1.82*** –0.83*** 0.40*** 0.05 1.04*** 0.03 –0.62*** 0.05 0.00
(1990 Q1) (0.06)  (0.06) (0.08) (0.04) (0.08) (0.18)  (0.22) (0.25) (0.63)

France 1.78*** –0.79*** 0.20*** 0.04** 0.29*** –0.01 –0.45*** 0.10*** 0.00
(1983 Q1) (0.06)  (0.06) (0.03) (0.02) (0.02) (0.10)  (0.12) (0.02) (0.16)
Germany 1.70*** –0.71*** 0.33*** 0.09** 0.64*** –0.18** –0.25*** 0.06 0.00
(1991 Q1) (0.09)  (0.09) (0.06) (0.04) (0.05) (0.08)  (0.09) (0.06) (0.11)

Table 1  Estimation results of the bivariate UC model (1)–(7) for European countries

1̂ 2̂ ˆ100 e ˆ100 w ˆ100 v 0ˆ 1ˆ ˆ100 ˆ100
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Country
(start date)3

GDP Unemployment rate

    

Greece 1.85*** –0.86*** 0.37*** 0.12* 1.11*** –0.87* 0.07 0.01 0.11
(1998 Q2) (0.07)  (0.07) (0.10) (0.07) (0.10) (0.47)   (0.39) (2.41) (0.09
Hungary 1.78*** –0.80*** 0.11 0.22*** 0.67*** –0.41 –1.08 0.20** 0.01
(1996 Q1) (0.12)  (0.12) (0.08) (0.06) (0.06) (1.62)   (1.97) (0.10) (0.41)

Ireland 1.80*** –0.81*** 0.19 0.00 2.82*** –1.34 –0.01 0.00 0.15**
(1995 Q1) (0.09)  (0.09) (0.17) (0.57) (0.21) (3.40)   (2.83) (10.87) (0.08)

Italy 1.78*** –0.80*** 0.31*** 0.00 0.45*** –0.08 –0.28** 0.20*** 0.05
(1995 Q1) (0.09)  (0.09) (0.07) (0.11) (0.05) (0.14)   (0.14) (0.04) (0.06)

Latvia 1.69*** –0.71*** 0.83*** 0.21** 1.19*** –0.38** –0.23 0.19 0.37***
(1998 Q2) (0.10)  (0.10) (0.20) (0.09) (0.15) (0.17)   (0.14) (0.46) (0.09)
Lithuania 1.74*** –0.75*** 0.73*** 0.07 1.61*** –0.41* –0.23 0.01 0.28***
(1998 Q1) (0.09)  (0.09) (0.17) (0.08) (0.15) (0.22)   (0.19) (8.00) (0.09)

Luxembourg 1.64*** –0.66*** 0.21 0.05 1.61*** –0.65    0.03 0.01 0.03
(1995 Q1) (0.19)  (0.19) (0.15) (0.07) (0.12) (0.88)   (0.58) (0.79) (0.11)

Malta 0.45 0.53* 0.82* 0.13* 1.05*** –0.03 –0.07 0.33*** 0.09
(2000 Q1) (0.32)  (0.29) (0.49) (0.08) (0.37)  (0.10)   (0.11) (0.05) (0.08)

Netherlands 1.86*** –0.86*** 0.19*** 0.03 0.50*** 0.17 –0.69*** 0.00 0.03
(1996 Q1) (0.06)  (0.06) (0.04) (0.03) (0.04)  (0.23)   (0.26) (0.97) (0.04)
Norway 1.67*** –0.69*** 0.13 0.03 1.16*** 0.39 –1.20 0.07 0.00

(1989 Q1) (0.14)  (0.15) (0.09) (0.04) (0.08)  (0.65)   (1.05) (0.14) (0.48)
Poland 1.78*** –0.79*** 0.11* 0.00 0.95*** –3.40    0.57 0.00 0.00

(1997 Q1) (0.10)  (0.10) (0.08) (0.18) (0.07)  (4.58)   (3.32) (0.20) (0.02)
Portugal 1.76*** –0.77*** 0.31*** 0.07** 0.52*** –0.23 –0.54** 0.17 0.10

(1995 Q1) (0.09)  (0.09) (0.07) (0.03) (0.05)  (0.19)   (0.21) (0.11) (0.06)
Romania 0.90** 0.06 0.30 0.25** 1.57*** –0.96 –0.36 0.00 0.00
(1997 Q1) (0.37)  (0.32) (0.36) (0.11) (0.15)  (2.26)   (0.79) (31.19) (3.29)
Slovenia 1.75*** –0.76*** 0.52*** 0.07 0.71*** 0.04 –0.31** 0.25*** 0.14**

(1996 Q1) (0.10)  (0.11) (0.13) (0.05) (0.10)  (0.12)   (0.13) (0.06) (0.05)
Spain 1.88*** –0.88*** 0.21*** 0.09*** 0.13*** –1.12***    0.01 0.28*** 0.00

(1995 Q1) (0.05)  (0.05) (0.03) (0.03) (0.03)  (0.30)   (0.23) (0.07) (1.06)
Sweden 1.61*** –0.65*** 0.34*** 0.02 0.72*** 0.05 –0.55*** 0.00 0.08**

(1993 Q1) (0.07)  (0.08) (0.07) (0.03) (0.06)  (0.12)   (0.16) (1.86) (0.04)
UK 1.82*** –0.83*** 0.24*** 0.05** 0.44*** –0.11 –0.43*** 0.10*** 0.00

(1983 Q1) (0.06)  (0.06) (0.04) (0.02 (0.03)  (0.11)   (0.13) (0.04) (0.21)

Table 1                                                                                                                                                                                          (continuation)

Source: Authors own calculations based on data obtained from Eurostat (2018) 

3 The last observation in the sample is 2018 Q4 for every country.

Table 1 contains detailed estimation results for all 28 studied economies, which enables differences 

between individual European countries to be assessed. Nonetheless, some sort of aggregation by using 

median values to characterize a typical European economy will often be utilized in subsequent discussion 

for two reasons. Firstly, it facilitates the reader’s basic orientation in these extensive results. Secondly, 

it enables a comparison with findings of other empirical studies analysing aggregated European data.

3.1 Parameters relating to GDP decomposition

3.1.1 Autoregressive parameters 1  and 2

Parameters 1  and 2  are statistically significant at the 1% level of significance with the only exceptions 

being Malta and Romania. The estimated parameters 1̂ 0.90  and 2̂ 0.06  for Romania resemble 

1̂ 2̂ ˆ100 e ˆ100 w ˆ100 v 0ˆ 1ˆ ˆ100 ˆ100
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closely a stationary AR(1) process. Estimates for Malta are quite atypical, which applies not only for 

parameters 1  and 2 . 

Another substantially robust finding is that the sum 1 2
ˆ ˆ  is close to one (except for Malta 

and Romania). This means that the output gap tx  is highly persistent. Clark (1989) reports the following 

results:

 
a) 1̂ 1.47 , 2̂ 0.59  for the US economy (1947 Q1–1986 Q2),

b) 1̂ 1.59 , 2̂ 0.63  for Canada (1955 Q1–1986 Q2),

c) 1̂ 1.73 , 2̂ 0.73  for West Germany (1960 Q1–1986 Q2),

d) 1̂ 1.82 , 2̂ 0.82  for the United Kingdom (1960 Q1–1986 Q2),

e)
 1̂ 0.54 , 2̂ 0.20  for Japan (1960 Q1–1986 Q2).

The sum of these parameters estimated for the US economy, 1 2
ˆ ˆ 0.88 , is not as close to 1 as in most 

European countries. This is also confirmed by Kim and Nelson’s (1999) estimates for the US economy 

(1952 Q1–1995 Q3): 1̂ 1.44 , 2̂ 0.52 . When excluding Malta and Romania, the median value 

of 1 2
ˆ ˆ  from Table 1 is 0.99. The output gap in virtually all European countries is thus remarkably more 

persistent than the corresponding gap in the US economy. It is also confirmed that estimates presented 

in Table 1 for Germany ( 1̂ 1.70 , 2̂ 0.71) and for the United Kingdom ( 1̂ 1.82 , 2̂ 0.83 ) 

are very close to those reported by Clark (1989).

Similar results regarding the persistence of Visegrad group countries were found by Boďa and Považanová 

(2019). Berger’s (2011) estimates for aggregated European data from 1970 to 2005 are also in line with 

these conclusions as he estimated these parameters as 1̂ 1.88  and 2̂ 0.91  (with standard errors 

of 0.05 and 0.04, respectively). 

These findings regarding persistence are also supported by Chen and Mills (2012), who analysed 

aggregate euro area data ranging from 1970 Q1 to 2009 Q2. Nonetheless, some comments are 

needed before we report their results as they did not model the cyclical component of output directly 

as the AR(2) process. Instead, they modelled the cyclical component ( t  in their notation) using sine 

and cosine functions as follows:

1
* * *

1

cos sin
sin cos

t c c t t

t c c t t

,   (8)

where t  and 
*
t  are mutually and serially independent random errors with * 2

t tVar Var , 

0 1  is the damping parameter and c  is the cycle frequency (in radians). Orlandi and Pichelmann 

(2000) showed that specification (8) is equivalent to the following AR(2) model: 

2
1 12 cost c t t t

,   (9)

where random error t  is given by:

*1 cos sint c t c tL L ,   (10)

where L  is the lag operator. 
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Formula (9) is already comparable to specification (4). Chen and Mills (2012) estimate parameter  

and the period of the cycle 2 / c  for aggregate euro area data as ˆ 0.82  and ˆ2 / 35.34c . This 

implies that ˆ 0.18c , 1̂
ˆˆ2 cos 1.61c  and 2

2̂ ˆ 0.67 . This result is somewhere between 

Clark’s (1989) estimate for the US economy and Berger’s (2011) estimate for Europe.

3.1.2 Volatility of output gap e
The random error te  in Formula (4) describing the development of the output gap plays an important 

role as the coefficient e  is statistically significant in the majority of studied countries. This parameter 

failed to be statistically significant only for Hungary, Ireland, Luxembourg, Norway and Romania. 

The output gap is thus stable in these economies. 

Chen and Mills (2012) estimated that ˆ100 0.27  and it follows from  that:

2 2 2 2 2 2 2

2 2

cos sin ,

            1 .
t c cVar

Correspondence between (9) and (4) then yields 
2
e tVar . Therefore, 2ˆˆ ˆ100 100 1e

20.27 1 0.82 0.35 . This value corresponds very closely with the results presented in Table 1 where 

the median of estimates ˆ100 e  for individual economies is 0.31. Nonetheless, Table 1 also shows that 

there are considerable differences across individual countries as the estimated standard error ˆ100 e  

varies from 0.11 in Poland to 0.94 in Estonia. 

Berger’s (2011) estimate of volatility of the GDP cyclical component is ˆ100 0.09e  (with a standard 

error of this estimate of 0.02). This is a slightly lower value than those presented in Table 1, which is 

probably caused by the fact that Berger worked with pre-crisis data.

Clark (1989) estimated the standard deviation of the random error in the equation for the output 

gap for the US economy as ˆ100 0.73e . His estimate is more than two times higher than the median 

of the corresponding estimates for European countries presented in Table 1 and also than the value 

calculated above using the results reported by Chen and Mills (2012). Nonetheless, this does not 

mean that the variability of the output gap in the US economy is significantly higher than in Europe 

as the output gap in the USA is less persistent, as discussed above.

Output gap volatility might be measured by unconditional standard deviation of the AR(2) process (4), 

which is given by:

2
2

2 2
2 2 1

1

1 1
e

tstd x .   (11)

Estimate of tstd x
 
is obtained by substituting the corresponding estimates 1̂ , 2̂  and 2ˆe  into 

the relation (11). Results are depicted in Figure 1. Unconditional standard deviation is multiplied by 100 

in order to obtain more readable results. 

The three countries with the highest output gap volatility are Greece, Spain and Lithuania. A surprising 

finding is that a substantially high variability of the gap is also detected for Finland. Low output gap 

volatility is observed in Austria, Belgium, Hungary, Luxembourg, Norway, Poland, Romania and Sweden. 

This finding is especially surprising for Romania, which has the lowest output gap volatility among 

all 28 studied economies. The case of Romania is substantially specific. As will be seen in subsequent 

paragraphs, Romania also has one of the highest volatilities of the growth rate tg  of the GDP trend 

component as measured by 100 w  and also an extremely high volatility of the trend component tn  as 

measured by 100 v . Movements in real GDP are thus mostly permanent as they influence primarily the 

trend components of real output.
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Output gap volatility in the USA might be obtained by plugging Clark’s (1989) estimates 1̂ 1.47 , 

2̂ 0.59  and ˆ100 0.73e  into relation , which yields 100 2.37tstd x . The volatility of the cyclical 

component of output in the US economy is thus substantially low, even though ˆ100 0.73e  is rather 

high. As already mentioned, this result is a direct consequence of low output gap persistency in the USA.

3.1.3 Volatility of the growth rate tg  of the GDP trend component (measured by 100 w )

In contrast to the previous results obtained for parameter e , the coefficient w  is statistically significant 

(at least at the 10% level of significance) only for approximately half of the studied countries – Bulgaria, 

Cyprus, the Czech Republic, France, Germany, Greece, Hungary, Latvia, Malta, Portugal, Romania, Spain 

and the United Kingdom. The growth rate of the trend component tg  is not constant over time in these 

countries as the standard deviation w  is significantly different from zero. Mostly, these are less developed 

European countries except for France, Germany and the United Kingdom, where 100 w  is statistically 

different from zero, but attains considerably low values – France (0.04), Germany (0.09) and the United 

Kingdom (0.05). The highest values of ˆ100 w  are detected for the Czech Republic (0.28), Hungary (0.22), 

Latvia (0.21) and Romania (0.25). 

Literally a stable growth rate tg  of the GDP trend component (measured by 100 w ) is detected for 

Denmark (0.00), Ireland (0.00), Italy (0.00) and Poland (0.00). One might be tempted to interpret from 

these results that almost nothing will affect the growth rate of these economies in the long run – not even 

the economic crisis of 2008. Such an interpretation would of course be misleading as the long-run trend 

component of output is determined not only by 100 w  but also by 100 v  (to be discussed systematically 

later on). The most striking contrast between these two measures is observed for Ireland ( ˆ100 0w  

is the lowest value among the studied economies and at the same time ˆ100 2.82v  is the highest value 

among all 28 countries). A similar situation is also detected for Denmark and Poland.

Figure 1  Output gap volatility as measured by std (xt) . 100

Source: Authors own calculations based on data obtained from Eurostat (2018) 
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Very low estimates of ˆ100 w  are also obtained for Belgium (0.03), the Netherlands (0.03), Norway 

(0.03) and Sweden (0.02). These estimates correspond closely to the result reported by Kim and Nelson 

(1999) for the US economy ( ˆ100 0.03w , 0.02 being the standard error of this estimate) and by Chen 

and Mills (2012) for aggregated euro area data ( ˆ100 0.02w , with a standard error of 0.01). Their 

estimates are slightly lower than the results presented in this paper as the median of ˆ100 w  for the 28 

analysed European economies is 0.07.

3.1.4 Volatility of GDP trend component tn  (measured by 100 v )

The coefficient v  measuring the volatility of the trend component is statistically significant at the 1% 

level in all countries except Belgium. The random error tv  influencing the GDP trend component tn  

(without changing the growth rate tg  of this trend component) thus proved to have a highly significant 

effect in virtually all studied economies. Belgium is the only country where both standard deviations 

ˆ100 0.03w  and ˆ100 0.00v  describing the variability of the trend component of GDP are statistically 

insignificant and very low. The trend component of GDP is thus extremely stable in this country. 

Berger (2011) estimated a similar UC model for aggregated European data from 1970 to 2005 and 

his estimate of 100 v  is 0.45 (with a standard error of this estimate of 0.03). Kim and Nelson (1999) 

report their estimate for the US economy as ˆ100 0.49v  (with a standard error of 0.06). These findings 

are slightly lower than the median 0.74 of estimates for the 28 individual countries presented in Table 1,  

which is probably caused by the fact that they did not analyse data during the huge economic crisis. 

The results in Table 1 also show that there are substantial differences in the volatility of the trend component 

of GDP ( v ) across individual European countries. 

The medians of the coefficients ˆ100 e , ˆ100 w  and ˆ100 v  are 0.31, 0.07  and 0.74, respectively. 

A lower than median value for all three estimated parameters is observed for France, Italy, the Netherlands, 

Portugal and the United Kingdom. These countries show a stable development of the GDP trend tn , and 

growth of the GDP trend tg  as well as the output gap tx . The other extreme is economies with higher 

than median values for all three estimated parameters, which means that components tn , tg  and tx  are 

rather volatile. This condition is satisfied for the following less developed countries: Estonia, Greece, 

Latvia, Lithuania, Malta and Slovenia. 

3.2 Trend component of unemployment rate

The volatility of the trend component of the unemployment rate is measured by . This parameter  

turned out to be significantly different from zero at least at the 5% level of significance for only about half 

of the studied economies: Austria, Belgium, Bulgaria, Cyprus, France, Hungary, Italy, Malta, Slovenia, 

Spain and the United Kingdom. This suggests that the variability of the unemployment rate trend is not 

as high as the volatility of the GDP trend component in quite a lot of European countries.

Berger (2011) estimated the coefficient 100  for the whole of Europe as 0.09 (with 0.01 being 

the standard error of this estimate). Clark (1989) reports the value for the US economy as ˆ100 0.17 .  

Empirical analysis performed in this paper shows that the estimate for a typical European countryis quite 

close to Berger’s result as the median of estimates for 28 economies is equal to 0.10.

3.3 Okun’s law

As far as the relation between output gap and cyclical unemployment rate is concerned, estimated 

parameters 
0ˆ  and 

1ˆ  mostly have a negative sign. In some (rather rare) cases, an estimate of 
0ˆ  or 

1ˆ  turned out to be positive. Nonetheless, for Okun’s law to hold, it is sufficient that the sum 
0 1ˆ ˆ  

of the estimated coefficients is negative. This condition is satisfied in all 28 studied economies, thereby 

confirming the validity of Okun’s law. 
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Statistical insignificance (at the 10% level) of both parameters 0  and 1  is observed for 10 economies: 

Bulgaria, Croatia, Cyprus, Hungary, Ireland, Luxembourg, Malta, Norway, Poland and Romania. 

The Czech Republic and Germany stand on the other side with both parameters 0  and 1  being 

statistically significant (at least at the 10% level of significance).

These results might be improved if the coefficient 1  is a priori set to zero. Only the contemporary 

output gap tx  is then assumed to have an influence on the unemployment rate gap ( tC ). This approach 

is taken, for example, by Ball et al. (2017). Statistical insignificance of the parameter 0  (at the 10% level) 

was in this case detected only for Luxembourg, Malta, Norway and Romania. Statistical significance 

of 0  at the 10% level was observed for two countries (Croatia and Poland). Okun’s law parameter 0  

was significant at the 5% level in the cases of Belgium, Bulgaria, the Czech Republic, Denmark and 

Hungary. In the remaining 17 economies it turned out that the coefficient 0  was statistically significant 

even at the 1% level of significance. This finding confirms the validity and strength of Okun’s law across 

individual European economies. Cyclical properties of the unemployment rate are thus driven to a great 

extent by the output gap.

The output gap lagged one period ( 1tx ) has a stronger negative influence on the unemployment 

rate than the current gap ( tx ) in 20 of the monitored economies. Thus, only in eight cases is the reverse 

true (Greece, Ireland, Latvia, Lithuania, Luxembourg, Poland, Romania and Spain). This confirms that 

the unemployment rate is a lagging indicator (its current values depend mainly on the lagged output 

gap).

The estimated parameters of Okun’s law are in line with other empirical studies for most countries. 

Kim and Nelson (1999) estimated Okun’s law in a slightly modified form to specification (7) as they 

assumed that not only the current and one-period lagged output gap ( tx  and 1tx ) but also the output gap 

lagged two periods 2tx  have an influence on the unemployment rate gap tC . They report the following 

estimates (standard errors are in parentheses): 0ˆ 0.34 (0.06) , 1ˆ 0.16 (0.03)  and 2ˆ 0.07 (0.01) . 

The overall effect of the output gap on the gap of unemployment rate is thus 0 1 2ˆ ˆ ˆ 0.57 . Clark’s 

(1989) estimates for the US economy are 0ˆ 0.33  and 1ˆ 0.18  with the overall effect 0 1ˆ ˆ 0.51 . 

The median value for such an overall effect calculated from Table 1 is 0 1ˆ ˆ 0.60median , which 

is quite close to the estimate obtained by Kim and Nelson (1999). 

Mankiw (2012) posited that for the US economy a one per cent deviation of output from potential 

causes an opposite change in the unemployment rate of half a percentage point. This assertion is practically 

the same as Clark’s (1989) estimate of 0 1ˆ ˆ 0.51  and also corresponds closely to the median value 

found by empirical investigation in this paper for 28 European economies.

Ball et al. (2017) estimated Okun’s law (by ordinary least squares using annual data from 1980 

to 2011) in the form:

* *
t t t t tU U y y ,  (12)

where tU  is the unemployment rate and ty  is (the log of) GDP, *
tU  and *

ty  are trend estimates obtained 

using the Hodrick-Prescott filter and t  is i.i.d. random error.

In the long run, the coefficient  is equivalent to 0 1  in the presented model (7). Furthermore, 

Clark’s bivariate model (1)‒(7) was also estimated here using the a priori assumption 1 0  in order to 

obtain results more comparable with regression (12). Ball et al. (2017) econometrically analysed relationship 

(12) for the US economy and for 20 advanced OECD countries. Comparison with estimates presented 

earlier in Table 1 (for countries analysed in this paper as well as by Ball et al., 2017) is summarized 

in the following Table 2. Standard errors of estimated coefficients are again shown in parentheses 

below estimated parameters, and the symbols ***, ** and * indicate statistical significance at the 1%, 5% 

and 10% level, respectively.
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Country Austria Belgium Denmark Finland France Germany Ireland Italy

ˆ –0.14***
(0.04)

–0.51***
(0.08)

–0.43***
(0.05)

–0.50***
(0.05)

–0.37***
(0.04)

–0.37***
(0.06)

–0.41***
(0.04)

–0.25***
(0.07)

0 1ˆ ˆ –0.29***
(0.07)

–0.27***
(0.09)

–0.51***
(0.15)

–0.59***
(0.09)

–0.46***
(0.06)

–0.43***
(0.09)

–1.35
(1.20)

–0.36***
(0.07)

0ˆ  ( 1 0 ) –0.26***
(0.09)

–0.19**
(0.08)

–0.76**
(0.31)

–0.69***
(0.14)

–0.55***
(0.14)

–0.62***
(0.15)

–0.51***
(0.18)

–0.40***
(0.09)

Country Netherlands Norway Portugal Spain Sweden UK

ˆ –0.51***
(0.07)

–0.29***
(0.04)

–0.27***
(0.04)

–0.85***
(0.05)

–0.52***
(0.07)

–0.34***
(0.05)

0 1ˆ ˆ –0.52***
(0.09)

–0.81
(0.61)

–0.77***
(0.15)

–1.11***
(0.16)

–0.50***
(0.10)

–0.54***
(0.08)

0ˆ  ( 1 0 ) –0.59***
(0.13)

–1.13
(1.10)

–0.78***
(0.18)

–1.39***
(0.26)

–0.75***
(0.18)

–0.61***
(0.12)

Table 2   Comparison of results reported by Ball et al. (2017) (β in the first row) with findings of this paper (α0 + α1  
and α0 in the second and third row)

ˆ

ˆ
ˆˆ

Source: Authors own calculations based on data obtained from Eurostat (2018) 

Firstly, Table 2 shows that Okun’s law estimates 0 1ˆ ˆ  are slightly higher in absolute value than 

the corresponding values ˆ  reported by Ball et al. (2017). The only notable exception is Belgium 

(and Sweden with very similar results: ˆ 0.52  and 0 1ˆ ˆ 0.50 ). Secondly, even slightly higher 

(in absolute value) estimates were obtained in most studied cases when the a priori setting was 

1 0 . Exceptions are Austria ( 0 1ˆ ˆ 0.29 , 0ˆ 0.26 ), Belgium ( 0 1ˆ ˆ 0.27 , 0ˆ 0.19 ) 

and Ireland ( 0 1ˆ ˆ 1.35 , 0ˆ 0.51). Thirdly, the results obtained in this paper confirm the validity 

and strength of Okun’s law reported by Ball et al. (2017) as Okun’s law parameters are statistically significant 

even at the 1% level in most studied cases (exceptions are Norway and partly Ireland). Fourthly, standard 

errors of parameters estimated in this paper ( 0 1  and 0 ) are generally higher than the corresponding 

standard deviations of coefficients estimated by Ball ( ). This is most clearly seen in the case of Norway 

and also Ireland. This is caused by the fact that Ball et al. (2017) treat the unobserved output gap and 

unemployment rate gap ( *
t ty y , *

t tU U ) as observable variables.

Ball et al. (2017) argue that reasonable values for  (for the US economy) should lie in the interval 
1.5;0 , which is satisfied in all studied cases. The highest (in absolute value) estimate of  is reported 

by Ball for Spain ( ˆ 0.85 ). Ball explains this strong negative influence of the output gap on the gap 

of unemployment rate by the prevalence of temporary employment contracts in Spain. The highest 

(in absolute value) estimate of 0 1  is detected for Ireland ( 0 1ˆ ˆ 1.35 ). Nonetheless, this 

estimate is not statistically significant. The second highest value is observed for Spain ( 0 1ˆ ˆ 1.11), 

confirming Ball’s results. His finding relating to the strength of Okun’s law in Spain is also confirmed by 

the highest (in absolute value) estimate of 0ˆ 1.39 .

Boďa et al. (2015) estimate Okun’s law for Visegrad group countries by applying autoregressive 

distributed lag (ARDL) methodology using quarterly data from 1998 Q1 to 2014 Q2. Their long-run 

multiplier is comparable to the estimate of the overall effect 0 1ˆ ˆ  calculated here. Comparison of their 

findings with results presented in this paper is summarized in Table 3. Parameter standard deviations 

as well as the symbols *, ** and *** are indicated as before.
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Table 3 shows that findings presented in this 

paper imply a stronger negative relationship 

between the output gap and the gap of unem-

ployment rate for these three countries than 

results reported by Boďa et al. (2015). Estimates 

of the long-run multiplier obtained by Boďa are 

unusually small (in absolute value). This is the case 

especially of Hungary and Poland, where estimates 

0 1ˆ ˆ  calculated by the author of this paper are 

conversely substantially high. One robust finding 

reported here as well as by Boďa is that Okun’s 

parameters are statistically insignificant in Hungary 

and Poland. Nonetheless, further empirical investigation of Okun’s law for Visegrad group countries will be 

necessary. 

 Many empirical studies analyse Europe as a whole and not individual countries. Orlandi and Pichelmann 

(2000) estimated Okun’s law for aggregated European annual data for 1960‒1998 in the form:

*
*

* 100t t
t t t

t

y y
U U

y
,   (13)

where the variables have a similar interpretation to that in regression (12) except that GDP ty  is not in logs.

Parameter  from (13) relates to parameter  in  according to 1/ .4 Orlandi and Pichelmann 

(2000) report the value ˆ 1.8  implying ˆ 1 /1.8 0.56 , which is a value typically found for most 

European economies by Ball et al. (2017) as well as by empirical investigation performed in this paper.

Berger and Everaert (2008) formulated a UC model and applied Bayesian econometric techniques 

for aggregated European and US data for the period 1970 Q1–2003 Q4. Specifically, they estimated 

an equation for Okun’s law in a form similar to (13) with the analogical parameter for  estimated for 

Europe as 2.15, which yields ˆ 1 / 2.15 0.47 .

Berger (2011) works with a similar UC model to the one applied in this paper with a Phillips curve 

added to the model specification. Berger’s (2011) analysis is based on aggregated European data over the 

period 1970–2005. His equation for Okun’s law is the same as specification (7) and reports the following 

estimation result: 0ˆ 0.49  and 1ˆ 0.10 .

Novák and Darmo (2019) estimate Okun’s law in a disaggregated manner for individual European 

economies by applying panel data econometric methods. Unfortunately, they assume that the parameter 

relating output with unemployment is the same for all countries. Moreover, they work with Okun’s law 

in a differenced form that is not directly comparable with the specification applied in this paper. Specifically, 

Novák and Darmo (2019) estimate the following panel data regression:

, 1it i it i t itU gy U ,     (14)

where itU  is the first difference (a year-on-year change) of the unemployment rate in country  i , 

itgy  represents real GDP growth in country i  and it  is random error.

Country
Czech 

Republic
Hungary Poland

Long-run 
multiplier

–0.12***
(0.03)

–0.06
(0.04)

–0.08
(0.09)

 –0.54***
(0.14)

–1.49
(1.25)

–2.83
(1.86)0 1ˆ ˆ

Table 3   Comparison of the long-run multiplier 
reported by Boďa et al. (2015) (the first row 
in the table) with findings of this paper ( 0 1ˆ ˆ  
in the second and third row)

Source:   Authors own calculations based on data obtained from 
Eurostat (2018) 

4 The relation β ≈ –1/α applies only approximately for two reasons. Firstly, there is a slightly different definition of the output 

gap in Formulas (12) and (13). Secondly, interchanging dependent and independent variables in the regression for Okun’s 

law does not produce algebraically equivalent regression estimates (Plosser and Schwert, 1979).
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Formula (12) considered by Ball et al. (2017) might be expressed in a differenced form if we assume 
constant trend components * *

tU U  and * *
ty y . Differencing (12) then yields:

*
1 1t t t t tU U y y .   (15)

A comparison of relations (14) and (15) reveals that coefficient  relates GDP to unemployment rate 
in both cases. Thus, the coefficient  from (14) is in this sense comparable to the parameter  from 
(12). Novák and Darmo (2019) used data between 2001 and 2014 and report the value ˆ 0.29 , which 
is also in line with results presented and discussed earlier in this paper. 

Novák and Darmo (2019) also found structural breaks in regression (14). Nonetheless, Brůha and 
Polanský (2015) argue that instability is often found when using a difference form of Okun’s law and found 
evidence that the relationship is stable when cyclical components of output and unemployment are used 
instead of differences. Similarly, Ball et al. (2017) estimated Okun’s law in its gap form and state that Okun’s 
law is a strong and stable relationship in most countries, one that did not change substantially during the 
Great Recession. Ball also found that coefficient  in Okun’s law (12) varies substantially across countries, 
which is confirmed by the results presented in this paper as well. Therefore, the assumption of constancy 
of this parameter across individual economies introduced by Novák and Darmo (2019) is not satisfied.

4 TREND-CYCLE DECOMPOSITON
Smoothed estimates of the GDP cycle ( tx ), growth of the GDP trend component ( tg ) and finally 
the trend component of the unemployment rate ( tL ) together with the observed unemployment rate 
( tU ) are illustrated for all 28 European economies in Figure 2.

Figure 2   Smoothed estimates of output gap xt , growth gt of the GDP trend component and the trend component 
of the unemployment rate Lt together with the observed unemployment rate
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Source: Authors own calculations based on data obtained from Eurostat (2018) 

4.1 GDP cycle

The cyclical component of GDP declined after the beginning of the crisis in 2008 in most countries. 

However, there are a few exceptions. The development of the gap in Finland seems untouched 

by the crisis, Germany experienced an increase in the output gap after 2008, and only a slight decrease 

has been observed for Malta, Norway, Poland, Romania and Sweden. 

 One important finding is that the output gap was very close to zero or even positive in 2018 for all 

countries except Greece and Luxembourg where GDP is approximately 7% and 2% below the trend 

value, respectively. Therefore, the huge long-lasting fall in GDP experienced by most countries is not 

a consequence of a decline in the output gap, but is caused by a decrease in the trend component of GDP. 

A more detailed discussion on the output gap can be found in Section 5 where a comparison with 

HP-filtered estimates of the gap is described.

4.2 Growth of GDP trend component

A decline in the growth tg  of the GDP trend component during the current economic crisis has been 

detected for most countries. Similar results were found by Lemoine et al. (2011), Ball (2014) and Haltmaier 

(2012). However, there are some exceptions. GDP growth in the Czech Republic was highly volatile 

with downturn as well as upturn movements. Malta even experienced an increase in the growth tg  of 

the GDP trend component. This makes the long-run development of GDP in this economy practically 

unaffected by the current economic crisis. Growth tg  was virtually constant during the studied periods 

in Denmark, Ireland, Italy and Poland. 

These results correspond to the previous findings reported earlier in this paper in Section 3.1 when 

discussing estimates of 100 w . The estimated volatility ˆ100 w  of the random error tw  in Formula 

1t t tg g w  was found to be zero for these aforementioned countries (Denmark, Ireland, Italy and 

Poland). As already discussed above, zero estimates of 100 w  in these countries (leading to the constant 

growth rate tg  observed in the second column of Figure 2) are compensated by high estimates of 100 v , 

which applies especially for Ireland ( ˆ100 2.82v ), but also for Poland ( ˆ100 0.95v ) and Denmark 

( ˆ100 0.76v ).

Figure 3 summarizes the development of the growth tg  of the GDP trend component during the crisis 

and post-crisis periods in selected European economies. Specifically, a change (in percentage points) of 

tg  is calculated for the crisis period 2005 Q1–2010 Q1 and the post-crisis period 2010 Q1–2018 Q4 

according to the relations 2010 1 2005 1100 Q Qg g , 2018 4 2010 1100 Q Qg g .

The most remarkable decline of tg  during the crisis period is detected for Latvia, Romania and Hungary. 

Fortunately, those countries hit most by the current crisis experienced an increase of tg  during the post-

crisis period. A substantial decrease of tg  in the crisis period is also observed for Bulgaria, Croatia, 

the Czech Republic and Greece. Furthermore, Cyprus, Lithuania, Portugal, Slovenia and Spain suffered 

from a (moderate) decline of tg  in both crisis and post-crisis periods. 

Figure 2                                                                                                                                                                                         (continuation)
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These results correspond closely to the findings previously discussed in this paper. Specifically, the 

growth tg  of the GDP trend component was found to be highly volatile (due to high and statistically 

significant w ) in the following countries: Bulgaria, Cyprus, the Czech Republic, Greece, Hungary, Latvia, 

Malta, Portugal, Romania and Spain. Comparison with Figure 3 shows that all these countries (except 

Malta) are economies facing problems with a decline of tg .

Figure 2 shows that the growth tg  of the GDP trend component was even negative for some time in 

some countries, namely the Czech Republic, Germany, Greece, Hungary, Portugal and Spain. Nonetheless, 

it was in positive values in 2018 for all these countries except Greece where a negative growth rate tg  

persisted until 2018Q4 (the last date in the data set). But it would be too soon to conclude that the long-run 

GDP growth tg  has already recovered. The variable tg  in 2018 attained much lower values (compared 

with the values of the pre-crisis period) for most of the economies. 

4.3 Trend of unemployment rate

The smoothed unemployment rate trend is found to be constant for most economies. A slight variation 

of the trend tL  is observed for Austria, Belgium, Bulgaria, Estonia, France, Hungary, Italy, Malta, 

Slovenia and the United Kingdom. The case of Malta is specific in that the trend tL  closely corresponds 

to the observed unemployment rate tU . A similar result is reported by Clark (1989) for Japan. 

An interesting finding is that some upward tendencies of tL  might be observed only in France. Downward 

tendencies of tL  are visible in Estonia, Hungary, Malta and the United Kingdom. These findings support 

the hypothesis that hysteresis effects have not played an important role.

The constant smoothed unemployment rate trend for most economies is an important and interesting 

result. It is surprising, especially for countries like Cyprus, Greece, Ireland, Latvia, Lithuania, Poland, 

Portugal and Spain, because the observed unemployment rate in these economies ranges from 0.05 

to 0.25 (or even higher). Huge fluctuations of the observed unemployment rate tU  in these countries are 

Figure 3   Decline in the growth gt of the GDP trend component between 2005 Q1–2010 Q1 (crisis period) 
and 2010 Q1–2018 Q4 (post-crisis period)

Source: Authors own calculations based on data obtained from Eurostat (2018) 

Au
st

ria

Be
lg

iu
m

Bu
lg

ar
ia

Cr
oa

tia

Cy
pr

us

Cz
ec

h 
Re

p.

D
en

m
ar

k

Es
to

ni
a

Fi
nl

an
d

Fr
an

ce

G
er

m
an

y

G
re

ec
e

H
un

ga
ry

Ire
la

nd

Ita
ly

La
tv

ia

Li
th

ua
ni

a

Lu
xe

m
bo

ur
g

M
al

ta

N
et

he
rla

nd
s

N
or

w
ay

Po
la

nd

Po
rt

ug
al

Ro
m

an
ia

Sl
ov

en
ia

Sp
ai

n

Sw
ed

en U
K

–2.0

–1.5

–1.0

–0.5

0.0

0.5

1.0

1.5

100*(g(2010Q1)-g(2005Q1))

100*(g(2018Q4)-g(2010Q1))



ANALYSES

24

thus caused by large swings in cyclical component tC  of the unemployment rate and not by movements 

in the trend tL . This conclusion might seem at odds with economic intuition. The reason for this result 

is that the unemployment rate tU  has been decreasing systematically and significantly in the last few 

(5–8) years in these economies.

Similar results regarding the constancy of the trend component tL  were also obtained by Clark (1989) 

for West Germany and the United Kingdom. Clark reports that the estimated trend component tL  and 

observed unemployment rate tU  ranged between:

a)
 

0.045;0.075tL , 0.03;0.11tU  for the US economy (1947 Q1–1986 Q2),

b) 0.05;0.08tL , 0.03;0.13tU  for Canada (1955 Q1–1986 Q2),

c) 0.015tL , 0.01;0.09tU  for West Germany (1960 Q1–1986 Q2),

d) 0.02tL , 0.015;0.13tU  for the United Kingdom (1960 Q1–1986 Q2),

e) 0.01;0.03t tL U  for Japan (1960 Q1–1986 Q2).

According to Clark’s (1989) findings, trend component tL  Lturned out to be practically constant in 

West Germany and the United Kingdom despite the fact that the observed unemployment rate tU  spanned 

a considerably wide interval. Clark also reports that tL  and tU  practically coincide in Japan, which 

is a result that we detected for Malta. A surprising result is that the development of tL  and tU , which 

would resemble Clark’s (1989) findings for the USA and Canada ( tL  is less volatile than tU , but is not 

constant), was detected only for a few European economies. This suggests that individual European labour 

markets are fundamentally different to labour markets in the USA and Canada. One possible explanation 

is that the trend component tL  is influenced to a great extent by labour market institutions, which are 

not as flexible in Europe as in the USA or Canada.

5 COMPARISON WITH HP FILTER

The output gap estimated by Kalman smoother will now be compared with the gap obtained by applying 

an HP filter as a robustness check. Hodrick and Prescott (1997) proposed setting a smoothing parameter 

equal to 1 600 for quarterly data. This suggestion is based on their empirical investigation of the US 

economy. As individual European countries studied in this paper might be fundamentally different to 

the US economy, other values of the smoothing parameter suggested in literature (Baxter and King, 

1999; Backus et al., 1992; Correia et al., 1992; Cooley and Ohanian, 1991) will be taken into account. 

This robustness check is important as Boďa et al. (2015) argue that an improperly chosen smoothing 

parameter might cause illusive cycles to appear. Other disadvantages of an HP filter are discussed by 

Boďa and Považanová (2019) and Plašil (2011).

For annual data, Baxter and King (1999) recommended a value of around 10, and Backus et al. (1992) 

advised setting a smoothing parameter equal to 100, whereas Correia et al. (1992), and Cooley and 

Ohanian (1991) proposed a value of 400. According to Ravn and Uhlig (1997), the smoothing parameter 

for quarterly data relates to its analogue for annual data according to the relation 44quarter annual , 

which yields the following smoothing parameter values for quarterly data: 2 560, 25 600 and 102 400. 

The output gap calculated by the HP filter with a smoothing parameter equal to 2 560 was virtually  

the same as for the most common value of 1 600. For this reason, only the values 1 600, 25 600 and 

102 400 are taken into account. Figure 4 compares the output gap calculated by applying the HP filter 

with that obtained by Kalman smoother.
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Figure 4   Estimates of output gap obtained by Kalman smoother and HP filter with smoothing parameter set equal 
to values of 1 600, 25 600 and 102 400
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Source: Authors own calculations based on data obtained from Eurostat (2018) 

Figure 4                                                                                                                                                                                         (continuation)
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The (dis)similarity of the discussed output gap estimates can be measured by root mean squared error 

(RMSE) as follows:

2,

1

n
Kalman HP
t t

t
x x

RMSE
n

,  

where 
Kalman
tx  is the output gap obtained by Kalman smoother, 

,HP
tx  represents the output gap calculated 

by HP filter with smoothing parameter , and n  is the number of observations for a given economy. 

RMSE was calculated for all 28 European economies with results summarized in Figure 5.

Figure 5   Comparison of output gap estimates xt
Kalman and xt

HP,λ (λ ´= 1 600, 25 600, 102 400) using root mean squared 
error (RMSE)

Source: Authors own calculations based on data obtained from Eurostat (2018) 
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Figure 5 illustrates that different methods produced very similar results, especially for Austria, Belgium, 

Denmark, France, Norway, Poland and Sweden. The opposite is true mainly for Greece, where Kalman
tx  

differs significantly from ,HP
tx  regardless of the smoothing parameter . Considerable differences 

between Kalman- and HP-filtered output gap measures are also detected for Cyprus, the Czech Republic, 

Finland, Germany, Ireland, Latvia, Lithuania and Romania. 

Nonetheless, it can be seen from Figure 4 that a similar development of Kalman
tx  and ,HP

tx  is observed 

even in countries with the highest RMSE (Greece and Romania), i.e. time periods where the output gap 

is rising (decreasing) are mostly the same for all output gap estimation methods. 

Moreover, there are some facts that proved to be robust across all the applied methods of estimation. 

Firstly, the output gap has already recovered since the crisis and is close to zero or even positive at the end 

of the sample in 2018 for most studied economies. Exceptions might be Greece, Italy and Luxembourg, 
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where the HP filter suggests positive close-to-zero values of the output gap for all values of the smoothing 

parameter, but the Kalman smoother indicates a negative value of the gap. Secondly, the output gap 

experienced a decline after the beginning of the crisis in 2008 in all countries. There are a few exceptions to 

this when the gap is estimated by Kalman smoother (Germany, Malta, Poland and Romania). Nonetheless, 

HP-filtered estimates of the gap indicate a slump even in these countries.

Mostly, the Kalman smoother estimates the decrease in the gap after 2008 to be deeper and more 

prolonged than the HP filter. Nonetheless, this difference is smaller when the smoothing parameter 

is set to higher values.

The output gap calculated by HP filter with a smoothing parameter equal to 1 600 is usually very 

close to zero even in times of crisis, which seems unrealistic, especially for economies like Greece. 

The output gap in this country ranges only from –0.05 to 0.05, was already equal to zero in 2014 and GDP 

was already above its trend in 2018 according to this estimate. Such a situation is highly unrealistic given 

the huge problems in this economy. Setting higher values of the smoothing parameter leads to a much 

wider range within which the HP-filtered output gap in Greece oscillates. This makes the HP-filtered gap 

much closer to the gap estimated by Kalman smoother. A similar situation can also be seen in Cyprus, 

Denmark, Italy, Portugal, Slovenia and the United Kingdom.

Another unrealistic feature of the gap calculated by HP filter is that it was estimated to be positive 

at the beginning of the crisis in 2008 in all 28 studied economies. It is rather unrealistic that all 28 economies 

with mostly unsynchronized business cycle fluctuations would be in the same phase of the cycle at 

one  specific moment. Output gaps obtained by the Kalman smoother have more realistic features 

as the (Kalman) smoothed gap had a negative value in Germany in 2008 and was roughly zero in Finland, 

Hungary, Luxembourg, Malta, Portugal and Romania. 

CONCLUSION

An extensive empirical investigation has been carried out in this paper. Parameters of the well-known 

unobserved components Clark’s (1989) model were estimated for 28 European economies. Consequently, 

the estimated model was applied in order to (1) empirically analyse cyclical and trend components 

of GDP and the unemployment rate, and (2) investigate the validity and strength of Okun’s law. 

Econometric estimation revealed that output has a highly persistent stationary cyclical component for 

all studied economies except Malta and Romania. Both cyclical and trend components in Malta are quite 

atypical and different to other European economies. Interestingly, there is a notable similarity between 

this economy and Japan when the results reported in this paper are compared with those obtained 

by Clark (1989). Comparison with Clark’s (1989) estimates also confirms that the persistence of the gap 

in all European countries (apart from Malta and Romania) is much higher than in the US economy. 

The negative impact of the current economic crisis on the long-run growth of the GDP trend turned out 

to be highest in Bulgaria, Croatia, the Czech Republic, Hungary, Greece, Latvia and Romania. Fortunately,  

those countries hit most by the current crisis (Hungary, Latvia and Romania) experienced an increase 

in the growth of the GDP trend component during the post-crisis period after 2010.

These results correspond closely to the findings regarding the variability of the growth of the GDP 

trend component – high and significant volatility was detected for Bulgaria, Cyprus, the Czech Republic, 

Greece, Hungary, Latvia, Malta, Portugal, Romania and Spain. The highest standard deviation value was 

observed for the Czech Republic, so the long-run growth in the Czech Republic is substantially variable. 

These findings regarding substantial heterogeneity across individual countries emphasize the importance 

of analysing disaggregated European data. Such an approach taken in this paper represents a significant 

contribution to empirical literature as many studies use only aggregated European data (Azevedo et al., 

2003; Berger and Everaert, 2008; Berger, 2011; Bernhofer et al., 2014; Chen and Mills, 2012; Galati et al., 

2016; Lemoine et al., 2010; Orlandi and Pichelmann, 2000; Proietti, 2004).
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Parameter estimation of the equation describing the negative relation between output gap and cyclical 

unemployment rate confirmed the validity of Okun’s law as the total effect of the output gap on the gap 

of unemployment rate turned out to be negative in all studied economies. When assuming that only 

the contemporary output gap has an influence on unemployment, then (1) statistical insignificance 

of Okun’s law coefficient at the 10% level was detected only in four economies (Luxembourg, Malta, 

Norway and Romania), and (2) statistical significance of Okun’s law parameter at the 1% level was observed 

in 17 countries among all 28 studied economies. Cyclical properties of the unemployment rate are thus 

driven mainly by the cyclical component of GDP. We therefore confirm Ball et al.’s (2017) assertion that 

Okun’s law is a strong and stable relationship in most countries, one that has not changed substantially 

during the current economic crisis. 

Estimated coefficients in Okun’s law turned out to be in line with other empirical studies. The median 

value for the overall effect of the output gap on the unemployment rate for the 28 analysed economies 

is –0.60, which is quite close to Clark’s (1989) estimate of –0.51 as well as to Kim and Nelson’s (1999) 

estimate of –0.57 for the US economy. Other empirical studies for aggregate euro area data usually report 

values within the interval (–0.6; –0.5) (Berger, 2011; Berger and Everaert, 2008; Orlandi and Pichelmann, 

2000).

Another important finding is that estimated parameters in Okun’s law vary quite substantially across 

countries, which is in line with Ball et al.’s (2017) results. Therefore, the assumption of constancy of this 

parameter across individual economies made in some empirical studies (e.g. Novák and Darmo, 2019) 

is not satisfied.

The volatility of the trend component of the unemployment rate turned out to be quite low. This was 

suggested by the fact that the standard deviation of the random error associated with this trend component 

was statistically significant in only approximately half of the studied economies. It was also supported by 

the calculated smoothed trend of the unemployment rate, which proved to be constant for most countries. 

Therefore, possible hysteresis effects in European labour markets have not played an important role yet. This 

is an interesting result, especially for economies like Cyprus, Estonia, Greece, Ireland, Latvia, Lithuania,  

Poland, Portugal and Spain. These countries exhibit huge swings in their unemployment rate, which 

are caused by movements in the cyclical component and not in trend. Similar findings were reported, 

for example, by Clark (1989) for West Germany and the United Kingdom.

The opposite is true for GDP because the huge long-lasting decline in GDP experienced by most 

countries is caused by a decline in the trend component of GDP and not in the cycle. The output gap 

decreased after 2008 in most countries (except Germany, Malta, Poland and Romania) but was very close 

to zero or positive in 2018 (except Greece). The long-lasting slump of GDP is thus caused by a decline 

in the trend. 

A robustness check was performed for the output gap estimated by Kalman smoother because 

of the great economic importance of this variable. Specifically, the Hodrick-Prescott filter was applied 

and multiple values of the smoothing parameter were taken into account due to uncertainty about 

the correct value of this parameter for different European economies. The results obtained from 

the HP filter were quite similar to those obtained by the Kalman smoother, especially for Austria, Belgium, 

Denmark, France, Italy and Norway. The opposite is true mainly for Greece, which is an economy with 

non-standard economic conditions as this country is currently facing huge economic problems. 

Some important facts proved to be robust across different methods – the output gap declined after 

the beginning of the crisis in 2008 in virtually all countries, but the gap has already recovered and was 

close to zero or even positive at the end of the sample in 2018. The output gap obtained from the HP 

filter also had some unrealistic features. This makes the estimates obtained by the Kalman smoother 

preferable, which supports the view given by Harvey and Jaeger (1993) regarding the superiority 

of the unobserved components approach to simple detrending methods. In some cases, unrealistic features 
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 of the HP-filtered gap were overcome by increasing the smoothing parameter above the most commonly 

used value of 1 600 (for quarterly data), which demonstrates that this commonly applied value might not 

be appropriate for all European economies. 

The formulated model could be extended mainly in two ways. Firstly, the Phillips curve describing 

the relation between the output gap and inflation could be added into the model as done by Kloudová 

(2013), Orlandi and Pichelmann (2000), Beneš and N’Diaye (2004), Berger and Everaert (2008) and  

Berger (2011). Secondly, structural breaks in some variables as well as correlations between shocks 

to the unemployment rate and corresponding shocks to output might be considered as in Berger (2011), 

Chen and Mills (2012) and Proietti (2004). 
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Abstract

The Cost of Living Index (COLI) enables to show changes in the cost of household consumption assuming 

the constant utility level. The most commonly used way to approximate COLI is the Consumer Price Index 

(CPI) calculated by using the Laspeyres index. Many economists consider superlative indices such as 

the Fisher index as the best proxy for the COLI. However, it uses quantity data not only from a base but also 

the current period, which limits its usefulness. Thus, the indices like the Lowe index and the Young Index 

are used in order to approximate the Fisher index value without using current period expenditure data. Both 

of these indices use an additional parameter of delay. The purpose of this paper is to examine the influence 

of the parameter mentioned above on the Fisher index approximation using the empirical and simulation 

data.
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INTRODUCTION 
As an approximation of changes in the costs of household consumption assuming the constant utility 

(Cost of Living Index known as COLI), the Consumer Price Index is the most common way to measure  

inflation. The Cost of Living Index for a single household can be defined as the minimum cost of achieving 

a certain standard of living during a given period, divided by the minimum cost of achieving the same 

standard of living during a base period. However, in practice, the CPI is measured by the Laspeyres index, 

which is a subject of wide criticism. It risks bias due to ignoring changes in consumers’ behavior (such 

as changing the retailers to these with lower prices) due to the price change, which results in overstating  

inflation. Thus, some economists treat the Laspeyres index as the Cost of Goods index (in opposite 
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to the Cost of Living Index). According to “superlative indices” theory developed by W. Erwin Diewert 

some indices such as the Fisher index can provide a fair approximation of the COLI “using the quantities 

in the base period as well as in the current reference period as weights in a symmetric fashion”. 

Unfortunately, the Fisher index requires quantity data set from the current period, which takes time 

to process. This causes the inability of using the Fisher index results in many economic decisions such 

as monetary policy or adjusting social pensions. On the grounds of this issue statisticians proposed 

indices that approximate the Fisher index without using current expenditure data i.e. the AG mean index, 

the Lloyd-Mounton Index or the Lowe and the Young indices. The Lowe and Young indices compare 

two points in time, let us say 0 (base period) and τ, which can be any point between 0 and current 

period t, as well as precedes 0. The purpose of this paper is to approximate the optimal estimation of 

the τ parameter and verify the quality of obtained approximations. To reach this aim we realize empirical 

and simulation studies.

The structure of the paper is as follows: Section 1 discusses the connection between the Cost 

of Living Index and the Fisher index. Sections 2 and 3 introduce the Lowe price index and the Young 

price index. Section 4 describes some other approximations of the Fisher price index. Section 5 presents 

the simulation study, which concerns the bias of the previously mentioned indices. Section 6 displays an 

empirical study for 7 European countries and the EU benchmark for the 2006–2018 period. Last section 

demonstrates the main conclusions. 

1 ROLE OF THE FISHER PRICE INDEX THE COLI MEASUREMENT
The COLI was introduced in 1961 by a committee chaired by George Stigler, which highlighted the 

difference between the CPI, in a form that was used then, and the true cost of living. The committee 

concluded by recommendation to the National Bureau of Labor Statistics in the USA to start using 

the COLI and adapt the Consumer Price index to obtain a better approximation of the Cost of Living 

index. Thirty-five years later in 1996, the Booskin Committee assessed the measurement of the 

COLI by the CPI in the US and concluded that it was overstating the true COLI value by 1.1 percent 

annually.

To define the Cost of Living index let us consider household preferences over commodities 

being represented by the utility function U(q) which is dual to the consumer expenditure function 

E(P, ū) = minQ{PTQ|U(Q) ≥ ū). Most of households, wants to maximize the utility function for given 

budget limitations (in other words to minimize expenditure needed to achieve the utility level ū), and 

it leads to the following form of the Konüs price index: 

( )
( ) 

, ū  
 

, ū

T

K S

E P
P

E P
=

 

,       (1)

where s denotes the base period, t denotes for the current period and P considers prices at any moment 

τ are given by PT = [ τ τ τ 
1 2, , ., NP P P… ]T

The difference between the Cost of Living index which captures the changes of commodities quantity 

and the Laspeyres index that relies on quantities from the previous period is called the substitution bias 

and it has the biggest factor in miscalculating inflation rate. It is worth mentioning that even though 

in theory the Cost of Living index was defined by Russian economist Konüs in 1924, in practice the Fisher 

index is considered the easiest way to calculate COLI (Fisher, 1922).

As it was stated in the introduction, as a rule the Laspreyres index overstates true inflation because its 

formula takes under consideration quantities only from the previous time period: 
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where pi,t means the price of a commodity i at current time moment t, pi,b – the price of commodity i at 

base time moment 0 and qi,b – the quantity of a commodity i at base time moment 0.

On the other hand, the Pasche index understates inflation because it takes only the quantity from 

the current period i.e.

                              ,            (3)
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where qi,t  means the quantity of commodity i at the current time moment t.

Because the Laspeyres index and the Pasche index have contrary biases, the Fisher index can be 

calculated as a geometric mean of them, i.e. 

F La PaP P P= .     (4)

2 LOWE PRICE INDEX
As it was mentioned above, the biggest flaw of the current price indices is the time needed for their 

publication. This time gap necessary to gather and process data causes low usefulness in economic 

decisions. That is why we use proxies for the Fisher Index.

Let us introduce some new period τ which precedes base period (b) (some authors (Białek, 2017) 

consider also situations when τ > b). The Lowe price index can be expressed as follows:

                                         ,          
,                          (5)

τ
τ,1

τ
1

1

N t tN
i i b

N bb
i ii ii

p q p
pp q

=

=
=

∑ ∑
∑

where: 

                             
.                                      (6)

τ
τ,

τ
1

b
b i i

i N b
k kk

p qw
p q

=

=
∑

The arithmetic form of the Lowe index is not the only one. There is also a geometric version of this price 

index, i.e. 
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3 YOUNG PRICE INDEX
The second considered proxy for the Fisher price index is the Young index. The Young index is considered 

weaker in terms of fulfilled axioms, however, in some cases, it gives better Fisher index approximation 

than the Lowe Index (Armknecht and Silver, 2012). The Young index can be written as follows:

τ τ
τ
0 τ τ

1
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∑  ,                (8)
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where:

τ τ
τ
0 τ τ
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∑  

.            (9)

Similarly to the Lowe index case, we also take into consideration the geometric version of the Young 

index, i.e.

τ
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4 OTHER PROXIES FOR THE FISHER INDEX FORMULA
The indices described in Sections 2 and 3 are not only those that can be used to approximate the Fisher 

index. We should also mention about the Arithmetic-Geometric (AG) mean index and the Lloyd-

Moulton Index.

The AG mean index was proposed by Alan H. Dorfman and Janice Lent (2009), hence from their last 

names, it is sometimes called the L-D index as well. In the base version, it is the weighted from arithmetic 

mean of the Laspeyre s index and it’s geometric counterpart i.e. 

( )
1 1
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where a parameter σ is elasticity of substitution of commodities covered, sb
i  is the expenditure share at 

base time 0 of the i-th commodity, i.e.  
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The second index which should be referred to is the Lloyd–Moulton (Lloyd, 1975; Moulton, 1996) index:

                                           ,  (13)
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where  parameter has the identical meaning as before (see Formula (11)).

The Lloyd – Moulton index has also an alternative version which was suggested by Huang, Waruna 

and Polard (2015) i.e.
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5 SIMULATION STUDY 
Through the simulation, we wish to check how the bias between the Fisher index and the studied indices 

differ for various delay parameters and product baskets. We consider several case studies, which differ 

from each other with respect to correlation between prices and quantities, the direction of price changes 

and inflation rate. 

Case 1
Let us consider a scenario with N = 10 commodities where both prices and quantities change linearly 

in the following way: 

( ) T b t b
i i i ip p p p T= + −

 ,     (16)

( ) T b t b
i i i iq q q q T= + − ,  T  [0,1],            (17)

where b
ip  is goods price in the base period 0, t

ip  is the price in the current period t,  b
iq  is the goods quantity 

in the base period and t
iq  is the quantity in current period. In this scenario, we are going to control 

the parameter of delay (τ) and we tend to optimize its value.

We selected four baskets for the simulation: 

a)  N = 10 goods with negative correlation between prices and quantities (prices increase and quantities 

decrease).

Table 1  The values of prices and quantities at time 0 and t for the case a

Source: Own construction

b)  N = 10 goods negative correlation between prices and quantities (prices decrease and quantities 

increase).

Goods no. p0 pt q0 qt

1 100 120 1 000 950

2 10 11 9 000 8 000

3 5 6.6 12 500 12 000

4 1 000 1 200 2 02 150

5 120 150 2 500 2 000

6 500 550 2 000 1 900

7 150 155 2 000 1 900

8 1 550 2 000 100 70

9 2 000 2 200 200 150

10 7 10 1 450 1 000
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d)  N = 10 with prices increase and quantity decrease with the aim for inflation around 2.5% (optimal 

parameter of inflation rate for the National Polish Bank).

c)  N = 10 with mixed goods. In five cases the price increased and quantity decreased and in three 

cases the price decreased and quantities increased. Hence, these can be considered normal goods. 

For one of the commodity, the price decrease was followed with a quantity decrease as well (which 

can be observed in some kinds of commodities such as computer games or gaming consoles, when 

the majority of  purchases are made right after the introduction of the commodity to the market), 

and for the last one, the price increase caused the quantity increase (which is common for luxury 

goods – see Veblen paradox, 1899). As both of these cases are in minority in the consumer price 

index, basket there are represented as a minority in the simulation as well.    

Table 2  The values of prices and quantities at time 0 and t for the case b

Table 3  The values of prices and quantities at time 0 and t for the case c

Source: Own construction

Source: Own construction

Goods no. p0 pt q0 qt

1 100 95 1 000 1 100

2 10 9 9 000 9500

3 5 4.6 12 500 13 000

4 1 300 1 200 202 240

5 120 110 2 500 3 200

6 500 470 2 000 2 300

7 150 145 2 000 2 100

8 1 550 1 400 100 120

9 2 000 1 900 200 230

10 7 5 1 450 1 600

Goods no. p0 pt q0 qt

1 100 105 1 000 900

2 10 11 9 000 8 500

3 5 5.8 12 500 11 000

4 1 300 1 370 202 170

5 120 130 2 500 2 300

6 500 470 2 000 2 200

7 150 140 2 000 2 250

8 1 550 1 400 100 130

9 2 000 2 300 200 230

10 7 5 1 450 1 300
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Table 4  The values of prices and quantities at time 0 and t for the case d

Table 5  The values of the considered price indices for the case 1a

Source: Own construction

Source: Own construction in Mathematica 11

Goods no. p0 pt q0 qt

1 100 102 1 000 970

2 10 10.4 9000 8 000

3 5 5.6 12 500 12 000

4 1 000 1 030 202 200

5 120 122 2 500 2 400

6 500 510 2 000 1 960

7 150 153 2 000 1 990

8 1 550 1 600 100 90

9 2 000 2 050 200 170

10 7 7.5 1 450 1 440

In the simulation, we changed the value of τ in the range [–2; 0.75]. Even though the most common 

practice is to use τ that precedes the base period, in some cases in previous studies τ parameter that was 

between the base and current period gave the best results. 

Case 2
Using the same goods and services basket as in case one, let us consider exponential price and quantity 

change, i.e. 

                         ,  (18) 
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5.1 Simulation Results
Case 1a

τ parameter Laspeyres Paasche Fisher Young Geo.Young Lowe Geo.Lowe

–2.00 1.1389 1.1341 1.1365 1.1264 1.1242 1.1454 1.1425

–1.00 1.1389 1.1341 1.1365 1.1348 1.1322 1.1425 1.1397

–0.75 1.1389 1.1341 1.1365 1.1361 1.1335 1.1417 1.1389

–0.50 1.1389 1.1341 1.1365 1.1373 1.1346 1.1408 1.1380

–0.25 1.1389 1.1341 1.1365 1.1382 1.1355 1.1399 1.1371

0.25 1.1389 1.1341 1.1365 1.1393 1.1366 1.1378 1.1351

0.50 1.1389 1.1341 1.1365 1.1396 1.1369 1.1367 1.1340

0.75 1.1389 1.1341 1.1365 1.1397 1.1369 1.1354 1.1328
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Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 6  Distance between considered price indices and the Fisher index for the case 1a

Figure 1   Absolute differences between the Fisher index and the considered price indices as functions of τ (case 1a)

τ parameter PL-PF PY-PF PGY-PF PLo-PF PGLo-PF

–2.00 0.0023675 –0.0101307 –0.0123396 0.0088750 0.0060260

–1.00 0.0023675 –0.0017211 –0.0042852 0.0059991 0.0031995

–0.75 0.0023675 –0.0003513 –0.0029695 0.0051726 0.0023886

–0.50 0.0023675 0.0007769 –0.0018858 0.0042952 0.0015283

–0.25 0.0023675 0.0016793 –0.0010194 0.0033620 0.0006139

0.25 0.0023675 0.0028495 0.0001008 0.0013054 –0.0013984

0.50 0.0023675 0.0031295 0.0003657 0.0001687 –0.0025092

0.75 0.0023675 0.0032086 0.0004360 –0.0010508 –0.0036996
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Case 1b

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 7  The values of the considered price indices and their distances to the Fisher price index for the case 1b

Table 8  Distance between considered price indices and the Fisher index for the case 1b

Figure 2   Absolute differences between the Fisher index and the considered price indices as functions of τ (case 1b)

τ parameter Laspeyres Paasche Fisher Young Geo.Young Lowe Geo.Lowe

–2.00 0.9358 0.9353 0.9355 0.9365 0.9362 0.9375 0.9372

–1.00 0.9358 0.9353 0.9355 0.9360 0.9357 0.9365 0.9362

–0.75 0.9358 0.9353 0.9355 0.9359 0.9356 0.9363 0.9360

–0.50 0.9358 0.9353 0.9355 0.9359 0.9356 0.9361 0.9358

–0.25 0.9358 0.9353 0.9355 0.9358 0.9355 0.9359 0.9357

0.25 0.9358 0.9353 0.9355 0.9358 0.9355 0.9356 0.9354

0.50 0.9358 0.9353 0.9355 0.9358 0.9355 0.9355 0.9352

0.75 0.9358 0.9353 0.9355 0.9358 0.9355 0.9354 0.9351

τ parameter PL-PF PY-PF PGY-PF PLo-PF PGLo-PF

–2.00 0.0002600 0.0010074 0.0006373 0.0019821 0.0016669

–1.00 0.0002600 0.0004750 0.0001485 0.0009664 0.0006666

–0.75 0.0002600 0.0003967 0.0000801 0.0007671 0.0004703

–0.50 0.0002600 0.0003358 0.0000287 0.0005841 0.0002903

–0.25 0.0002600 0.0002906 –0.0000071 0.0004156 0.0001245

0.25 0.0002600 0.0002427 –0.0000369 0.0001157 –0.0001705

0.50 0.0002600 0.0002379 –0.0000327 –0.0000183 –0.0003023

0.75 0.0002600 0.0002449 0.0000168 –0.0001432 –0.0004251
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Case 1c

Figure 2                                                                                                                                                                                          (continuation)

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 9  The values of the considered price indices and their distances to the Fisher price index for the case 1c

Table 10  Distance between considered price indices and the Fisher index for the case 1c

τ parameter Laspeyres Paasche Fisher Young Geo.Young Lowe Geo.Lowe

–2.00 1.00942 1.0053 1.0074 1.0038 1.0002 1.0192 1.0155

–1.00 1.00942 1.0053 1.0074 1.0061 1.0024 1.0140 1.0102

–0.75 1.00942 1.0053 1.0074 1.0069 1.0031 1.0128 1.0090

–0.50 1.00942 1.0053 1.0074 1.0077 1.0038 1.0117 1.0078

–0.25 1.00942 1.0053 1.0074 1.0085 1.0046 1.0105 1.0066

0.25 1.00942 1.0053 1.0074 1.0104 1.0064 1.0084 1.0044

0.50 1.00942 1.0053 1.0074 1.0114 1.0073 1.0073 1.0033

0.75 1.00942 1.0053 1.0074 1.0124 1.0083 1.0063 1.0023

τ parameter PL-PF PY-PF PGY-PF PLo-PF PGLo-PF

–2.00 0.0020476 –0.0036002 –0.0071668 0.0118328 0.0081712

–1.00 0.0020476 –0.0012475 –0.0049855 0.0066402 0.0028221

–0.75 0.0020476 –0.0005061 –0.0042910 0.0054400 0.0015898

–0.50 0.0020476 0.0002914 –0.0035417 0.0042756 0.0003956

–0.25 0.0020476 0.0011432 –0.0027394 0.0031452 –0.0007623

0.25 0.0020476 0.0030031 –0.0009812 0.0009811 –0.0029754

0.50 0.0020476 0.0040087 –0.0000276 –0.0000554 –0.0040336

0.75 0.0020476 0.0050635 0.0009744 –0.0010631 –0.0050615
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Case 1d

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 11  The values of the considered price indices and their distances to the Fisher price index for the case 1d

Figure 3   Absolute differences between the Fisher index and the considered price indices as functions of τ (case 1c)

τ parameter Laspeyres Paasche Fisher Young Geo.Young Lowe Geo.Lowe

–2.00 1.02515 1.0250 1.0251 1.0248 1.0247 1.0253 1.0252

–1.00 1.02515 1.0250 1.0251 1.0250 1.0249 1.0253 1.0251

–0.75 1.02515 1.0250 1.0251 1.0250 1.0249 1.0252 1.0251

–0.50 1.02515 1.0250 1.0251 1.0251 1.0250 1.0252 1.0251

–0.25 1.02515 1.0250 1.0251 1.0251 1.0250 1.0252 1.0251

0.25 1.02515 1.0250 1.0251 1.0252 1.0251 1.0251 1.0250

0.50 1.02515 1.0250 1.0251 1.0252 1.0251 1.0251 1.0250

0.75 1.02515 1.0250 1.0251 1.0253 1.0251 1.0251 1.0250
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Source: Own construction in Mathematica 11

Table 12  Distance between considered price indices and the Fisher index for the case 1d

τ parameter PL-PF PY-PF PGY-PF PLo-PF PGLo-PF

–2.00 0.0000545 –0.0002913 –0.0003892 0.0002437 0.0001259

–1.00 0.0000545 –0.0001089 –0.0002178 0.0001534 0.0000348

–0.75 0.0000545 –0.0000663 –0.0001779 0.0001296 0.0000107

–0.50 0.0000545 –0.0000249 –0.0001391 0.0001051 –0.0000139

–0.25 0.0000545 0.0000154 –0.0001015 0.0000801 –0.0000392

0.25 0.0000545 0.0000924 –0.0000298 0.0000282 –0.0000915

0.50 0.0000545 0.0001291 0.0000044 0.0000014 –0.0001187

0.75 0.0000545 0.0001647 0.0000373 -0.0000262 –0.0001465

Figure 4  Absolute differences between the Fisher index and the considered price indices as functions of τ (case 1d)

Source: Own construction in Mathematica 11
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Case 2a

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Figure 5  Absolute differences between the Fisher index and the considered price indices as functions of τ (case 2a)

Table 13  The values of the considered price indices and their distances to the Fisher price index for the case 2a

Table 14  Distance between considered price indices and the Fisher index for the case 2a

τ parameter Laspeyres Paasche Fisher Young Geo.Young Lowe Geo.Lowe

–2.00 1.1389 1.1341 1.1365 1.1380 1.1353 1.1492 1.1463

–1.00 1.1389 1.1341 1.1365 1.1384 1.1357 1.1439 1.1411

–0.75 1.1389 1.1341 1.1365 1.1385 1.1358 1.1426 1.1398

–0.50 1.1389 1.1341 1.1365 1.1386 1.1359 1.1414 1.1386

–0.25 1.1389 1.1341 1.1365 1.1387 1.1360 1.1401 1.1373

0.25 1.1389 1.1341 1.1365 1.1390 1.1363 1.1376 1.1349

0.50 1.1389 1.1341 1.1365 1.1392 1.1364 1.1364 1.1338

0.75 1.1389 1.1341 1.1365 1.1394 1.1366 1.1353 1.1326

τ parameter PL-PF PY-PF PGY-PF PLo-PF PGLo-PF

–2.00 0.0023675 0.0014823 –0.0011591 0.0127277 0.0098000

–1.00 0.0023675 0.0018598 –0.0008239 0.0074280 0.0045957

–0.75 0.0023675 0.0019715 –0.0007228 0.0061365 0.0033298

–0.50 0.0023675 0.0020925 –0.0006125 0.0048617 0.0020810

–0.25 0.0023675 0.0022241 –0.0004919 0.0036049 0.0008507

0.25 0.0023675 0.0025239 –0.0002147 0.0011509 –0.0015489

0.50 0.0023675 0.0026947 –0.0000557 –0.0000437 –0.0027158

0.75 0.0023675 0.0028810 0.0001184 –0.0012152 –0.0038594
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Case 2b

Source: Own construction in Mathematica 11

Figure 5                                                                                                                                                                                          (continuation)

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 15  The values of the considered price indices and their distances to the Fisher price index for the case 2b

Table 16  Distance between considered price indices and the Fisher index for the case 2b

τ parameter Laspeyres Paasche Fisher Young Geo.Young Lowe Geo.Lowe

–2.00 0.9358 0.9353 0.9355 0.935425 0.9350 0.9368 0.9365

–1.00 0.9358 0.9353 0.9355 0.9357 0.9353 0.9363 0.9360

–0.75 0.9358 0.9353 0.9355 0.9357 0.9354 0.9362 0.9359

–0.50 0.9358 0.9353 0.9355 0.9357 0.9354 0.9360 0.9358

–0.25 0.9358 0.9353 0.9355 0.9358 0.9355 0.9359 0.9356

0.25 0.9358 0.9353 0.9355 0.9358 0.9355 0.9357 0.9354

0.50 0.9358 0.9353 0.9355 0.9358 0.9355 0.9355 0.9352

0.75 0.9358 0.9353 0.9355 0.9358 0.9355 0.9354 0.9351

τ parameter PL-PF PY-PF PGY-PF PLo-PF PGLo-PF

–2.00 0.0002600 –0.0001042 –0.0005026 0.0012598 0.0009538

–1.00 0.0002600 0.0001474 –0.0001885 0.0007666 0.0004693

–0.75 0.0002600 0.0001873 –0.0001355 0.0006412 0.0003461

–0.50 0.0002600 0.0002190 –0.0000915 0.0005150 0.0002220

–0.25 0.0002600 0.0002431 –0.0000561 0.0003879 0.0000971

0.25 0.0002600 0.0002700 –0.0000087 0.0001312 –0.0001552

0.50 0.0002600 0.0002736 0.0000042 0.0000017 –0.0002826

0.75 0.0002600 0.0002712 0.0000104 –0.0001287 –0.0004108
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Case 2c

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 17  The values of the considered price indices and their distances to the Fisher price index for the case 2c

Figure 6  Absolute differences between the Fisher index and the considered price indices as functions of τ (case 2b)

τ parameter Laspeyres Paasche Fisher Young Geo.Young Lowe Geo.Lowe

–2.00 1.00942 1.0053 1.0074 1.0036 0.9998 1.0185 1.0148

–1.00 1.00942 1.0053 1.0074 1.0062 1.0024 1.0138 1.0100

–0.75 1.00942 1.0053 1.0074 1.0069 1.0031 1.0127 1.0088

–0.50 1.00942 1.0053 1.0074 1.0077 1.0039 1.0116 1.0077

–0.25 1.00942 1.0053 1.0074 1.0085 1.0046 1.0105 1.0066

0.25 1.00942 1.0053 1.0074 1.0104 1.0064 1.0084 1.0044

0.50 1.00942 1.0053 1.0074 1.0114 1.0073 1.0073 1.0034

0.75 1.00942 1.0053 1.0074 1.0124 1.0083 1.0063 1.0023
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Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 18  Distance between considered price indices and the Fisher index for the case 2c

τ parameter PL-PF PY-PF PGY-PF PLo-PF PGLo-PF

–2.00 0.0020476 –0.0038098 –0.0075550 0.0110956 0.0073880

–1.00 0.0020476 –0.0011955 –0.0049864 0.0064462 0.0026152

–0.75 0.0020476 –0.0004550 –0.0042735 0.0053202 0.0014618

–0.50 0.0020476 0.0003298 –0.0035221 0.0042111 0.0003266

–0.25 0.0020476 0.0011627 –0.0027274 0.0031200 –0.0007894

0.25 0.0020476 0.0029876 –0.0009925 0.0009945 –0.0029610

0.50 0.0020476 0.0039858 –0.0000451 –0.0000385 –0.0040155

0.75 0.0020476 0.0050447 0.0009596 –0.0010513 –0.0050487

Figure 7  Absolute differences between the Fisher index and the considered price indices as functions of τ (case 2c)



ANALYSES

48

Case 2d

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 19  The values of the considered price indices and their distances to the Fisher price index for the case 2d

Table 20  Distance between considered price indices and the Fisher index for the case 2d

τ parameter Laspeyres Paasche Fisher Young Geo.Young Lowe Geo.Lowe

–2.00 1.02515 1.0250 1.0251 1.0249 1.0248 1.0254 1.0253

–1.00 1.02515 1.0250 1.0251 1.0250 1.0249 1.0253 1.0251

–0.75 1.02515 1.0250 1.0251 1.0251 1.0250 1.0252 1.0251

–0.50 1.02515 1.0250 1.0251 1.0251 1.0250 1.0252 1.0251

–0.25 1.02515 1.0250 1.0251 1.0251 1.0250 1.0252 1.0251

0.25 1.02515 1.0250 1.0251 1.0252 1.0251 1.0251 1.0250

0.50 1.02515 1.0250 1.0251 1.0252 1.0251 1.0251 1.0250

0.75 1.02515 1.0250 1.0251 1.0253 1.0251 1.0251 1.0250

τ parameter PL-PF PY-PF PGY-PF PLo-PF PGLo-PF

–2.00 0.0000545 –0.0001638 –0.0002645 0.0002751 0.0001586

–1.00 0.0000545 –0.0000661 –0.0001759 0.0001646 0.0000464

–0.75 0.0000545 –0.0000382 –0.0001503 0.0001370 0.0000184

–0.50 0.0000545 –0.0000087 –0.0001233 0.0001095 –0.0000095

–0.25 0.0000545 0.0000221 0.0000949 0.0000820 –0.0000373

0.25 0.0000545 0.0000884 –0.0000337 0.0000271 –0.0000927

0.50 0.0000545 0.0001237 –0.0000009 –0.0000002 –0.0001203

0.75 0.0000545 0.0001606 0.0000333 –0.0000274 –0.0001477

Figure 8  Absolute differences between the Fisher index and the considered price indices as functions of τ (case 2d)
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6 EMPIRICAL STUDY
In this section, we wish to  verify the level of bias altering the above-mentioned indices. We collect data 

from the COICOP 3 and 4 level. We consider the following groups of goods and services from the HICP 

basket:

 Food,

 Alcoholic beverages,

 Audio-visual, photographic and information processing equipment,

 Newspapers, books and stationery.

We compare results of both mean and summed up substitution bias calculated for years 2006–2018 for 

Poland, Czech Republic, Hungary, Slovakia, United Kingdom, France, Germany, and the UE benchmark. 

We take τ = –1 for calculations of the Young and the Lowe indices. These results are presented in Tables 

21–28. 

In all considered groups of goods mean value for substitution bias was the smallest in the case 

of the Laspeyres index. Even though geometric versions of both the Lowe and the Young indices gave much 

better results than their arithmetic counterparts, the substitution bias was still considerately bigger than 

for the Laspeyres index. This is partly the effect of year-to-year update of consumer baskets in both CPI 

and HICP indices as well as that the HICP index by definition already tries to reduce substitution bias.

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 21  Mean values of differences between the considered indices and Fisher index for “food” category

Country PL-PF PLo-PF PY-PF PGLo-PF PGY-PF

European Union 0.00008 0.00065 0.00070 0.00057 0.00062

Czechia 0.00060 0.00314 0.00257 0.00316 0.00219

Germany 0.00019 0.00093 0.00099 0.00076 0.00082

France 0.00009 0.00057 0.00066 0.00054 0.00060

Hungary 0.00103 0.00160 0.00229 0.00104 0.00160

Poland 0.00041 0.00152 0.00166 0.00116 0.00126

Slovakia 0.00036 0.00116 0.00169 0.00067 0.00123

United Kingdom 0.00013 0.00052 0.00064 0.00046 0.00059

Figure 8                                                                                                                                                                                    (continuation)
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Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 23   Mean values of differences between the considered indices and Fisher index for “alcoholic beverages” 

category

Table 24   Summed up values of differences between the considered indices and Fisher index for “alcoholic 

beverages” category

Table 22  Summed up values of differences between the considered indices and Fisher index for “food” category

Country PL-PF PLo-PF PY-PF PGLo-PF PGY-PF

European Union 0.00080 0.00831 0.00896 0.00688 0.00753

Czechia 0.00721 –0.01914 –0.01310 –0.02938 –0.02334

Germany 0.00177 0.01161 0.01187 0.00834 0.00864

France 0.00105 0.00681 0.00799 0.00549 0.00668

Hungary 0.01339 0.01626 0.02974 0.00248 0.01438

Poland 0.00203 0.01757 0.01914 0.01188 0.01339

Slovakia 0.00203 0.01460 0.02077 0.00561 0.01111

United Kingdom 0.00131 0.00658 0.00791 0.00498 0.00630

Country PL-PF PLo-PF PY-PF PGLo-PF PGY-PF

European Union 0.00001 0.00004 0.00004 0.00004 0.00005

Czechia 0.00025 0.00060 0.00060 0.00060 0.00060

Germany 0.00006 0.00033 0.00032 0.00031 0.00032

France 0.00015 0.00054 0.00053 0.00057 0.00056

Hungary 0.00052 0.00200 0.00185 0.00192 0.00176

Poland 0.00006 0.00021 0.00018 0.00023 0.00020

Slovakia 0.00016 0.00040 0.00041 0.00043 0.00045

United Kingdom 0.00012 0.00056 0.00053 0.00054 0.00051

Country PL-PF PLo-PF PY-PF PGLo-PF PGY-PF

European Union 0.00011 0.00020 0.00017 0.00011 0.00008

Czechia 0.00121 0.00140 0.00208 0.00021 0.00088

Germany –0.00036 0.00305 0.00273 0.00273 0.00242

France 0.00120 0.00322 0.00342 0.00223 0.00242

Hungary 0.00501 –0.00935 –0.00784 –0.01354 –0.01202

Poland 0.00059 –0.00109 –0.00134 –0.00161 –0.00186

Slovakia 0.00103 –0.00159 –0.00179 –0.00266 –0.00286

United Kingdom 0.00145 –0.00168 –0.00169 –0.00259 –0.00260
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Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Source: Own construction in Mathematica 11

Table 26   Summed up values of differences between the considered indices and Fisher index for “newspapers, 

books, and stationery” category

Table 27   Mean values of differences between the considered indices and Fisher index for “audio-visual, 

photographic and information processing equipment” category

Table 25   Mean values of differences between the considered indices and Fisher index for “newspapers, books, 

and stationery” category

Country PL-PF PLo-PF PY-PF PGLo-PF PGY-PF

European Union 0.00012 0.00054 0.00040 0.00048 0.00037

Czechia 0.00049 0.00126 0.00114 0.00122 0.00110

Germany 0.00018 0.00083 0.00059 0.00075 0.00056

France 0.00011 0.00028 0.00019 0.00022 0.00016

Hungary 0.00212 0.00566 0.00404 0.00452 0.00305

Poland 0.00074 0.00148 0.00181 0.00144 0.00204

Slovakia 0.00037 0.00130 0.00110 0.00122 0.00101

United Kingdom 0.00045 0.00113 0.00095 0.00116 0.00098

Country PL-PF PLo-PF PY-PF PGLo-PF PGY-PF

European Union 0.00144 0.00062 –0.00042 –0.00028 –0.00132

Czechia 0.00361 0.00187 0.00189 0.00065 0.00067

Germany 0.00161 –0.00147 –0.00206 –0.00323 –0.00383

France 0.00081 0.00341 0.00198 0.00243 0.00101

Hungary 0.02730 0.07291 0.04700 0.05707 0.03065

Poland 0.00355 0.00157 –0.00735 –0.00651 –0.01541

Slovakia 0.00419 0.00210 0.00317 –0.00054 0.00054

United Kingdom 0.00050 –0.00959 –0.00898 –0.01208 –0.01149

Country PL-PF PLo-PF PY-PF PGLo-PF PGY-PF

European Union 0.00115 0.00449 0.00223 0.00389 0.00146

Czechia 0.00132 0.00610 0.00421 0.00594 0.00418

Germany 0.00112 0.00275 0.00261 0.00241 0.00247

France 0.00144 0.00488 0.00444 0.00443 0.00420

Hungary 0.00127 0.00392 0.00492 0.00366 0.00464

Poland 0.00124 0.00327 0.00352 0.00260 0.00293

Slovakia 0.00161 0.00540 0.00508 0.00495 0.00462

United Kingdom 0.00285 0.01247 0.00543 0.01091 0.00384
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However, it is worth mentioning that aggregated bias from the period 2006–2018 was bigger for the 

Laspeyres index in some cases, especially for “audio-visual, photographic, and information processing 

equipment” and “newspapers, books, and stationery”. Due to the fact that the Lowe and the Young indices 

bias direction is more unpredictable than in the case of the Laspeyres index which regularly overstates 

inflation, in some cases for a long period of time they might be a better option.

CONCLUSION
In the majority of considered cases the Young index gives better approximation of the Fisher Index than 

the Laspeyres index, for the τ in the range [–1; –0.25] and worse in range [0.25; 1], which still makes 

him the most reliable, as usually, statisticians use periods prior to base period. However, for linear price 

decrease (1b) the Young index gave the opposite results – it was biased in range [–1; –0.25] and less biased 

in range [0.25; 1]. In this case, the Geometric Young index gives much better results, even though it was 

biased in most of the other considered simulations.

In every simulation the Lowe index gave the worse results for τ in the range [–1; –0.25] and better 

in [0.25; 1], thus making it unreliable for statistical purposes if we wish to use data from the previous 

time periods. However, its geometric counterpart gave better results, especially for the fourth basket 

with an inflation rate close to 2.5%. In both, linear and exponential cases, it gave better results than 

the Young index, thus becoming an interesting alternative for measuring inflation in stable conditions 

in developed countries.

For empirical data in different groups of goods, the average bias for both Young and Lowe indices 

was bigger than for the Laspeyres index. However, in the case of some groups of wares, the aggregated 

bias of the Young and the Lowe indices was much smaller, thus making it an interesting alternative 

for inflation measurement in the long-term. 
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Abstract

Scanner data are a quite new data source for statistical agencies and the availability of electronic sales data 

for the calculation of the Consumer Price Index (CPI) has increased over the past 16 years. Scanner data can 

be obtained from a wide variety of retailers (supermarkets, home electronics, Internet shops, etc.) and provide 

information at the level of the barcode, i.e. the Global Trade Item Number (GTIN, formerly known as the EAN 

code). One of new challenges connected with scanner data is the choice of the index formula which should 

be able to reduce the chain drift bias and the substitution bias. In this paper, we compare several price index 

methods for CPI calculations based on scanner data. In particular, we consider bilateral index methods with 

chained versions of direct weighted and unweighted indices, and also selected multilateral index methods, 

i.e. the quality adjusted unit value method (QU method) and its special case (the Geary-Khamis method), 

the augmented Lehr method, the so called “real time index”, the GEKS method and the CCDI method. 

We consider different weighting schemes in quantity weights on the price index. We compare all these methods 

using a real scanner data set obtained from one supermarket chain.. The main aim of the paper is to show how 

big differences among bilateral and multilateral indices may rise while using real scanner data sets. In particular 

our results lead to the conclusion that the choice of the multilateral formula and the weighting scheme does 

matter in inflation measurement. It is shown that differences between values of all discussed formulas may 

exceed several percentage points even in the case of only one homogeneous group of products.2

Keywords

Scanner data, Consumer Price Index, superlative indices, elementary indices, chain indices, 

QU-GK index, Geary-Khamis method, real time index, GEKS, bilateral indices, multilateral indices
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INTRODUCTION

Scanner data mean transaction data that specify turnover and numbers of items sold by GTIN (barcode, 

formerly known as the EAN code). Scanner data have numerous advantages compared to traditional 

survey data collection because such data sets are much bigger than traditional ones and they contain 

complete transaction information, i.e. information about prices and quantities.
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In other words, scanner data contain expenditure information at the item level (i.e. at the barcode or 

the GTIN level), which makes it possible to use expenditure shares of items as weights for calculating 

price indices at the lowest (elementary) level of data aggregation.

Scanner data from two supermarkets were introduced in the Dutch CPI in 2002 and, in January 

2010, the number of supermarkets providing the scanner data was extended to six. The Dutch CPI was 

re-designed (de Haan, 2006; Van der Grient and de Haan, 2010; de Haan and Van der Grient, 2011). 

In 2017, scanner data of ten supermarkets chains were used and at present surveys are not carried out 

anymore for supermarkets, i.e. scanner data from other retailers (for instance, from do-it-yourself stores 

or from travel agencies) are used in the Dutch CPI (Chessa, 2015). Until 2015, four EU countries were 

using scanner data (the Netherlands, Norway, Sweden, and Switzerland). The number of countries that 

make use of scanner data in their CPI has been growing, i.e. in April 2016, the number of EU countries 

increased to seven (Belgium, Denmark and Iceland started to use such data sets) and at present, some 

of national statistical institutes (NSIs) consider starting to use scanner data. Some other countries consider 

using scanner data in their CPI calculation in the nearest future (or have just started using it), for instance: 

the French National Statistical Institute (INSEE) launched in 2010 a pilot project in order to get some 

insights into the suitability of these data for CPI purposes, the Statistics Portugal was awarded in 2011 

a Eurostat grant to undertake the initial research on the exploitation of scanner data, in Luxembourg, 

collaboration was put in place with several retailers who agreed to transmit every month their data to 

the IT system (STATEC) and scanner data have been introduced in the regular production from January 

2018. In January 2018, in Poland, the project titled “INSTATCENY” began and its main aim is to create 

the new methodology of CPI measurement based on data from different (traditional and untraditional) 

sources, including scanner data and web-scraped data. In 2017, the Eurostat provided Practical Guide 

for Processing Supermarket Scanner data, which is commonly available on website: <https://ec.europa.

eu/eurostat/web/hicp/overview>. In the above-mentioned guide, we can read: “This guide describes 

the situation in 2017. It will need to be updated as the use of scanner data develops and broadens”. 

In fact, the methodology for CPI (or HICP) construction using scanner data has strongly evolved over 

the last few years (see for instance: Ivancic et. al., 2011; Krsnich, 2014; Griffioen and Bosch, 2016; de Haan 

et al., 2016; Chessa and Griffioen, 2016; Chessa, 2017; Diewert and Fox, 2017). One of new challenges 

connected with scanner data is the choice of the index formula which should be able to reduce the chain 

drift bias and the substitution bias.

In this paper, we compare several price index methods for CPI calculations based on scanner data. 

The main aim of the paper is to show how big differences among bilateral and multilateral indices may 

rise while using real scanner data sets. In particular it is shown that the choice of the multilateral formula 

and the weighting scheme does matter in inflation measurement. The paper is organised as follows: 

Section 1 presents main advantages, disadvantages and challenges connected with using scanner data. 

Section 2 describes a selected bilateral and multilateral index method which can be used in the case 

of scanner data and this Section also discusses updating and weighting problem connected with multilateral 

methods; Section 3 proposes some price index modifications; Section 4 presents the results from our 

simulation study and examines the influence of the price and quantity behaviour on differences between 

the discussed index methods; Section 5 continues the comparison of bilateral and multilateral methods; 

it presents the empirical study based on real scanner data sets obtained from one supermarket and 

the e-commerce platform allegro.pl; last section lists the main conclusions.

1 SCANNER DATA: ADVANTAGES, DISADVANTAGES AND CHALLENGES

One of the main advantages of using scanner data is the fact that these data sets allow for the level 

of elementary aggregate to be taken down to lower levels, as the information about prices and quantities 

(thus also about weights) is available. Scanner data sets are huge and may provide some additional
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information about products (such as the following attributes: size, colour, package quantity, etc.). These

attributes may be useful in aggregating items into homogeneous groups. Besides, obtaining scanner 

data is much cheaper than obtaining CPI data in the traditional manner. In the Eurostat’s  Practical 

Guide for Processing Supermarket Scanner data from 2017, we can read (page 9): “In the traditional price 

collection, price collectors have to trust intuition and common sense and it may happen that prices 

are collected as long as the item is available even though it is no longer representative. In scanner data 

the representativeness is guaranteed”.

To list disadvantages of using scanner data, we should start with the substantial dependence 

of the NSI on a retailer. In fact, in the traditional CPI measurement, a price collector must only receive 

from a given retailer the permission to visit the outlet. In the case of scanner data, there must be a legal  

contract between the NSI and a given retailer which allows the NSI to fully control and monitor 

the data. The second disadvantage (or rather a new challenge) is the fact that methodology for sampling 

of scanner data is still poorly developed, i.e. there are open questions about sampling of regions (if retailers  

use regional prices) or sampling of outlets (if the outlets differ from one another with respect to opening 

hours or offered goods). Also the choice of the time interval for aggregating of scanner data may be 

problematic, since many product prices change periodically but the price cycle may equal to a quarter, 

a month, a week or even a day. In fact, observing scanner data, it is easy to confirm the known fact 

that prices are often higher on Saturday (see Figure 1),  and each day the value of sales (see Figure 2), 

the number of transactions (see Figure 3) and  the price (see Figure 4) are the highest in the afternoon 

or in the evening. Moreover, the distribution of the expenditure on a given product may strongly depend 

on the day, for instance, the expenditure fluctuations on Monday and on Friday may differ from each other 

significantly (see Figure 5). The same remark could be repeated for prices of products (see Figure 6). All 

figures which confirm our above-mentioned remarks, i.e. Figures 1–6, are obtained for the homogeneous  

group of child safety seats (sample EANs: 5902581655226, 5902533903429, or 5902581652850) and 

the analysed scanner data set comes from the net portal allegro.pl (the TradeWatch tool) and concerns 

the time interval: 22.11.2015–16.12.2018.

Figure 1  Daily average price of child safety seats

Source: <TradeWatch.pl>
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Figure 4  Average price of child safety seats depending on hours

Figure 2  Average value of sales of child safety seats depending on hours

Figure 3  Average number of transactions concerning child safety seats depending on hours

Source: <TradeWatch.pl>

Source: <TradeWatch.pl>

Source: <TradeWatch.pl>
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Figure 5  Fluctuations of the average expenditure on child safety seats depending on days

Figure 6  Fluctuations of the average price of child safety seats depending on days

Source: <TradeWatch.pl>

Source: <TradeWatch.pl>

The first challenge connected with scanner data concerns item codes. As it was mentioned above, 

the GTIN (formerly known as the EAN) is the name currently used for coding in the case of scanner 

data. Nevertheless, the following codes may also be used: price look-up (PLU) and stock-keeping units 

(SKUs). PLU codes are shorter than GTINs and SKUs can be slightly more generic than GTINs. In practice, 

when NSIs use scanned data from different retailers with different code systems, some problems with 

identifying products may rise. Moreover, scanner data may contain data on transactions between the 

retailer and other business, which should be verified and detected (such transactions should be excluded 

from CPI calculations). The next challenge is detecting items which were returned within the given 

period after the purchase. Since typically, 10 000–25 000 item codes are used in the supermarket, a huge 

challenge is to create the appropriate, preferably automatic (or at least almost fully automatic) IT system  

which is able to go through with the above-mentioned detections and which takes into consideration 

seasonal goods, replacements, as well as disappearing and appearing item codes in the sample. Finally, 

one of new challenges connected with scanner data is the choice of the index formula which should 

be able to reduce the chain drift bias and the substitution bias. In the paper, we focus on the choice 

of the price index formula.
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2 INDEX METHODS FOR CPI CALCULATIONS USING SCANNER DATA

Most statistical agencies use bilateral index numbers in the CPI measurement, i.e. they use indices which 

compare prices and quantities of a group of commodities from the current period with the corresponding 

prices and quantities from a base (fixed) period. In multilateral methods, we collect information about 

prices and quantities of a group of commodities from T periods and next we calculate a sequence 

of price indices for these T periods. Although Ivancic, Diewert and Fox (2011) have suggested that the use 

of multilateral indices in the scanner data case can solve the chain drift problem, most statistical agencies 

using scanner data still make use of the monthly chained Jevons index (Chessa et al., 2017). Since the 

elementary Jevons price index belongs to bilateral (direct) index methods, we start our description of 

possible methods with these methods. Following Chessa et al. (2017), let us denote the sets of homogeneous 

products belonging to the same product group in months 0  and t  by 0G  and tG  respectively, and let 

tG ,0  denote the set of matched products in both moments 0 and t .  A product may refer to a single item 

(GTIN) or to a sub-group of items (GTINs) having the same characteristics, and thus being in the same 

homogeneity group. In the next part of the paper, we consider the second scenario, i.e. a homogeneous 

group of different GTINs but having identical characteristics. We also consider a month as a time period 

over which scanner data are aggregated. In fact, one month is the longest interval among time intervals 

recommended by Eurostat for the scanner data aggregation (see Practical Guide for Processing Supermarket 

Scanner data, 2017, page 13) although, the same document on the same page states: “Most commonly, 

scanner data are collected weekly, i.e. all transactions taking place during a week are aggregated”. 

2.1 Bilateral index methods

2.1.1 Unweighted formulas

A recommendation of the European Commission concerning the choice of the elementary formula 

at the lowest level of data aggregation can be found on website: <http://www.ilo.org/public/english/bureau/

stat/download/cpi/corrections/annex1.pdf> and it is as follows: “For the HICPs the ratio of geometric 

mean prices or the ratio of arithmetic mean prices are the two formulae which should be used within 

elementary aggregates. The arithmetic mean of price relatives may only be applied in exceptional cases and 

where it can be shown that it is comparable”. In other words, if expenditure information is not available, 

the European Commission recommends the Jevons (1865) price index (see also Diewert, 2012; or Levell, 

2015), which can be written as follows:
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hand, the same recommendation takes also into consideration (“in exceptional cases”) the Carli (1804) 

price index, which can be written as follows:
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In our research, we consider only the first Formula (1) together with its monthly chained version which 

is denoted here by t
JCHP ,0

− .

2.1.2 Weighted formulas

Since scanner data contain information about the expenditure, it is possible in their case to calculate 

weighted bilateral indices. Superlative price indices, firstly proposed by Diewert (1976), are the most 
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recommended index formulas for the scanner data case (as base formulas). Following Chessa et al. (2017), 

we consider the Törnqvist (1936) price index, which is given by:
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where 0
is  and t

is  denote the expenditure shares of matched products in months 0 and t .

Other commonly known superlative price indices are the Fisher price index (1922) and the Walsh 

price index (1901). Their formulas, denoted by t
FP ,0  and by t

WP ,0  respectively, can be written as follows:
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where 
0
iq  and 

t
iq  denote quantities of matched products in months 0 and t , t

LaP ,0  and t
PaP ,0  denote 

the Laspeyres price index (1864) and the Paasche price index (1874)  respectively (see Section 2.2.1). 

In the next part of the paper only the Fisher and  the Törnqvist price indices are taken into consideration.

2.2 Multilateral index methods

Multilateral index methods have their genesis in comparisons of price levels across countries or regions. 

These methods satisfy the transitivity, which is a desirable property for spatial comparisons due to the fact 

that the results are independent of the choice of base country (region). Commonly known methods are 

the GEKS method (also known as the EKS method – see Gini (1931), Eltetö and Köves (1964), Szulc (1964), 

the Geary-Khamis (GK) method (Geary, 1958; Khamis, 1972), the CCDI method (Caves, Christensen 

and Diewert, 1982; Inklaar and Diewert, 2016) or the real time index method (Chessa, 2015)). In this 

paper, we consider most of these methods but the problem of the best choice of the multilateral formula 

seems to be still open.

2.2.1 The quality adjusted unit value index and the Geary-Khamis (GK) method

The term “Quality adjusted unit value method” (shortened to the “QU method”) was introduced 

by Chessa (see, for instance, Chessa, 2015, 2016). The QU method is a family of unit value based 

index methods with the above-mentioned Geary-Khamis (GK) method as a special case. According 

to the QU method, the price index t
QUP ,0  which compares the period t  with the base period 0 is defined 

as follows:
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where the numerator in (6) is the measure  of the turnover (expenditure) change between the two considered 

months and the denominator in (6) is a weighted quantity index. Note that both the turnover index and 
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the weighted quantity index are transitive, and thus the price index t
QUP ,0  is also transitive (Chessa et al., 

2017). Note also that the quantity weights iv  are the only unknown factors in Formula (6) and these 

factors convert sold quantities 0
iq  and t

iq  into “common units” 0
ii qv  and t

ii qv .  Prices of products, 0
ip  

and t
ip , are converted into “quality adjusted prices” ii vp /0  and i

t
i vp / . If the considered consumption 

segment is homogeneous, then product quantities can be summed (factors iv  are equal for all products) 

and the index t
QUP ,0  simplifies to the unit value index (the nominator of (6)). If the above-mentioned 

consumption segment is not homogeneous, then the unit value index must be adjusted. Note also that 

the formula t
QUP ,0  defines a family of price indices. In fact, limiting considerations to products sold in both 

moments 0 and t , and setting iv  equal to the product prices in the current period t , the Formula (6) 

leads to the Laspeyres index:
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Similarly, if we consider the group of products tG ,0  and if the quantity weights iv  are set equal 

to the prices in the base period (month) 0, then the formula t
QUP ,0  simplifies to the Paasche price index, i.e.
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In other words, different choices of factors iv  lead to different prices index formulas. In the GK method, 

the weights iv  are defined as follows:
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and [0, T] is the entire time interval of the product observations (typically T = 12, see Diewert and Fox, 

2017). Please note that Formulas (6), (9) and (10) lead to a set of equations which should be solved 

simultaneously. The above-mentioned solution can be found iteratively (Maddison and Rao, 1996; Chessa, 

2016) or as the solution to an eigenvalue problem (Diewert, 1999). An interesting alternative method 

for obtaining this solution can be also found in Diewert and Fox (2017).

2.2.2 The augmented Lehr index

The Lehr method is similar to the Geary-Khamis method (see Section 2.2.1, Formula (6) with weights 

defined in (9)) but it does not use the complex iterative method. The quality adjusted factors iv are 

defined here as follows:



ANALYSES

62

                                 .                                                     (11)
T
ii

T
i

T
iii

i qq
qpqp

v
+
+

= 0

00

The immediate conclusion from (11) is that the Lehr index uses only data from months 0 and T , and 

in fact this is a bilateral index. Nevertheless, we can change the formula of the quality adjustment factors, 

and thus, similarly to multilateral methods, we take into considerations all available information from 

the interval, i.e. (see Loon and Roels, 2018):
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In the next part of the paper, the augmented Lehr index, i.e. the index constructed as in (6) with 

quantity weights defined in (12), will be denoted by t
ALP ,0  and the above-mentioned factors will be signified 

by AL
iv . In other words, the considered augmented Lehr index can be written as follows:
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2.2.3 The real time index

Let us note that price imputations are not needed when prices from each month of the current year are 

included in weights iv . Taking typically value T = 12, Chessa (2015) suggests defining these weights 

by including product prices and quantities from each month of the current year and the base month 

December of the previous year (there are 13 months together). However, as the same author admits, 

in practice, we can use prices and quantities of all 13 months only in the final month of the year, and thus 

some updating method is needed for iv  calculations each month. Although there are several methods for 

updating quantity weights (see for instance Krsinich, 2014), we focus on an interesting and quite easy for 

implementation method proposed by Chessa (2015). He suggests the following procedure of calculating 

the real time index: (1) For the current year, we use a time window with December of the previous year 

as the fixed base month and the window is enlarged each month with the current month; (2) The price 

index of the current month t  is calculated by using the updated quantity weights according to a special 

algorithm. In particular, this algorithm needs some initial values of price indices τ,0
QUP :  t≤≤ τ0  and 

it repeats updating weights ∑
=

=
t

z
z

QU

z
iz

GKii P
p

v
0

,0,ϕ   and next updating values of price indices τ,0
QUP  :  t≤≤ τ0   

(according to (6)) until the difference between indices from the last two iterations is small enough. 

Chessa (2015) recommends a method for calculating initial indices. Moreover, he sets the stop criterion 

at 0.001 and assumes the maximum absolute difference between the price index vectors as a distance 

measure. Nevertheless, in our study, we set the stop criterion at 0.0001 and we use the Euclidean 

distance for comparisons of two successive iterations. Steps (1) and (2) are repeated until December 

of the current year and after that the base month is shifted to December of the current year. In this 

way, the whole procedure may be repeated in the subsequent year. For more details, see also Chessa 

(2016).
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2.2.4 The GEKS method

Let us consider a time interval ],0[ T of observations of prices and quantities which will be used for 

the GEKS index construction. The GEKS price index between months 0 and t  is an unweighted geometric 

mean of 1T  ratios of bilateral price indices 
t

P
,

and 0,P  which are based on the same price index 

formula. The bilateral price index formula should satisfy the time reversal test, i.e. it should satisfy 

the condition 1,, abba PP . Typically, the GEKS method uses the superlative Fisher price index and 

in such case the GEKS formula can be written as follows:
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The GEKS formula based on the Jevons price index is also considered in this paper, i.e.
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2.2.5 The CCDI method

The GEKS method for making international index number comparisons between countries comes 

from Gini (1931) but it should be mentioned that it was derived in a different manner by Eltetö and 

Köves (1964) and Szulc (1964). Feenstra, Ma and Rao (2009), and also De Haan and var der Grient 

(2011) suggested that the Törnqvist price index formula (see (3)) could be used instead of the Fisher 

price index in the Gini methodology. Caves, Christensen and Diewert (1982) used the GEKS idea with 

the Törnqvist index as a base in the context of making quantity comparisons across production units 

(the CCD method) and Inklaar and Diewert (2016) extended the CCD methodology to making price 

comparisons across production units. Thus, in the paper of Diewert and Fox (2017), the multilateral price 

comparison method that uses the GEKS method based on the Törnqvist price index is called the CCDI 

method. The corresponding CCDI price index can be expressed as follows:
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2.2.6 Other methods

In the literature, we can find some other multilateral index methods which are not considered in this 

paper. The Country-Product Dummy (CPD) method proposed by Summers (1973) has been adapted 

for spatial price comparisons to the time domain and now it is known as the Time Product Dummy 

(TPD) method (de Haan and Krsinich, 2014). The multilateral hedonic method is closely related 

to the TPD method, i.e. its model parameters (known as “item fixed effects”) are not estimated for 

items (as in the TPD method) but they are estimated for the characteristics of items (attributes). Both 

the TPD method and the above-mentioned hedonic method do not simplify to a unit value index when 

all products are homogeneous and they are flawed with regard to their use of turnover in constructing 

weights (Chessa, 2015).  Some other methods can be encountered in the paper of Haan et al. (2016), for 

instance, the so-called “Cycle Method” (see also Willenborg, 2010, 2017; Willenborg and Van der Loo, 

2016).



ANALYSES

64

2.3 Alternative weighting schemes in the QU method

In the classical form, the GK method uses quantity shares as weight in the construction of iv . In the 

litera-ture, we can find at least two other weighting schemes in quantity weights for the GK price index. 

The first variant was proposed by Hill (2000) and it assumes that deflated prices, i.e.  z
QU

z
i Pp ,0/  , are weighted 

by the ratio of the turnover share of the i-th product in the month z (denoted here by 
z
is ) and the sum 

of turnover shares of the same product over different months. In the paper of Chessa (2016), this variant 

is referred to as the “QU-TS” method but we use here the shortened notation “TS”, i.e. we denote the 

above-mentioned weights for deflated prices as  z
TSi,ϕ . In other words, in the TS method, weights  z

GKi,ϕ  

are replaced by weights calculated as follows:
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and the final quantity weights are computed as follows:
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The other weighting scheme assumes that deflated prices in months with sales receive equal weight, 

and thus it is denoted here by the EW method (in Chessa (2016), this method is referred to as the 

“QU-EW” method). In other words, in the considered weighting scheme, we use the following weights 

for deflated prices:
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where 1z
i  if 0z

iq and 0z
i otherwise. Analogically to (17), in the EW method, the final quantity 

weights can be written as:
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In the next part of the paper, we will use different notations for quantity weights defined in (9), (18) 

and (20), i.e. these weights, connected with the GK, TS and EW methods, will be signified by GK
iv , TS

iv and 
EW
iv respectively. Similarly, the corresponding multilateral indices, which compare the time moment t  

with the time moment 0, will be denoted by t
GKP ,0 , t

TSP ,0  and t
EWP ,0  respectively. In the paper we also suggest 

considering a different system of weights based on observed and available expenditures, namely:
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which allows us to calculate the final quantity weights in the QU method as follows:

                               .                                                       (22)∑
=

=
T

z
z

QU

z
iz

EXii P
p

v
0

,0,ϕ



2020

65

100 (1)STATISTIKA

a) plain flour

b) milk

We will denote these quantity weights by  EX
iv  and the corresponding QU index, i.e. the index defined in 

(6) but using weights  EX
iv instead of weights  iv , by  t

EXP ,0 .

3 EMPIRICAL STUDY

Poland is at the beginning of the way to the regular and official use of scanner data in the CPI measurement. 

Statistics Poland has started to cooperate with three supermarkets but they do not provide scanner 

data in a regular way. Moreover, there is no IT system for combining and analysing different data 

sources from different retailers (supermarkets) written in different file formats. Nevertheless, some 

experiments on real scanner data sets are being done by using the R package and Mathematica software. 

In the following empirical study, we consider data sets come from one supermarket chain and they 

concern the following group of products: plain flour (COICOP group: 011121), milk 3.2% (COICOP 

group: 011411) and rice (COICOP group: 011111). In this case, we have a 13-month time series 

(Dec. 2014–Dec. 2015).

Figure 7 presents a comparison of two selected multilateral indices calculated over the whole period 

of 13 months (i.e. the CCDI and GK indices when a full window is available) with the corresponding 

indices calculated over the “currently” available window (i.e. for the current time moment t, 

the available time window is [0,t] – see the CCDI_RT and the real time indices). Figure 8 presents 

a comparison of the GEKS index with the CCDI and JGEKS indices calculated over the whole period 

of 13 months. Figure 9 presents all considered multilateral indices together with the chained Jevons 

index calculated for the fully available time window. All calculations were done in the Mathematica 

11 software.

Figure 7  Comparison of selected multilateral indices (CCDI, GK) for fully and “currently” available time windows 

(calculated for plain flour, milk and rice)
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Figure 7                                                                                                                                                                                    (continuation)

Figure 8  Comparison of the GEKS index with the CCDI and JGEKS indices calculated over the whole period 

of 13 months for plain flour, milk and rice

Source: Own calculations based on scanner data from one retailer chain
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Note: For coloured figure see the online version of Statistika journal No. 1/2020.

Source: Own calculations based on scanner data from one retailer chain

Figure 9  All considered multilateral indices together with the chained Jevons index calculated over the whole 

period of 13 months for plain flour, milk and rice
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c) rice
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Abstract

The inequality in the households' living standards is commonly measured by either income or consumption. 

Different household's attributes may affect inequality in these living standards. This study aims to investigate 

the factors affecting income and consumption, quantifies their proportionate contributions to income and 

consumption inequalities, and compares them. The data are collected from the Palestinian Household Expenditure 

and Consumption Survey (PECS) in 2017. To cast light on this issue, the study applies a regression-based 

decomposition approach to income-generating function. The results suggest that household attributes better 

explain adjusted consumption inequality than adjusted income inequality, which should be a better measure 

of living standards. Moreover, the results indicate that the region, education, and employment status are 

the major factors of adjusted income and consumption inequalities, while the other factor's contributions have 

been minimal. For policy interventions, multidimensional policies should be formulated to reduce inequality 

in all dimensions for achieving an overall equal society.
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INTRODUCTION

In recent years, economists’ interest in inequality, its dimensions, and decomposition has arisen. Inequality 

has several dimensions; it can be accompanied by inequality of education, skills, health, opportunities, 

welfare, access to infrastructure, in addition to inequality of income and wealth. In particular, several 

dimensions may be linked to economic inequality such as earnings, wages, consumption, expenditure, 
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and income. According to the economic theory, economic inequality is usually described either in 

terms of variations among households/ individuals in the distribution of income or consumption within 

a country, between countries and across geographical regions. Cowell (2009) defined inequality as 

a scalar numerical value that indicates the discrepancies of an individual’s income within a certain 

population.

A huge body of research is interested in measuring households’ living standards, to what extent 

these living standards are equally distributed, and whether its levels are high or low. Therefore, the 

income either at household’s or per adult equivalent level is commonly used as a proxy in measuring 

its living standards while consumption, alternatively, is long-preferred by economists. The use of 

consumption may reflect the actual living standards. Meanwhile, the use of income may give us 

an actual economic power and measures how households differ in their incomes that come from 

wages, earnings and self-employment, but it may be under-reported especially for households with 

little resources. Therefore, income and consumption will differ due to the fact that all households 

should consume, but not all of them earn income, which in turn leads to higher income inequality 

compared to consumption inequality. Hence, household living standards should be better measured by 

household’s consumption (Goodman and Oldfield, 2010; Brewer and O’Dea, 2012; Meyer and Sullivan, 

2013).

The historical records of inequality in Palestine have been based on the consumption data other than 

income. Palestine exhibits a decrease in consumption inequality in 2017. That is, the value of the Gini 

coefficient was 40.3% in 2011, which declined to 34.0% in 2017 (PCBS, 2018). Thus, inequality in Palestine 

is still observed, but remains low and around the world average.

The present study mainly focuses on studying the distributions of income and consumption. More 

specifically, this study seeks to give answers to the question of what kinds of sources / factors contribute 

to inequality and examines their shares in the observed inequality in Palestine. Moreover, this study 

compares the contribution of each factor to income and consumption inequalities. In terms of econometric 

settings, the present study applies the Fields (2003) regression-based decomposition approach because 

of its ability to capture the factor’s proportional contribution to the total explained inequality, unlike 

the traditional methods. This study uses Household Expenditure and Consumption Survey (PECS) for 

the year 2017 provided by the Palestinian Central Bureau of Statistics (PCBS).

To the best of our knowledge, the study shows the first-ever exploratory results estimated for Palestine 

by using the regression-based approach. Our main conclusion is that our results confirm that consumption 

is a better measure of inequality in well-being than income. Moreover, the results from the present 

study shed light on the role of the region, education, age, gender, employment status, locality, and 

land ownership in explaining income and consumption inequalities, with the region being among 

the most important factors that explain both of these inequalities. However, income flows from the 

urban locality had a decreasing inequality effect. In general, each factor had contributed to different 

magnitudes to income and consumption inequalities, but each one performs almost similarly for both 

of inequalities.

To conclude, the findings might provide a shred of strong evidence for government and policymakers 

to formulate appropriate policies towards an overall improvement of well-being. Such required policies 

focus on diminishing the regional differences among the West Bank and the Gaza Strip in addition 

to the redistribution of economic resources among the population, particularly to those with lower 

incomes, which will lead to higher returns if they are investing in human capital.

The summary of the review of the literature is presented in Section 1. The data and the overview 

of income and consumption distributions are described in Section 2. The description of the methodology 

used is shown in Section 3. The regression and decomposition results are interpreted in Section 4. 

The discussions and conclusion are derived in the last section.
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1 LITERAUTRE REVIEW

Recently, different methods have been applied to the decomposition of inequality, which has been 

largely debated in the literature depending on the raised research question. Heshmati (2004) reviewed 

most of these methods. Methods to decompose inequality are divided into descriptive and quantitative 

decomposition methods. The descriptive methods include the decomposition by factor component or 

sources of income, which allows for measuring the contributions of household’s income factors relative 

to the observed income inequality (Fei et al., 1978; Pyatt et al., 1980; and Shorrocks, 1982), by disjoint 

population groups as well, which allows for decomposition of income inequality into between- and 

within-population group components (Pyatt, 1976; Shorrocks, 1984; Cowell and Jenkins, 1995). Such 

methods answered the questions about what income sources or population groups contribute to inequality. 

However, the contributions of the household’s attribute to income inequality could not be measured and 

detected using such methods.

On the other hand, the quantitative analysis methods involved regression-based decomposition 

framework. It was firstly developed by Mincer (1958 and 1970), Becker (1964), Blinder (1973) 

and Oaxaca (1973), which concerns with estimating the differences in the means of income, where 

the decomposition had relied on the human capital variables in addition to some other controls. Morduch 

and Sicular (2002) also implemented a general method to regression-based decomposition. However, 

the contributions of each factor may differ with the selected inequality index. Wan (2002) relied 

on Shorrocks (1999) decomposition rule to solve the pitfalls of regression-based inequality decomposition 

in which there are no restrictions on the regression models and its applicability to be applied to any 

inequality measure. He showed that the constant and residual terms problems are caused by the methods 

used in the decomposition of inequality, not by the used index or indices.

However, Fields (2003) proposed a different method, which is applicable to inequality levels or changes 

and is able to decompose any inequality index. He used a standard semi-logarithmic regression model  

of income in order to obtain the contributions of different indicators to the changes and the levels 

of inequality. His approach overcomes several advantages, including its capability to add various predictors 

in the regression model. Moreover, it considers nonlinear effects and controls for endogeneity. The standard 

errors of source contributions were also computed. Meanwhile, Bigotta et al. (2015) used Shorrocks 

(1982) weak consistency assumption to show how to find the shares of Atkinson’s inequality index. They 

revised the Fields (2003) decomposition approach to measure income inequality in terms of Atkinson’s 

index and provided further theoretical results on the contribution of each factor in the regression model.

A number of empirical studies have applied the regression-based decomposition approaches in different 

countries to decompose inequality (Wan, 2004; Gunatilaka and Chotikapanich, 2009; Naschold, 2009; 

Manna and Regoli, 2012; Brewer and Wren-Lewis, 2016; Rani et al., 2017; Limanli, 2017; Tripathi, 2018). 

The finding from these studies revealed that gender, human capital, household size, geographical region, 

work status, and land ownership are considered to be the most common contributing factors to inequality.

The studies that compare income and consumption are broad. According to Friedman (1957), 

the household’s welfare can be measured using consumption expenditure and may provide more accurate 

results than income, especially for households with insufficient resources (Blundell and Preston, 1998; 

Meyer and Sullivan, 2003 and 2013; Krueger and Perri, 2006). A study by Brewer and O’Dea (2012) 

has shown that if an imputed rent of owned houses is added to the measure of household resources, 

the average annual growth rates in standards of living will be changed considerably, even after adjusting 

the price deflator. Moreover, Meyer and Sullivan (2013) concluded that inequality in income was greater 

than consumption inequality, particularly in the distribution’s tails. Despite the aforementioned studies 

had provided a useful comparison among inequalities in income and consumption, these studies were 

based on a descriptive analysis. One contribution of the present study is that it is the first study that 

compares income and consumption inequalities using a regression-based approach.
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In the context of Palestine, the literature has, mostly, been based on the household expenditure and 

consumption rather than the household income. Ramadan et al. (2015) showed that expenditure inequality 

is mainly explained by education and geographical region using the household’s monthly expenditure 

for the years 2007, 2010, and 2011. On the other hand, the Palestinian central bureau of statistics (PCBS) 

provided a descriptive analysis of inequality in terms of averages, Lorenz curve, Gini index, and decile 

ratios using consumption data only.

2 DATA AND OVERVEIEW OF INCOME AND CONSUMPTION IN PALESTINE

This section provides more details about the data used in the present study. Moreover, we will provide 

an overview of income and consumption distributions in Palestine for the year 2017 based on the data 

in our hands. 

2.1 Data

The present study uses the Household Expenditure and Consumption Survey (PECS) collected by 

the Palestinian central bureau of statistics (PCBS) from October 2016 to September 2017. The target 

population in this survey comprised of all households and individuals who were normally lived 

in Palestine during the recording period 2016–2017. The sampling frame comprised of 532 enumeration 

areas. The design of the sample is a two-stage stratified cluster sample. In the first step, a random sample 

of 391 enumeration areas. In the second step, a systematic random sample of 12 households is drawn 

from each enumeration area selected in the first step.

The data contain information about household’s heads monthly income, consumption, and expenditure 

as well as human capital, gender and some non-human capital such as household size, locality type, 

geographical region, dwelling, and employment status. The data consist of 3 739 household heads and are 

weighted by the PCBS sampling weights. Household head consumption data were adjusted by purchasing 

power to take into consideration the spatial and temporal variations in living costs that might arise 

when the price of the same goods varies across different locations. This adjustment was already done  

by the Palestinian central bureau of statistics (see PCBS, 2018, p. 32 for more details). Furthermore, 

we adjust household income and consumption for family composition (i.e., household size and age of its 

members) to take into account economies of scale. The present study applies the old OECD equivalence 

scale (Oxford scale).

Let nadults,i is the number of adults in household i, nchildren,i is the number of children in household i. 

The old OECD (Oxford) equivalence scale can be written as follows:  

 

 ( ), ,1 0.7 1 0.5  i adults i children in n n⎡ ⎤= + − +⎣ ⎦  .      (1)

The per adult equivalent monthly income is obtained by dividing the total monthly household income 

by the equivalence scale, ni. The per adult equivalent monthly consumption is obtained analogously. 

In Palestine, the average household size is 5.52 individuals in 2017 (PCBS, 2018).

2.2 Overview of income distribution

The average monthly household income in Palestine is 4 586.60 New Israeli Shekels (NIS), while the per 

adult equivalent monthly income is 1 326.7 NIS in 2017. Since this study seeks to quantify the contribution 

of population attributes to the total income inequality, we first look at the average adjusted (per adult 

equivalent) monthly income by population groups that are expected to determine the distribution 

of income as shown in Table 1. These characteristics are gender, education, region, locality type, employment 

status, and land ownership. Table 1 indicates the structure of each attribute as well. It seems that 
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the mean adjusted monthly income of males is higher than that of their females counterparts. In other 

words, males earn 1 330.14 NIS while females earn 1 295.52 NIS. Moreover, education enhances income, 

that is, the average adjusted monthly income increases monotonically with education levels as shown 

in Table 1.

Furthermore, the locality type is considered as another factor that affect the distribution of income 

in Palestine. That is, the mean adjusted monthly income is greater in rural areas while it is lesser in urban 

and camp zones as shown in Table 1. This is probably because of higher employment rates of Palestinians 

in the Israeli labour market where the wages are higher and where low to no schooling is required 

compared with the local employment. In 2018, about 18.4% of Palestinian labor were employed in Israeli 

labor market as indicated by the report of Palestinian labor force survey 2018 (PCBS, 2018). Moreover,  

the political division since 2007 and the Israeli siege on Gaza Strip were considered as the main causes 

of income inequality according to region (ILO, 2018). That is, the mean adjusted monthly income 

in the West Bank is 1 667.95 NIS compared to 707.14 NIS in the Gaza Strip as indicated in Table 1.

The average per adult equivalent monthly income for employed workers is 1 418.93 NIS while it was 

1 098.73 NIS for not employed workers counterparts as shown in Table 1. The later workers are receiving 

their income either in terms of transfer or assistances/aid programs by the ministry of social affairs and 

other private agencies in which they are more likely to be poor (PCBS, 2018). On the other hand, a low 

percentage of land ownership by Palestinians; about 27.0%, which in turn affects their incomes particularly 

those depend on agricultural income. This is probably due to the restrictions imposed by the wall built by 

the Israeli government in 2002 which resulted in loss of around 16.8% of the total area of the West Bank. 

Therefore, this area become fully controlled by the Israeli military in which they make it inaccessible 

to Palestinians (Hareuveni, 2012). In 2017, the average per adult equivalent monthly income of land owners 

is 1 705.17 NIS compared to 1 184.61 NIS for their counterparts owning no land as shown in Table 1. 

Table 1  Share of positive answers to job search questions and item-response probabilities

Group No. of obs.
Mean Adjusted Monthly 

income (S.E)
Mean Adjusted Monthly 

consumption (S.E)

Gender 

Male 3 363 1 330.14 (22.77) 1 624.76 (53.06)

Female 376 1 295.52 (80.96) 1 432.29 (17.11)

Education

No education 178 986.64 (62.95) 1 330.32 (59.57)

Lower secondary 2 163 1 212.53 (27.21) 1 373.24 (20.73)

Secondary 584 1 350.24 (55.81) 1 471.43 (42.42)

Associate diploma 240 1 546.18 (67.37) 1 632.21 (65.50)

University 574 1 746.10 (72.24) 1 688.89 (45.56)

Locality

Urban 2 732 1 327.18 (26.61) 1 473.10 (20.17)

Rural 652 1 541.75 (53.36) 1 570.85 (32.09)

Camp 355 927.83 (40.49) 1 067.84 (38.51)
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The Gini index of inequality was estimated as 40.98% in Palestine for the year 2017, representing 

a slight increase in income inequality compared to 40.23% in 2011.4 The Lorenz curve, shown in Figure 1, 

is an alternative way to describe income inequality, which is a curve that draws the cumulative percentage 

of income and the cumulative percentage of ordered population from poorest to richest. 

Since Palestine has its own regional characteristics, especially the political division between the 

West Bank and Gaza Strip and the Israeli blockade on Gaza Strip since 2007, it is worthy to decompose 

inequality by region, which might provide more insights about regional income inequality in Palestine. 

The simplest way to measure the income inequality can be represented by ranking the population 

from the poorest to the richest and show the percentage of income associated with each decile 

of the population. Table 2 shows the patterns of the household total monthly income distribution patterns. 

It appears from Table 2 that the 10% richest households’ monthly income was 10.8 times of the income 

earned by the 10% poorest households in 2017.

Table 1                                                                                                                                                                                      (continuation)

Table 2  The patterns of adjusted monthly income and consumption distributions in Palestine

Group No. of obs.
Mean Adjusted Monthly 

income (S.E)
Mean Adjusted Monthly 

consumption (S.E)

Region

West Bank 2 411 1 667.95 (29.39) 1 798.89 (20.98)

Gaza Strip 1 328 707.14 (23.55) 821.35 (13.98)

Employment status

Employed 2 662 1 418.93 (25.18) 1 458.21 (18.05)

Not employed 1 077 1 098.73 (43.72) 1 435.44 (34.89)

Land ownership

Owned 1 020 1 705.17 (53.77) 1 659.38 (31.06)

Not owned 2 719 1 184.61 (22.01) 1 373.69 (18.96)

Note: Standard errors in parenthesis.

Source: Authors calculations by using PECS data, 2017 

Poorest 10% 20% 30% 40% 50% 60% 70% 80% 90% Ratio*

Per centa 1.96 5.6 10.4 16.5 23.9 32.8 43.5 56.5 78.9 10.8

Per centb 4.00 9.4 15.8 23.4 31.8 41.8 53.3 66.5 82.1 4.5

Note: *  Ratio of 10% richest to 10% poorest; a: estimation based on per adult equivalent monthly income (adjusted income); b: estimation 

based on per adult equivalent monthly consumption (adjusted consumption).

Source: Author’s calculations by using PECS, 2017

4 Gini coefficients were calculated using per adult monthly income in both years; 2011 and 2017 based on PECS, 2011 and 

2017 data provided by PCBS.
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Figure 1 shows the Lorenz curves of both the West Bank and Gaza Strip in addition to Palestine for per 

adult equivalent monthly income. It appears that income inequality in the Gaza Strip is considerably 

higher than in the West Bank. Moreover, Theil T inequality index has been estimated for both the West 

Bank and Gaza Strip since it is additively decomposable. The value of Theil T index in the West Bank is 

25.2% while it is 34.3% in Gaza Strip. However, Theil T index for income inequality aggregated in Palestine 

is 30.6% in 2017 reflecting the extremely large differences among the richest in the West Bank and among 

the poorest in Gaza Strip (PCBS, 2018).   
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2.3 Overview of consumption distribution 

The consumption usually takes into account the home-produced food and the imputed rent of owned 

dwelling. A full definition of consumption is provided in the Annex. In 2017, the average monthly household 

consumption in Palestine was 4 913.3 NIS, while the average monthly consumption per adult equivalent 

was 1 451.6 NIS. In order to provide a more detailed picture of the distribution of consumption, we will 

explore it across population attributes as shown in Table 1.

It is evident from Table 1 that the mean per adult equivalent monthly consumption of males is higher 

than their female counterparts. On the other hand, the inequality in the distribution of consumption is 

influenced by labour market outcomes such as education, that is, the average monthly consumption per 

capita rises with education. Ramadan et al. (2015) showed that education is the main determining factor 

of expenditure inequality for the years 2010 and 2011. Additionally, they found that the composition of 

the household and the geographical region were the main drivers of expanding the gap in the distribution 

of expenditure among educated and non-educated household heads.

Figure 1  Lorenz Curve (adjusted income)

Source: Authors construction based on PECS, 2017 data
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The average per adult equivalent monthly consumption for those living in camp dwellings is lower 

compared with their urban and rural counterparts where they show lower average monthly consumption 

per capita as indicated in Table 1. According to the World Bank (2018) report, Palestine witnessed 

an increase in the welfare gap between non-camp and camp populations, and the Gini index of inequality 

in camps increased by 4.0% from 2011 to 2017. Moreover, a divergent regional difference in consumption 

is evident in Palestine, that is, a high gap exists between the West Bank and Gaza Strip. In 2017, 

the mean per adult monthly consumption of household living in the West Bank is 1 798.89 NIS compared 

to 821.35 NIS of their counterparts living in the Gaza Strip. This is pronounced by the high poverty gap 

at the regional level, which in turn widened the gap in the living standards at the same level. In the Gaza 

Strip, the poverty had reached 53.0%, while in the West Bank in 2017 it declined to 13.9%. As a result, 

high concentration of the poor households was in the Gaza Strip, that is, the poverty rate was 71.0% 

in 2017, compared to 57.0% in 2011 (World Bank, August 2018). Ramadan et al. (2015) also provided 

evidence that the geographical region was also considered as one of the main determinants of expenditure 

inequality in 2010 and 2011.

Furthermore, employment status also seems to have effects on the differences in consumption 

distribution. On average, the per adult equivalent monthly consumption of employed workers is 1.6% 

higher than that of their not employed counterparts as shown in Table 1. The inequality and poverty 

had declined over the period 2011 to 2017 in the West Bank due to the changes in labour earnings. In 

the Gaza Strip, however, the increase in both inequality and poverty rates were due to the reduction in 

income transfers. Despite the decrease in inequality and poverty by labour earnings, this reduction was 

not much enough to pay off the decrease in transfers (World Bank, 2018). Furthermore, the differences 

are also evident by land ownership as shown in Table 1. That is, the mean per adult equivalent monthly 

consumption of landowners is 1 659.38 NIS while that for non-landowners is 1 373.69 NIS.

In terms of inequality measures, the historical records of inequality in Palestine used consumption 

as a proxy of income. Palestine experienced a decline in consumption inequality in 2017, where 

the value of the Gini coefficient fell to 34.0% in 2017 compared to 40.3% in 2011.5 Moreover, this 

decline was also exhibited by the decline in the ratio of 10% richest to 10% poorest, which was 

4.5% in 2017 compared to 4.8% in 2011 as presented in Table 2 (PCBS, 2018).6 The regional Gini 

index varied over the period 2011–2017. It has declined from 39.9% to 31.8%, while Gaza Strip 

experienced a slight rise from 27% to 28%. However, the inequality in consumption is higher at the 

country level (World Bank, 2018).7 Additionally, Figure 2 presents the Lorenz curves of both the West 

Bank and Gaza Strip in addition to Palestine based on per adult equivalent monthly consumption 

data. 

The inequality in consumption in the Gaza Strip is slightly higher than in the West Bank as illustrated 

in Figure 2. At the national level, inequality is higher due to the very high consumption gap among 

the poor in Gaza Strip and the richest in the West Bank. Consumption inequality is lesser than income 

inequality by about 6.98% points in terms of the Gini index. This is also pronounced if one compares 

between Lorenz curves exhibited in Figures 1 and 2 in addition to Table 2. Therefore, consumption may 

provide a better understanding of living standards. In other words, income data lead to larger inequality 

than consumption data.

5 Gini coefficients were calculated using per adult equivalent monthly consumption in both years, based on PECS, 2011 

and 2017 data provided by PCBS.
6 Consumption per capita was used in ranking the population and in calculating Gini index.
7 The corresponding values of Theil T index in Palestine is 17.5%, in the West Bank is 13.5, and in Gaza Strip is 15.2%; 

calculated by authors based on consumption per capita using PECS, 2017 data.
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Inequality measured by consumption data in Palestine is low by global standards, and it is almost 

similar to the world average as shown in Figure 3. Estimates were based on the World Bank methodology 

that is adjusted by purchasing power parity (PPP) for each country.8   

Figure 3  Gini indices for Palestine and some othe countries 

Source: World Bank estimates

Source: Authors construction based on PECS, 2017 data
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8 More information is available at: <http://iresearch.worldbank.org/PovcalNet/methodology.aspx>.

0.0%

5.0%

10.0%

15.0%

20.0%

25.0%

30.0%

35.0%

40.0%

45.0%

Czech
Republic

(2016)

Germany
(2015)

Italy
(2016)

Palestine
(2017)

Malaysia
(2015)

United
Kingdom

(2015)

United
states
(2016)

Turkey
(2016)



2020

79

100 (1)STATISTIKA

3 METHODOLOGY 

This paper uses Fields (2003) regression-based decomposition method to examine the contribution 

of each factor to income and consumption inequalities. This framework firstly applies a linear regression 

model with different exogenous covariates. That is, income and consumption; measured monthly will be 

regressed on a set of predictors, which contain some household’s attributes such as gender, age, education, 

etc. Secondly, the proportional contribution of each one of them will be estimated using a specific formula. 

We briefly present the theoretical framework of this approach.

The starting point of Fields (2003) approach comprises of modelling the function of income, which 

can be written as:

                                     
  (2)

where, yi is the outcome variable, which represents the income or consumption and we use the logarithmic 

transformation to avoid the skewness of the distribution, β0 is the intercept, xi,k is the kth exogenous factor, 

βk is the kth coefficient of the kth predictor, ui is the residual term, and n and k represents the number 

of observations and the number of predictors, respectively. Formula (2) is a standard linear model, 

which follows its traditional assumptions (Fields, 2003). For interpretations of the regression results, the 

estimated regression coefficients from the log-linear models can be exponentiated using the following 

formula, (eβ–1) . 100%. For small values of the estimated coefficients, approximately eβ = β.

Formula (2) will be estimated using the classical approach, i.e., OLS. The results of the estimated 

Formula (2) are then used to calculate the proportional contribution for each factor k to inequality, which 

is also known as factor inequality weight denoted by sk, 

                                                              ,                     
 (3)

where β̂  is the estimated coefficient from ordinary least square multiple regression, Cov(xk, ln yi) is the 

covariance between the outcome variable and the kth predictor, and Var (ln yi) is the variance of the outcome 

variable. The positive sign of sk exhibits that the kth factor’s contribution is an inequality increasing effect 

while the negative sign of it indicates that it has an inequality decreasing effect. Meanwhile, the value 

of zero exhibits that the kth factor has no contribution to inequality. The contribution is cumulative 

in the case of categorical predictors and is estimated by summing the contributions of all respective 

dummies in the regression equation. In our case, the categorical variables consist of only two categories, 

which in turn need only one dummy variable. Fields (2003) showed that his decomposition procedure 

provides a robust method of determining weights to allocate to the several regressors in the linear model 

given that his six conditions of decomposition are already achieved.9

It should be noted that the sum of all factor inequality weights; sk equal to the coefficient of determi-

nation; R-squared. It holds that:

                                                                                 
. (4)

9 The six conditions are listed in the Appendix of Fields (2003).
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It remains to show that the proportion of the unexplained inequality refers to the contribution 

of the residual term, which is denoted by su :

su = 1 – R2 .                                                                              (5)

The advantage of Fields (2003) decomposition procedure is that it can be applied to any inequality 

index such as the Gini index, variance of log income, and generalized entropy indices. Most importantly, 

this approach allows for adding any type of independent variables (i.e., categorical and quantitative). 

Additionally, it measures the contribution of each factor to total inequality by decomposing total 

consumption or income into components from various factors. However, this procedure is restricted 

to the log-linear functional form of income data and no contribution of the intercept term to inequality 

(Wan, 2004). 

3.1 Variables

The outcome variables used in the present study are the natural logarithm of both monthly income per 

adult equivalent and monthly consumption per adult equivalent. The explanatory variables that might 

influence the distribution of income and consumption comprise of household attributes, which are 

the gender of household head, education, age, region, locality type, employment status, and land ownership. 

Table 3 consists of the definitions and descriptive statistics of these variables. The average natural logarithm 

of monthly income and consumption are 6.82 and 7.07, respectively. Moreover, about 90% of households 

are headed by males. The average age of the participants is 46.84 years. On average, the household heads 

have 9.94 years of schooling. The majority of household heads lives in urban areas by 73%. The average 

percentage of participants from the West Bank is 64.5%, while from Gaza Strip it is 36%. Approximately 

71 percent of the households are employed. In terms of land ownership, the average percentage of household 

heads owned land is 27%, which exhibits that the majority of them are non-landowners. 

Table 3  Descriptive statistics of the variables in the study

Continuous variables Definition Mean Std. dev.

Ln (adjusted income)
natural log of total per adult equivalent 

monthly income in NIS*
6.82 0.90

Ln (adjusted consumption)
natural log of total per adult equivalent 

monthly consumption in NIS
7.07 0.65

Age in years 46.84 13.70

Education completed years of schooling 9.94 4.41

Dichotomous variables Definition No. of obs. Per centa %

Gender 1 for male; 0 for female 3 363 89.9

Urban 1 for urban; 0 for rural and camp 2 732 73.1

Region 1 for West Bank; 0 for Gaza Strip 2 411 64.5

Employment status 1 for employed; 0 for not employed 2 655 71.0

Land ownership 1 for yes, 0 for no 1 010 27.0

Note: * NIS: New Israeli Shekels; a: the percent is referred to the dummy variable with code 1; total number of observations is 3 739.

Source: Author’s calculations based on PECS 2017 data
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Variable

Model I Model II

(Adjusted Income) (Adjusted Consumption)

Mean (S.E) Mean (S.E)

Intercept 4.761*** (0.081) 5.829*** (0.056)

Gender 0.152*** (0.044) 0.181*** (0.031)

Education (years) 0.049*** (0.003) 0.037*** (0.002)

Age (years) 0.014*** (0.001) 0.008*** (0.001)

Urban locality 0.059** (0.027) 0.123*** (0.019)

Region 0.887*** (0.026) 0.798*** (0.018)

Employment status 0.550*** (0.033) 0.092*** (0.023)

Land ownership 0.085*** (0.027) 0.031   (0.019)

R-Squared 0.377 0.418

Adj. R-Squared 0.376 0.416

F-Statistic 322.09 382.12

P-value 0.000 0.000

Note: *** significant at 1%, ** significant at 5%, * significant at 10%.

Source: Author’s calculations based on PECS 2017 data

4 RESULTS 

4.1 Regression results 

In this study, we propose two different models. In model I, the natural logarithm of adjusted monthly 

income is regressed on the set of predictors mentioned earlier. In model II, the natural logarithm 

of adjusted monthly consumption is regressed on the same set of predictors. We start the decomposition 

by estimating both models using the ordinary least square method (OLS). The results of the estimated 

regression coefficients are presented in Table 4. For reliability, we report estimated regression coefficients 

with their respective standard errors in parenthesis.

Model I is expected to examine the determinants of income. It is found that model I explained about 

37.6% of the total variability in the natural logarithm of monthly income per adult equivalent. On the 

other hand, the determinants of consumption are examined using model II in which this model explained 

about 41.6% of the total variability in the natural logarithm of monthly consumption per adult equivalent. 

However, both models are well fitted and passed all diagnostic tests. Additionally, both models performed 

well as indicated by their respective values of the adjusted R-square, which are conventional in this type 

of studies. Our results are in line with what was reported in the literature (Gunatilaka and Chotikapanich, 

2009; Manna and Regoli, 2012; Bigotta et al., 2015; Rani et al., 2017; Tripathi, 2018). It seems that all 

predictors are positive and highly significant in both models except land ownership dummy in model 

II. In other words, these predictors are considered to be the determinants of income and consumption 

distributions.

Table 4  Multiple regression results for models I and II
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10 This figure is obtained by (e0.152–1) . 100% = 16.4%. The remaining coefficients are interpreted analogously. Refer 

to Section 3 for more details.

The gender dummy is highly statistically significant in both models. The results show that, on average, 

per capita equivalent income for males is 16.4%10 higher than their female counterparts. On the other 

hand, the average per capita equivalent monthly consumption of males is 19.8% higher than female 

counterparts. That is, the gender consumption gap is higher than the gender income gap.

In both models, education has highly positive and statistically significant effects, which shows 

that higher income and consumption are associated with higher levels of education. The average per 

capita equivalent monthly income increases by 5% as an individual’s education increase by one year. 

Meanwhile, the average per capita equivalent consumption increases by 3.8% associated with one unit 

increase in schooling. Moreover, age is significant on both income and consumption, but this effect 

is negligible.

It is also found that the urban dummy is statistically significant in both models. That is, on average, 

a household resides in an urban locality earn monthly income 6% higher than those living in rural 

and camp localities counterparts. However, the average per capita equivalent monthly consumption 

of households living in urban areas is 13% higher than those living in rural and camp localities.

The coefficient of region dummy is strongly statistically significant, which indicates the presence 

of regional influence on both per capita equivalent income and per capita equivalent consumption 

distributions. This means that a considerable gap exists among those residing in the West Bank and 

Gaza Strip. The per capita equivalent income gap is 143%, while per capita equivalent consumption gap 

is 120% in favour of the West Bank. According to the income gap among the employed and not employed, 

the results reveal that, on average, per capita equivalent monthly income of employed workers is 73.3% 

higher than their not employed counterparts. However, the consumption gap is 9.6%, which is lower 

the income gap due to the fact that households might borrow to pay for their consumption, where these 

results are highly statistically significant.

The dummy of land ownership is statistically significant in model I. The results show when compared 

to non-land ownership; i.e., reference category, individuals owned land have positive income differentials. 

On average, individuals owned land receive per capita equivalent monthly income 9% higher than their 

counterparts owning no land. However, this effect is not significant on per capita equivalent consumption; 

model II.

Finally, the above results confirmed with what we have reported on the descriptive statistics and 

the earlier detailed discussions. 

4.2 Income inequality decomposition

This section quantifies the contribution of all statistically significant predictors to the explained inequality 

in order to decide the most important ones in accounting for income inequality in Palestine in 2017. 

The estimation results of model I are used to calculate factor inequality weights based on Formula (2). 

Income inequality decompositions are illustrated in Table 5 based on Fields (2003) approach measured 

by the variance of log monthly income per adult equivalent. For simplicity, each factor inequality 

weight is divided by the explained income inequality (i.e., R-squared). The resulted percentages exhibit 

the proportional contributions of different household characteristics to the total explained inequality. 

It should be noted that even though all predictors are statistically significant in model I, their proportional 

contribution to the total explained inequality varies considerably.

The results suggest that the region emerges as the most dominant factor contributing to the total 

explained income inequality in Palestine. The contribution of the region to income inequality is 52.41%. 
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4.3 Consumption inequality decomposition

We follow the same procedure in the previous section to determine the most important factors affecting 

the distribution of consumption in Palestine for the year 2017. The estimated regression results from 

model II is used to calculate factor inequality weights. All factors appear to have contributed positively 

to consumption inequality except land ownership dummy. The results indicate that the region accounted 

for the largest contribution to the total explained inequality by about 67.92%. This is followed by education, 

which accounts for 17.82% to the total explained consumption inequality. A considerable lower shares 

of employment status to consumption inequality if compared with its shares to income inequality, that 

is, the contribution of employment status is 7.80%.

However, the remaining variables with a small proportional contribution to consumption inequality 

are gender (2.58%) and age (1.48%). While urban dummy had positively accounted for consumption 

inequality, its contribution is relatively small, i.e., 1.87%. Lastly, the contribution of unobserved factors 

(i.e., residuals) is 58.42%, which is lower than the unexplained part of income inequality.  

The contribution of the employment status of the household head is captured by the employment status 

dummy, which substantially contributes to the explained income inequality in which its share reached 

22.97%. Moreover, the contribution of education is 18.17%, which seems to be another major contributing 

factor to income inequality.

On the other hand, income flows from land ownership dummy contributed about 3.42%, while from 

gender dummy contributed about 2.23%. The contribution from age has been minimal (i.e., 0.98%). Most 

importantly, the urban dummy showed negative contributions to total explained inequality and thus 

has inequality decreasing effects. Finally, unobserved factors (i.e., residuals) contributed by about 

62.3%. 

Table 5  Proportional contribution of each factor to inequality

Variable

Model I Model II 

(Adjusted Income) (Adjusted Consumption)

sk% % of R  2 sk% % of R  2

Gender 0.84 2.23 1.08 2.58

Education 6.85 18.17 7.45 17.82

Age 0.37 0.98 0.62 1.48

Urban locality –0.07 –0.18 0.78 1.87

Region 19.76 52.41 28.39 67.92

employment status 8.66 22.97 3.26 7.80

Land ownership 1.29 3.42 – –

Residual 62.30 – 58.42 –

Total 100.00 100.00 100.00 100.00

Note 1: % of R  2 – percentage contribution of the factor from the total explained inequality.

Note 2:  The contribution of a non-significant predictor should not be considered and thus its contribution should be added to residuals 

and replaced by ‘–’ .

Source: Author’s calculations based on PECS 2017 data
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DISCUSSIONS AND COCLUSIONS

This study has applied the regression-based decomposition method developed by Fields (2003) to examine 

the extent to which different factors contribute to income and consumption inequalities in Palestine. 

It compares these inequalities as well. This approach is more preferred to other traditional decompositions 

because of its ability to include several factors in the decomposition model and its applicability to any 

inequality measure.

The results of the present study confirm various previous results yielded by the most recent literature 

(Gunatilaka and Chotikapanich, 2009; Naschold, 2009; Manna and Regoli, 2012; Ramadan et al., 2015; 

Bigotta et al., 2015; Rani et al., 2017; Limanli, 2017; Tripathi, 2018). The study concluded that the major 

contributing factors to income and consumption inequalities in Palestine are the region, education, 

employment status; with the region showing the highest contribution, which is similar to Turkey as shown 

by Limanli (2017). However, the region has very little contribution to inequality in Italy, India, and Sri 

Lanka (Gunatilaka and Chotikapanich, 2009; Manna and Regoli, 2012; Bigotta et al., 2015; Rani et al., 

2017). The reason behind that region has the highest contribution percentage is due to the Israeli siege 

imposed on the Gaza Strip, where only workers from the West Bank are permitted to enter the Israeli 

labour market where the wages are very high compared with the domestic labour market. Additionally, 

the political division between the West Bank and Gaza Strip since 2007, which troubled income earners 

in Gaza Strip.

Meanwhile, almost similar are the contributions of education to income and consumption inequalities; 

i.e., 17.82–18.17% and similar to what was reported in the literature. However, minimal contributions 

to inequality in both income and consumption had attached to the remaining factors, which is in line with 

the literature as well. Our results reveal that the role of gender, however, is relatively small in Palestine 

compared to Italy in which gender accounted for 21.3% to Italian income inequality as shown by Manna 

and Regoli (2012). One possible explanation of the small contribution of gender to inequality in Palestine 

might be attributed to the prevailing traditions that most households are headed by males. Additionally, 

most households headed by females are either widowed or divorced or separated, which is reflected 

in our study sample in which the proportion of female household heads comprises of about 10.1% and 

the proportion of widowed and divorced female heads is about 80% of them.

Moreover, the analyses provide a useful comparison between income and consumption 

inequalities. Consumption inequality is lesser than income inequality in Palestine when adjusted for 

household size, which confirms that the living standards is better measured by consumption than 

income, which is reflected in terms of higher model fit, i.e., R-squared is 41.6% in model II while 

it is 37.6% in model I, and in terms of inequality measures, i.e., the Gini for per adult equivalent 

consumption is 34.0% while it is 40.98% for per adult equivalent income in 2017. This result is similar 

to the results found in the U.S and the U.K (Goodman and Oldfield, 2010; Meyer and Sullivan, 2013). 

It should be noted that all factors have almost the same contributions to inequality in Palestine except 

employment status. The inequality weight of employment status to consumption inequality is relatively 

smaller than its weight to income inequality. This is probably due to the fact that most unemployed 

households receive their income in terms of either transfer or social assistance programmes (PCBS, 

2018). However, their consumption does not differ considerably from their employed household head 

counterparts.

Lastly, the findings from the present study are useful for policy implications. The study provides 

evidence about the drivers of inequality in living standards, which encourage policymakers to prioritize 

designing policies such as eliminating the regional differences and redistribution of economic resources 

to protect living standards and the welfare in Palestine and thus moving towards an overall improvement 

of well-being and a more equitable society. Enhancing education, particularly for those with lower income 

would lead to higher returns and thus reducing inequality as well.            
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ANNEX 

Here, we provide the definitions of household, household head, household income and household 

consumption as they defined by the Palestinian central bureau of statistics (PCBS). 

HOUSEHOLD

‘A household is defined as a group of persons who share the same living accommodation, who pool some, 

or all, of their income and wealth and who consume certain types of goods and services collectively, mainly 

housing and food.  Households are mainly consumers, but they may also be producers. All economic 

activity taking place within the production boundary and not performed by an entity maintaining 

a complete set of accounts is considered to be undertaken in the household sector’.

HOUSEHOLD HEAD

‘A person who generally provides the chief source of income for the household unit. He is the adult person, 

male or female, who is responsible for the organization and care of the household or who is regarded 

as such by the members of the household’.

INCOME

‘Cash or in-kind revenues to an individual or household within a given period of time: could be a week, 

a month, or a year’.  

HOUSEHOLD CONSUMPTION

‘It refers to the amount of cash spent on purchase of goods and services for living purposes, and the value 

of goods and service payments or part of payments received from the employer, and own-produced goods 

and food, including consumed quantities during the recording period, and imputed rent for owned houses’.
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Abstract

Currently, statistics on Research and Development (R&D) carried out in the business sector are computed 

in France on the sole basis of legal units: firstly, a survey is addressed to them to collect the data and then, 

statistics on R&D are disseminated at legal unit level. Considering the increasing importance of the enterprise 

group in the French economy, it seems difficult today to go on using only the legal units to calculate business 

statistics. Indeed, assimilating the legal unit to the enterprise is not relevant anymore for group's affiliates 

and subsidiaries. Taking into account the European definition of an enterprise will help to disseminate more 

consistent and relevant R&D statistics on the business sector.

    The French business statistical register established by the French National Statistical Institute (INSEE), 

called SIRUS, contains notably all the legal units and all the enterprises. The main contribution of this register 

is to make possible the calculation and dissemination of statistics at another level than the legal unit one: 

the enterprise level.

    This article first describes why the data should go on being collected at the legal unit level and not 

at the enterprise one. Indeed, it seems that such a change in the data collection can be dangerous because 

it could result in a substantial increase of the response burden. Then, this article presents the process based 

on SIRUS that leads to the computation of key indicators on R&D at enterprise level. To conclude, it compares 

these key indicators with the ones calculated at the legal unit level to show the impact of moving to the enterprise 

level on French R&D statistics.2

Keywords
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INTRODUCTION

In the context of globalization, Research and development (R&D) is a major issue for firms and countries 

to stay competitive by bringing notably innovation. The globalization of corporate R&D has become 
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a considerable phenomenon in the last few years. Therefore, there is a huge need to collect consistent  

data on R&D to follow properly the evolution of R&D expenditure, notably in the business sector. This is 

the goal of the R&D survey, which is based on the Frascati Manual, reference work of the OECD which 

gives all the countries common method and definitions for the conduct of a R&D survey.

In France, this survey led by the Ministry of Higher Education, Research and Innovation since 1963, 

is based on questioning legal units. With the globalization and the more and more noticeable presence 

of big groups in the business sector, a new definition of the enterprise appeared in the European regulation,3 

more based on economy than legality: an enterprise is the smallest combination of legal units that 

is an organizational unit producing goods and services, enjoying a certain decision-making autonomy, 

especially for the allocation of its current resources. Therefore, computing R&D data at this enterprise 

level seems to be more relevant to study R&D in the business sector and could become soon mandatory 

with the implementation of the future framework regulation for the business statistics FRIBS4 which 

is currently under negotiation.

In the first part of this article, we will see how we can get data at the enterprise level from the R&D 

 survey. Then, the article presents a method to compute key indicators on R&D at this new level. 

To conclude, it compares these key indicators with the ones calculated at the legal unit level to show 

the impact of moving to the enterprise concept on French R&D statistics.

1 HOW TO GET THE DATA AT THE ENTERPRISE LEVEL?

1.1 First approach: collect the data at the enterprise level

Currently, the data collection unit in the French R&D survey is the legal unit. The most natural idea 

to compute statistics on R&D at the enterprise level with the aim to disseminate more consistent 

and relevant statistics, is to choose the enterprise as the new data collection unit. However, such a change 

of data collection unit presents two major risks.

The first risk is a drop of our response rate which is currently over 90%. The legal unit considered as 

the decision-making unit of the enterprise is not necessarily the one which conducts the R&D activity,  

and in some large enterprises several legal units can be active in R&D. This can be an issue if we have 

only one contact in the decision-making unit and may probably increase the response burden for 

the enterprises. As a consequence, the response rate for large enterprises with several legal units active 

in R&D, which constitute a major part of the total internal expenditure on R&D, could drop considerably. 

Moreover, currently, with the legal unit as data collection unit, it’s already hard for some contacts to collect 

data in all the establishments making up the legal unit.

The second risk is the one of no longer being able to do an analysis at the legal unit level. This kind 

of analysis is relevant to understand how the enterprises organize their R&D activity. For example, it is 

interesting to know if this activity is located in a sole legal unit (or in a dedicated R&D centre) or divided 

between several legal units. In the French R&D survey on the 2015 data, nearly 28% of the enterprises likely 

to carry out R&D activities5 have more than one legal unit in the survey population, i.e. the population 

of the legal units likely to carry out R&D activities. Moreover, the legal unit concept is used in French 

national accounts and there will be no change in the near future. So, it is essential to keep computing 

consistent and relevant R&D statistics at the legal unit level.

In conclusion, choosing the enterprise as the new data collection unit does not seem the best way 

to get the best analysis of the R&D activities carried out by the business sector. So, we keep the legal unit 

as the data collection unit.

3 The European regulation 696/93.
4 Framework Regulation Integrating Business Statistics.
5 An enterprise is likely to carry out R&D activities if at least one of its legal units is in the survey population.
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1.2 Second approach: rebuild the enterprises’ profiles from legal units

The setting up of the R&D survey population is atypical: contrary to the other surveys conducted 

in the business sector in France, this population does not come directly from the French business 

statistical register, called SIRUS, established by INSEE,6 which contains notably all the legal units and 

all the enterprises. According to the recommendations of the Frascati Manual 20157 (cf. p. 220–221), 

the target population of the R&D survey at the legal unit level, noted U(LU), is only all legal units likely 

to perform R&D. This population is built up every year by using the population of the last survey and 

several other sources linked to R&D or innovation listing legal units (tax credit claimants, innovation 

survey (CIS),8 young innovative firms aids…). As the R&D activity carried out by an enterprise can be 

considered as all the R&D activities performed by its legal units, the target population at the enterprise 

level, noted U(EP), is naturally all enterprises for which at least one legal unit is likely to perform R&D, 

i.e. belonging to the target population U(LU).

Following the same logic, the sample at the enterprise level, noted S(EP), is made by all enterprises for 

which at least one legal unit belongs to the sample S(LU). To compute data on R&D at the enterprise level 

from the sample S(EP), it is necessary to know the data for all the legal units belonging to an enterprise 

in the sample and to the target population U(LU). Unfortunately, the data are not available for all these 

units because first of all, the sample of the R&D survey S(LU) does not come from a cluster sampling with 

the enterprise as the cluster. Indeed, as for most of the other surveys conducted in the business sector 

in France, the target population at the legal unit level U(LU) is divided into an exhaustive stratum and 

a non-exhaustive one. The exhaustive stratum is made up of the large9 legal units and of the ones which 

appear for the first time in the target population. All the other legal units of the target population form 

the non-exhaustive stratum. In the 2015 survey, the respondent legal units correspond to 1 435 enterprises 

in S(EP) made up of more than one legal unit in the target population U(LU) (cf. Table 1). 1 090 of these 

enterprises are formed by at least one legal unit which is in the target population U(LU) but whose R&D 

6 The French national statistical institute.
7 The Frascati Manual is a manual from the OECD which gives the guidelines for collecting and reporting data on reasearch 

and experimental development.
8 Community innovation survey.
9 In the R&D survey, a large legal unit is a unit whose last known internal expenditure on R&D (BERD) is higher than 

400 k€.

Source: Ministry for Higher Education, Research and Innovation – 2015 R&D survey

Table 1   The target population at the legal unit level U(LU) and the enterprise level U(EP) in the 2015 R&D survey

Population
Legal unit (LU) 

level
Enterprise level

Target population U(LU): 25 962 U(EP): 21 466

Sample 
population

Respondent 10 552 8 855

Made up of a sole 
LU in U(LU)

7 420

Made up of more 
than one LU 

in U(LU)

All LU are 
respondent

345

There is at least 
one LU with 

unknown R&D 
data 

1 090

Non respondent 1 007 894

Total S(LU): 11 559 S(EP): 9 749
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In conclusion, it is not so easy to compute R&D data for all the enterprises of the sample S(EP) from 

the data collected for the legal units sample S(LU). Post-collection treatments are necessary.

1.3 The estimation of the internal expenditure on R&D (BERD) at the enterprise level

Within the framework of this study, we will consider only the internal expenditure on R&D (BERD) 

as R&D data. As seen in the previous paragraph, some enterprises in the sample S(EP) are made up of legal 

units in the target population U(LU) but whose BERD is unknown. We have to estimate this expenditure 

at the legal unit level to have a BERD estimator of good quality for such enterprises.

As said before, the “grouped” responses have to be treated in a particular way. As a consequence, firstly, 

we will concentrate on legal units whose BERD is unknown and which are not in a “grouped” response.

1.3.1 Estimation of the BERD for legal units except the ones in a “grouped” response
All the legal units in the target population U(LU) are likely to perform R&D but some of them do not. 

Unfortunately, this feature is not available for the legal units which are not in the sample S(LU) and for 

data are unknown either because it is not in the sample S(LU) (2 047 legal units), or because it did not 

answer to the survey (97 legal units). In the rest of the paper, an enterprise is considered respondent 

if at least one of its legal units has answered the R&D survey; otherwise, the enterprise is considered 

non respondent.

The second reason why data are not directly available for all the legal units belonging to an enterprise 

in S(EP) and to U(LU) is the existence of “grouped” responses in the survey, i.e. answers which are not 

about a sole legal unit only. Actually, in some situations, it was decided that some correspondents could 

answer for several legal units, independently of the concept of enterprise or group, to reduce its response 

burden.10 These “grouped” responses, about a hundred or so each year, are matched with a “response 

outline” composed of several legal units. This kind of answer must be treated in a particular way to get 

the data for the legal units in the “response outline” and belonging to different enterprises of the sample 

S(EP). In the 2015 survey, there are exactly 89 “grouped” responses (barely 1% of all the survey responses – 

cf. Table 2) which relate to 246 legal units and which represent 5.8 billion Euros of internal expenditures 

on R&D (BERD) (i.e. 18.3% of the total for the business sector). Among these 89 “grouped” responses, 

29 mix several enterprises: they relate to 83 legal units and 63 enterprises.

10 This may be due to strong collaboration on R&D activities between several legal units which may be close geographically, 

or to a unified accounting system (for two legal units in the same group for example).

Note:  Actually, this number is higher (8 782) because some enterprises have legal units in a “grouped” response and other ones not in “grouped” 

responses.

Source: Ministry for Higher Education, Research and Innovation – 2015 R&D survey

Table 2   “Grouped” responses

Respondent population Number Legal unit level Enterprise level

Non “grouped” responses 10 306 10 306 8 732

“Grouped” responses

A sole enterprise 60 163 60

Several enterprises 29 83 63

Total 10 395 10 552 8 855
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11 A legal unit answers positively the 2015 R&D survey if it has performed R&D in 2015 (BERD>0). Otherwise, it answers 

negatively (BERD=0).
12 General questionnaire: questionnaire for legal units whose BERD exceeds 2 000 k€.
13 Simplified questionnaire. Exhaustive QS are intended for legal units whose BERD exceeds 400 k€ but not 2 000 k€.
14 Actually, the model is based on 7 609 legal units due to missing values and outliers.

the non-respondents. Then, a first step is to model the probability of performing R&D for each legal unit 

of the target population U(LU). This modelling is based on all the respondent legal units except the ones 

in a “grouped” response (10 306 for the 2015 R&D survey – cf. Table 2), whether they have answered 

positively or not.11 We distinguish four respondent sub-populations:

– the large legal units (QG12 and exhaustive QS13 – Large LU), 

– the new legal units, i.e. the legal units which appear for the first time in the target population 

U(LU) (QS new – New LU),

– the legal units in the non-exhaustive stratum whose BERD in 2014 is unknown,

– the legal units in the non-exhaustive stratum whose BERD in 2014 is known.

For the large legal units, as the non-response and negatively response rates are low (respectively 0.15% 

and 3.94%), we assume that the probability of performing R&D, noted P(BERD>0) is equal to 1. For 

the other three respondent sub-populations, we estimate this probability thanks to a logistic regression. 

For each sub-population, the model is the following:

                                                                          , (1)0
1

0
K

k k
k

logit P BERD X

where:

– β0 is the intercept,

– β1, ..., βK are the coefficients related to the K explanatory variables X1, ..., XK

–  is the error term.

The explanatory variables for the different sub-populations are mentioned in Table 3. For the sub-

population “legal units in the non-exhaustive stratum whose BERD in 2014 is known”, there is an additional 

variable in the model: a dummy variable which equals 1 if the legal unit answered positively in the 2014 

survey (BERD>0), 0 otherwise (BERD=0). Then, we estimate the coefficients for each of the three models 

by using the corresponding respondent legal units. These estimates allow us to estimate the probability 

of performing R&D for each legal unit whose BERD is unknown and which is not in a “grouped” response. 

From this estimated probability, we define a “performing R&D” dummy variable, noted IR&D, as follows:

&
1  0 0.5

0 
R D

if P BERDI
otherwise

.                                                                    
 (2)

For some of the legal units (629), we cannot compute such a dummy variable because there are missing 

values for some explanatory variables. In this case, we assume that the “performing R&D” dummy 

variable equals 0.

Afterwards, a second step is to estimate the internal expenditure on R&D (BERD) for the legal units 

for which the “performing R&D” dummy variable equals 1 (i.e. IR&D=1). If the legal unit answered 

positively one of the previous R&D surveys between 2009 and 2014, we assume that the BERD in 2015 

equals the last BERD known and corrected by price changes. Otherwise, the BERD is estimated by using 

a linear regression based on the legal units which answered positively the 2015 R&D survey (8 16914 legal 
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units – cf. Table 4). In the corresponding model (model (2)), the variable to be explained is log(BERD) 

and the explanatory variables selected by using a stepwise procedure (the chosen significance threshold 

is 5%) are the following ones:

– the logarithm of the following continuous variables: turnover, number of employees and unit legal 

age;

– the share of export activities in the turnover;

– dummy variables corresponding to each value of the business sector, to the location in the region  

Ile-de-France and to the variable “Applying for R&D tax credit” (cf. Table 3);

– a “not large legal unit” dummy variable which equals 1 if the legal unit is not a large one, 0 other-

wise.

Source: Ministry for Higher Education, Research and Innovation

Table 3   The explanatory variables15 in the logistic regression models

Explanatory variable Values

Turnover (in k€) [0;200[ [200;1 120[ [1 120;5 700[ [5 700;+ ∞[

Number of employees (headcount) [0;2] [3;9] [10;32] [33;+∞[

Share of exports in the turnover (in %) 0 ]0;5[ [5;20[ [20;100]

Unit legal age [0;2[ [2;12[ [12;23[ [23;+∞[

Business sector

High

Technology industry

Medium-high

Medium-low

Low

Primary sector, energy, construction industry

Services sector (excluding R&D)

R&D (division 72 of the NACE Rev.2)

Part of business group

Independent legal unit

Part of

a French group

a foreign group

Region of location Ile-de-France Other regions

Applying for R&D tax credit Yes No

15 The continuous variables are turned into categorical ones with four values by using the quartiles.
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Sub-populations

Respondent population

Non-respondent or non-sampled population

IR&D=0

IR&D=1

DIRD=0 DIRD>0

BERD estimated by
Estimated 
BERD (k€)previous 

BERD
linear 

regression

Large LU 156 3 800 0 5 1 10 053

New LU 685 1 830 86 18 246 34 122

Non-
exhaustive 

stratum

LU with 
unknown 

BERD in 2014
770 1 115 6 534 3 537 2 141 975 502

LU with 
known BERD 

in 2014
526 1 424 733 2 069 43 464 011

Total 2 137 8 169 7 353 5 629 2 431 1 483 687

Source: Ministry for Higher Education, Research and Innovation – 2015 R&D survey

Table 4   The number of legal units (LU) except the ones in a “grouped” response

16 Actually, the explanatory variables are not exactly the same: the “not large legal unit” dummy variable is substituted 

by two dummies, namely a “QG” dummy and an “exhaustive QS” one, because only 2 “grouped” responses are not 

in this sub-population.

1.3.2 Estimation of the BERD for legal units in a “grouped” response
As seen in the paragraph 1.2., 29 “grouped” responses mix several enterprises. As a consequence, it is necessary

to estimate the BERD for the 83 legal units involved in these “grouped” response to be able to estimate the BERD

of the 63 enterprises related to these units in the end (cf. Table 2).

To estimate the BERD for legal units in a “grouped” response, firstly, we use the same model16 (model (2)) and 

the same observations as the ones used in the previous paragraph (§1.3.1.) to get a first estimate. Then, we compute 

the share related to each legal unit in the estimated total BERD of the “grouped” response. Finally, we get the final 

estimate of the BERD for each legal unit by multiplying the corresponding share by the collected BERD of the

“grouped” response which remains the same before and after estimation.

In conclusion, we have managed to get a value, collected or estimated, for the BERD of each legal unit of the 

target population U(LU). As a consequence, we can compute a BERD for each enterprise of the sample S(EP). To 

obtain an estimate of the total of the BERD from these values available at the enterprise level, we have now to 

determine a weight for each enterprise in the sample S(EP).

2 HOW TO GET AN ESTIMATE OF THE TOTAL BERD FROM THE RESPONDENT ENTERPRISES?

2.1 The respondent enterprises

In this paragraph, we will naturally estimate the total BERD by considering the 8 855 respondent enterprises

(cf. Table 1), i.e. the ones whose at least one unit legal answered the 2015 R&D survey. The whole of these enterprises

is noted S(EP)r . Thanks to the paragraph 1, a BERD value can be computed for each of them by adding the BERD,

collected or estimated (cf. Table 5), of each of their legal units. 
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Number of respondent 
enterprises

Number of legal units in the respondent enterprises (BERD (k€))

No estimated BERD 
for all the legal units 
in the enterprise

7 688 8 124 (15 303 200)

Estimated BERD for at 
least one of the legal 
unit in the enterprise

1 167

Collected BERD 2 345 (11 176 213)

Estimated BERD

“Grouped” responses 
connected to several 

enterprises
83 (3 459 533)

Non-sampled 
or non-respondent

2 143 (367 006)

TOTAL S(EP)r: 8 855 12 695 (30 305 952)

Note: The total is not weighted for the BERD. 

Source: Ministry for Higher Education, Research and Innovation – 2015 R&D survey

Table 5   The legal units of the respondent enterprises

To obtain the total BERD, we just have to determine a weight for each respondent enterprise. 

We compute this set of weights by using generalized weight share method (GWSM) (Lavallée, 2007). 

2.2 Generalized weight share method (GWSM)

In the framework of the generalized weight share method (GWSM), we distinguish two populations: 

the collection population, here U(LU), and the population of interest, here U(EP). The GWSM allows 

to obtain an unbiased estimator of the variable of interest, here the total BERD, from the data available 

at the interest population level and the weights of the units sampled in the collection population, 

i.e. here the legal units in the sample S(LU). In this study, only the weights of respondent legal units, 

i.e. the legal units in S(LU)r, are considered because total non-response is handled here through reweighting.

The estimator of the total BERD related to the GWSM, noted �_ GWSMBERD tot  is expressed as follows:

_ _ _
i r

GWSM
i iGWSM

EP S EP

BERD tot pond EP BERD EP ,       (3) 

where:

– BERD_EPi is the BERD computed for the enterprise EPi by adding the BERD of each of its legal 

units which are in the collection population U(LU):

 
,

,_ _
k i i

i k i
LU EP U LU

BERD EP BERD LU ,

                            
 (4)

– pond_EPi
GWSM  is the weight for the enterprise EPi computed thanks to the GWSM. It is expressed 

as follows:

,

, ,_ _
k i i r

GWSM
i k i k i

LU EP S LU

pond EP pond LU
 

.  

     
 (5)
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Pond_LUk,i is the final weight of the legal unit k of the enterprise i, i.e. the weight got after reweighting 

to handle total non-response.

The values taken by the coefficients θk,i depend on the version of the used GWSM. In this paper, 

we consider the two following versions:

– the GWSM with classical links: in this version, the weight of an enterprise is based on the number 

of its legal units which are in the collection population U(LU):

, ,
1,   

1
i

classical classical
k i i k i ir

LU EP U LU

LU EP S LU ,

          

 (6)

–  the GWSM with links weighted by the BERD: in this version, the BERD of legal units is introduced 

as a weight in the calculation of the coefficients θk,i:

,_
, ,

_
,   

_
k iweighted BERD

k i i k ir
i

BERD LU
LU EP S LU

BERD EP
                         

 (7)

Then, we have built two new estimators of the total BERD,  and �
_

_
weighted BERD

GWSMBERD tot . 

In the next paragraph, we will compare them with the current estimate of the total BERD, noted 
�_ LUBERD tot , got from the BERD collected at the legal unit level and which can be written as:

 _ _ _
r

k kLU
k S LU

BERD tot pond LU BERD LU ,

                                      
 (8)

and we will try to identify the best of them.

3 WHICH ESTIMATOR AT THE ENTERPRISE LEVEL TO RETAIN?

3.1 Comparison of the two GWSM estimators

To assess the quality of our estimators, we would like to compare them to the current estimator �_ LUBERD tot .  

But the computation of the GWSM with BERD-weighted links estimator of the BERD mechanically gives 

the same result as the current one. Another idea is to compare our two GWSM estimators to the real totals, 

i.e. the totals on the population U(EP), for the BERD17 and two variables available in the French business 

register SIRUS (turnover and headcount). In this paper, we will assess the quality of our two GWSM 

estimators by computing the relative deviation from the real total for these three variables (cf. Table 6).

Both number of enterprises and legal units are underestimated by the two GWSM estimators, but the 

estimations of the totals for the two non-R&D variables (turnover and headcount) and for the BERD 

are quite close to the real ones, especially in the case of the GWSM with BERD-weighted links estimator. 

As a consequence, the latter seems to be the best one with the “relative deviation” criterion. However, 

further studies would be necessary to consolidate this first result. For example, we could carry out several 

simulations to compute several values for both GWSM estimators and, then, to deduce the bias for each 

estimator. In this paper, we focus only on the “relative deviation” criterion and, so, we decide to choose 

the GWSM BERD-weighted links estimator as the best one to compute R&D statistics at the enterprise 

level.

17 Actually, about the BERD, we can only compute a pseudo-real total on the population U(EP) thanks to estimations con-

ducted in the first paragraph.
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U(EP) S(EP)r, GWSM with classical links S(EP)r, GWSM with BERD-weighted links

Real total Estimated total
Relative deviation 
from the real total

Estimated total
Relative deviation 
from the real total

Number of 
enterprises

21 466 19 106 –11% 19 254 –10%

Number of legal 
units

25 965 23 255 –10% 23 838 –8%

Turnover (B€) 2 038 1 976 –3% 2 066 1%

Headcount 
(thousands)

5 740 5 416 –6% 5 509 –4%

BERD (M€) 31 423 30 640 –2% 31 756 1%

Another way to judge the quality of this new estimator is to understand how relevant it is in terms 

of economic analysis in comparison to an analysis at the legal unit level.

3.2  Comparison with the legal unit level: which level is better for an analysis by business category?

As stated in the previous paragraph, the GWSM BERD-weighted links estimator gives the same total 

BERD as our current estimator computed at the legal unit level. However, another interesting and topical 

issue is the analysis by business category. Indeed, the law (LME)18 specifies now four categories of business 

for the purposes of statistical and economic analysis, using headcount, turnover and total balance sheet 

of the enterprise: microenterprises, small and medium-sized enterprises (SME), intermediate-sized 

enterprises (ISE) and large enterprises. Before the new French definition of enterprise (LME), legal 

units were only categorized by their size in terms of headcount, with the same threshold than in the 

new definition. Moreover, data have already been published on LME business categories from the legal 

unit level: for example, the BERD of SMEs is the sum of the BERD of all legal units belonging to a SME. 

With this method, we obtain the number of legal units in each enterprise category but not the number 

of enterprises. So, it’s interesting to compare the results got from our new estimator at the enterprise level 

(the GWSM BERD-weighted links estimator) to those got at the legal unit level, in terms of breakdown 

by business category (cf. Figure 1). 

With the new French definition of enterprise, we completely change what we say about the breakdown 

between business categories: with the headcount definition on legal units we underestimated the share 

of large enterprises in the total BERD, and with the LME definition on legal units the shares in the total 

BERD were well estimated but we could not say anything in terms of number of enterprises. Thanks to our 

new methodology, we can now compute estimators directly based on the enterprises in our population, 

for example the number of enterprises carrying out R&D activities. 

Table 6    GWSM estimations based on the enterprise population and corresponding relative deviations 

from the real totals

Source: Ministry for Higher Education, Research and Innovation – 2015 R&D survey; INSEE – SIRUS

18 Article 51 of the French law on the modernisation of the economy (LME), 2008.



2020

97

100 (1)STATISTIKA

Notes:  * Estimators computed with the GWSM with BERD-weighted links on the respondent enterprises S(EP).
              ** Estimators at the legal unit level, LME definition of business categories.
              *** Estimators at the legal unit level, business categories defined only by headcount thresholds.
Reading note: There are 44.2% microenterprises in U(EP), whereas we estimate there are 35.9% legal units belonging to a microenterprise 
              (S(LU)r LME).
Source: Ministry for Higher Education, Research and Innovation – 2015 R&D survey; INSEE – SIRUS

Figure 1   Breakdown of some variables by business category at the enterprise level and at the legal unit level

CONCLUSION

The data collection at the legal unit level is still interesting and convenient, and the “grouped” responses 

and non-respondent legal units belonging to a respondent enterprise prevent us to easily rebuild 

the enterprise data. Different models were therefore used to rebuild a total BERD for each enterprise. 

This allows us to compute more relevant estimators at this enterprise level, especially in terms of business 

categories, thanks to the generalized weight share method (GWSM) which generates new sets of weights. 

To consolidate our results, it would be necessary to assess more thoroughly the quality of our GWSM 

BERD-weighted links estimator, for example by carrying out simulations based on different samples 

to compute different expected values of our total BERD estimator and its bias. Then, we could use our 

new set of weights at the enterprise level to estimate the totals of other variables, such as R&D personal 

or researchers, and check the quality of those estimators. 
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Abstract

In April 2016 ISTAT (Italian National Statistical Institute) started a corporate restructuring process that interested 

all the statistical production structures and that led to a completely renewed organizational setup. Before 

the above mentioned reorganization, the statistical processes were organized according to the classical 

‘stovepipe’ model, that involved independent, non-integrated, statistical processes including all the necessary 

skills: statisticians, information technology experts, thematic experts, methodologists.The new model restricts 

the production processes only to the thematic experts, while all the “cross” expertise isare all assigned 

to specialized structures. The main advantage of the new setup concerns the overall system efficiency, while 

the main disadvantage concerns the increased fragmentation of the production processes.

    Before the restructuring process, response rates in economic structural surveys were quite low and 

unsatisfactory. After two years from the introduction of the new organization the medium response 

rate increased from 48.8 to 59.5 per cent for structural surveys and from 59.0 to 79.0 for short-term surveys. 

At the same time, the duration of the data collection periods for structural surveys reduced from 152 to 115 days.4
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Data collection, response rates, process efficiency, official statistics, business stastistics, 
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1   TRENDS  OF  RESPONSE  R ATES  IN  ECONOMIC  SURVEYS  AFTER  STARTING 

THE  MODERNIZATION  PROGRAM

1.1 Response Rates in Structural surveys

Among the structural surveys, some responded very positively to the new organizational scheme, that 

are not only the ones characterized by a low rr as the Community innovation survey (CIS) that increased 

by 15 pp in 2016 starting from 53 percent in 2014, but also surveys with an already satisfactory rr such 

as Survey on enterprise accounting system (SBS – Structural Business Statistics Regulation), that increased 

8 pp, starting from 68 in 2014 (Table 2). 

5 In this document rr are calculated at the end of the data collection phase but before activating the procedures for 

integrating the missed responses, which may vary from survey to survey, and before making any integration with data 

from administrative sources.
6 Community innovation survey (CIS), Statistics by product (Prodcom), Small and medium size enterprise survey – SME 

(including professional and artistic activities) (SBS), Survey on information and communication technology in enterprises 

(ICT), Survey on enterprise accounting system (SBS), Survey on Research and Development in enterprises (R&D), Updating 

of the statistical register of economic units ASIA – Local units, Survey on the activities of foreign controlled enterprises 

resident in Italy (Inward Fats), Survey on foreign affiliates activities abroad controlled by Italy (Outward Fats).

INTRODUCTION

The Response rates (rr5) in economic direct surveys carried out in Italy were traditionally low. Low rr  

are partially explained by structural characteristics of Italian economic productive system, that includes 

a very high number of medium and small-size companies. In 2015, of the total of 4 338 085 active 

companies only 3 666 had more than 250 employees, just 0.08 per cent. The total number of employees 

was 16 289 875 of which 3 583 121 belonging to enterprises having more than 250, representing a quota 

of 22%. Traditionally, in Italy, medium and small size companies showed lower rr than the bigger ones. 

An explanation of different rr corresponding to different dimensional classes depends on the characteristics 

of the Italian statistical law that imposes an obligation to provide data for all the companies involved 

in statistical surveys but it applies penalties just for a reduced set of companies, identified according 

to dimensional variables (number of employees and/or turnover). During the last two years Istat experienced 

a clearly increasing trend in rr both in structural and short-term economic surveys. The increase 

of the rr was normally associated with a significant reduction of the data collection period. Particularly 

for main structural economic surveys6, the results show (Table 1) that generally speaking the rr increased 

by about 11 percentage points (pp), whereas for short-term surveys by about 20 pp. The comparisons refer 

to surveys on enterprises carried out before and after the Centralized Data Collection (CDC) management 

was implemented in Istat. Notably for short-term surveys the comparison was carried out considering  

1st quarter 2016 and 1st quarter 2018. In the above mentioned framework the main aim of the article 

is to point out the effects of CDC on response rates of both structural and short-term economic surveys. 

Table 1  General response rates (rr) for main structural and short-term surveys pre and post CDC implementation

Type of business survey Management type Total survey units (*)
General rr 

(average for short term)

Structural (**)
Pre CDC 264 698 48.8

Post CDC *** 231 681 59.5

Short-term (**)
Pre CDC 55 512 59.0

Post CDC 57 667 79.0

Notes: *  Each unit can be included in one or more surveys. ** The main structural surveys and a selection of short-term surveys are included. 

See Tables 2 and 4 for the complete lists. *** Considering last concluded survey.

Source: Elaboration on data extracted from Business Statistical Portal
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Table 2  Structural surveys, response rates and data collection periods lengths

Table 3  Structural surveys, response rates for enterprises having at least 250 employees

Surveys
Reference 

year
Total 
units

Response 
rate (%)

Response rate 
difference 

(%) (*)

Data collection 
length (total 

days – d)

Data collection 
length 

difference 
(d) (*)

CIS 2016 32 018 68.1 15.1 143 –92

Prodcom 2017 39 799 56.2 11.6 124 2

SME – SBS 2016 74 207 43.5 11.0 99 –118

ICT 2017 32 255 67.0 5.2 66 –27

SBS 2016 10 558 76.4 8.4 139 –4

R&D 2015 17 977 76.5 –1.0 89 –48

Updating the statistical 
register of economic 
units ASIA – Local units

2016 10 536 80.4 –3.8 62 –51

Inward Fats 2015 7 791 74.4 24.2 120 –21

Outward Fats 2016 6 326 69.8 10.2 193 24

Note: * Comparison was carried out between last concluded survey and the last run before CDC introduction.

Source: Elaboration on data extracted from Business Statistical Portal

Note: * Comparison was performed between last concluded survey and the one run before CDC introduction.

Source: Elaboration on data extracted from Business Statistical Portal

Surveys
Response rate (*)

Total (%) pp difference (*)

SBS 86.2 8.9

Prodcom 89.0 –0.5

ICT 91.6 9.4

Outward Fats 90.3 4.9

Regarding the length of the survey, we can highlight the Small and medium size enterprise accounting 

system survey – SME (including professional and artistic activities – SBS Regulation) case that was run in 

118 days (d) less than the previous editions, and the Community innovation survey (CIS) with 92 d less; 

several other surveys were conducted in shorter time, with more than 20 d less than usual (Table 2). 

The analysis of rr related to enterprise dimension, enhances the effect of several factors. Table 3 below shows 

that a relevant increase was registered for SBS (8.9 pp) and ICT (9.4 pp) surveys, where the enterprises 

involved with at least 250 employees are more than 3 000. In both cases the increase was higher than 

the general rr variation of each survey (8.4 pp for SBS and 5.2 pp for ICT), meaning that the impact 

of the new organizational scheme garantees effectiveness of the activities run particularly on the larger 

units. Moreover, the response rates for enterprises having at least 250 employees of these two surveys 

before the reorganisation was lower than the ones registered for Prodcom and Outward Fats. On the other 
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Table 4  Short-term surveys, average response rates – I quarter, years 2016 (pre CDC) and 2018

Table 5   Short-term surveys, average response rates for enterprises having at least 100 employees – I quarter, years 

2016 (pre CDC) and 2018

Source: Elaboration on data extracted from Business Statistical Portal

Source: Elaboration on data extracted from Business Statistical Portal

Survey I quarter 2016 (%) I quarter 2018 (%) pp difference

MRS 38.3 66.3 28.0

IPI 58.8 78.9 20.1

PPID 79.9 91.8 11.9

hand, for Prodcom and Outward Fats the variation of the rr for enterprises with at least 250 employees 

was quite different from the previous ones with a decrease of 0.5 pp and an increase of 4.9 pp respectively 

and definitely lower than the variations recorded for the survey as a whole (11.6 and 10.2 pp respectively). 

In those two cases, the number of units involved with this dimension is not very high (around 1 200 

and 500, respectively) and the rr for this specific group was already high before reorganisation (88.9 and 

85.4 percent, respectively). 

1.2 Response Rates in Short-term surveys

Tables 4, 5 and 6 show the results obtained for the first quarter 2018 in terms of rr after CDC introduction 

for a selected set of business short-term surveys. Since these surveys are characterized by a continuous 

DC (Data Collection) process, the comparison was made at the end of the useful period, introduced 

with the new sanctioning procedure (paragraph 2.7). Compared with the first quarter 2016, the rr shows 

a positive average variation of 20.0, particularly relevant is the increase of 28 pp registered for the Monthly 

survey on retail sales (MRS). The Monthly survey on industrial production (IPI) and the Monthly survey 

on producer prices for industrial products sold in the domestic market (PPID) also show significant 

increases of 20.1 pp and 11.9 pp, respectively (Table 4). 

It is also noted that the rr of the short-term surveys in 2018 compared to 2016, despite the more 

stringent tolerance times envisaged by the current sanctions system, are significantly higher at the date 

of May 2018, particularly for the surveys MRS and PPID. 

The increase concerning enterprises having at least 100 employees (Table 5), highlighted by the average 

rr variation from 62.9 to 85.6 percent, associated with an average reduction in the number of enterprises 

virtually subject to penalties of 63.4 percent according to the new management criteria, is considerably 

positive (Table 6).7

7 Data used to calculate the response rates in Tables 4 and 5 may not coincide with those used for calculating the indicators 

transmitted to Eurostat and published at national level; due to the fact that even if there is a monthly deadline for sending 

the data, the enterprises can still provide the information throughout the month also referred to previous periods, in 

this case the data are used for the review of indicators. For example, the response rates calculated for the IPI survey near 

the Press Release at national level for January 2016 and January 2018 are  equal to 67% and 81%, respectively, with 

a positive variation of 14%.

Survey I quarter 2016 (%) I quarter 2018 (%) pp difference

MRS 51.9 78.1 26.2

IPI 60.2 84.6 24.4

PPID 76.6 94.2 17.6
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Given the results mentioned, the main objective of the present document is to point out the causes 

that explain both the increasing trend in response rates and data collection period reduction. As pointed 

out in the following text, the main causes concern organizational set-up solutions of the data collection 

processes, that involved increasing efficiency and standardization. All the results were obtained thanks 

to the synergies established among DC structures, production structures and IT structure. 

2 INNOVATIONS INTRODUCED IN THE FIELD OF DC IMPLEMENTATION

2.1 Organizational set-up of DC implementation

During 2016 the Italian National Statistical Institute (ISTAT) launched a wide modernization programme 

whose main objective was to enrich the supply and quality of the information produced, improving 

the effectiveness and efficiency of the statistical processes. Istat designed and implemented a new 

organizational set-up that was characterized by the centralisation of all the support services, that were 

clearly separated from statistical production. The most important innovation subsisted in the creation 

of the new Central Directorate for Data Collection that was characterised by a very high degree 

of specialization of activities and Human Resources. In fact it included four Divisions specialised 

in the following areas: 1) Division for design of data collection tools; 2) Division for data collection 

organization; 3) Division for implementation of data collection from direct surveys; 4) Division for 

integration of administrative sources and registers.

In the reorganization of data collection the goal of specialization was pursued concentrating a series 

of activities typical for survey’s implementation in a single Division. A further internal subdivision 

concerned the type of responding units involved (businesses, households and individuals, farms, public 

and private institutions, others). The integration of data collection implementation processes, previously 

run independently, promoted standardization, with a view to optimizing and increasing efficiency. 

As a consequence, several process innovations were implemented.

2.2 Harmonized survey lists management 

The preparation of the survey lists was standardized and generalized, by means of a new procedure 

involving two successive steps of treatment: i) verification of the elegibility of the units included 

in the survey samples, in order to define the correct and updated lists of units to be involved in the survey. 

These units receive the informative letter, signed by Istat’s President, announcing the start of the survey. 

Eligibility is assessed taking into account possible recent business transformation events, insolvency 

proceedings, registrer modifications and economic activity variations; ii) normalization of the mailing 

list, verifying for each unit the completeness of register information useful for the correct delivery and 

integrating possible gaps. 

Table 6   Business short-term surveys, number of enterprises virtually subject to penalties – I quarter, years 2016 

and 2018*

Survey

Enterprises subject to penalties

I quarter 2016 I quarter 2018 % decrease

MRS 136 55 –56.6

IPI 1 334 532 –60.1

PPID 378 111 –70.6

Note: * Number of enterprises virtually subject to penalties is calculated at the end of the ‘useful data deadline’.

Source: Elaboration on data extracted from Business Statistical Portal
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2.3 Standardization of the contact modalities 

The following standards were adopted: i) single centralized access point both for the data capturing 

systems (by means of Business Statistical Portal) and for the incoming contacts (free of charge inbound 

Contact Center) by telephone or by email; ii) system of harmonized standard answers to be used in order 

to provide efficient and timely resolutions to requests coming from units on non-thematic and recurring 

thematic issues. The requests are addressed to centralized inbound Contact Center service or directly 

to Istat DC offices.

2.4 Strict schedulation for formal end informal communications 

The data collection implementation requires the definition of a strict timetable for the management 

of the formal and informal communications addressed to the units involved in the surveys. The following 

timetable has been adopted, following different approaches for structural and short-term surveys.

Table 7   Timetable of formal and informal communications adopted by structural and short-term surveys

Source: ISTAT

The massive submissions are carried out through a specific software application (named Archiflow) 

that allows the creation and sending by certified email, scheduling the starting time, of dynamic text 

messages; massive ordinary email dynamic text messages are managed by means of a proprietary Web 

application named MMM (Mail Massive Manager). 

2.5 Procedures and tools for monitoring the data collection process

Automatic and generalized procedures were implemented in order to monitor the entire data collection 

process. The aim is implementing timely corrective actions to control non-respondents, such as extra 
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reminders in addition to those already scheduled (by ordinary or certifi ed email, or phone). Th ese 
procedures allow cyclical (comparing to the previous period of the same year) and structural comparisons 
(same period of the previous year) on the basis of specifi c indicators (e.g. response rates). In this regard, 
particular relevance assumes the management tools provided by the back offi  ce of the Business Statistical 
Portal that allows a detailed analysis of the rr for territorial level, economic activity and for specifi c 
employees classes.

2.6 Data capturing and security systems 
Data capturing takes place in a safe mode through generalized Web systems which allow the storage
of raw data in a separate and centralized logical environment that allows monitoring of all deliveries
to diff erent recipients.

2.7 Harmonised penalties management procedure
Th e integrated approach to the CDC management allowed the generalization of the procedures used for 
the generation of the lists of the units subject to penalties. Th e lists are produced at the end of the DC 
period, aft er appropriate check of the most recent register information.

In particular, in the context of the short-term surveys an important innovation was introduced, 
aimed at redefi ning the procedure for the identifi cation of units subject to penalties. Th e new procedure 
was implemented with the aim to produce timely and quality statistical information while trying
to minimise the statistical damage charged on Istat; the statistical damage has been assessed on the basis 
of the response behaviour by the units involved in the surveys in relation to the phases and timings,
as reported in the following Figure 1. 

Source: ISTAT

Figure 1  Penalties management criteria in short-term surveys
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2.8 Innovative tools and services supporting DC activities 

2.8.1 The Business Statistical Portal
The introduction of the Business Statistical Portal in economic survey started in 2013 involving a reduced 

set of large companies (500 employees and more). In May 2018 about 350 000 companies for about 

60 surveys are currently enabled to use the Portal. The implementation of the new system in the context 

of the economic surveys involved a new approach in the management of economic surveys that turned 

from “survey-centered” to “enterprise-centered”. Main objectives of the Portal can be defined as follows: 

a) Streamline the operations required by respondents to fulfill their response obligations, with an overall 

reduction of the burden; b) Increase both ordinary and extraordinary (e.g. news) communications 

on the survey events and activities; c) standardize and harmonize data collection in order to increase 

efficiency at the system level.

2.8.2 Centralised inbound and outbound Contact center services
The new organization of Division for data collection implementation from direct surveys (DCI) also 

implies more specialization of managing the contacts with respondents. In particular, the outsourcing 

of the activity is entrusted to a specialized company in Contact Center (CC) services. The aim 

is pursuing progressive centralization of the support and assistance services addressed to the units involved 

in the surveys (inbound) and of telephone alert and reminders addressed to non-respondent units 

(outbound). The unique and coordinated management of the service guarantees strong standardization 

not only within each specific thematic sector but also among sectors, due to the increased transfer 

of the best practices from one sector to the other. 

CONCLUSIONS AND FUTURE DEVELOPMENTS

The introduction of the new organizational model launched by ISTAT in 2016, which provides a specialized  

approach to the management of cross-cutting services and the creation of a new Department exclusively 

dedicated to the Data Collection has produced important results in terms of increasing response rates 

of economic business surveys, both structural and short-term. The increases are also associated 

to significant reductions in the data collection periods, especially in structural economic surveys. 

The results are independent of the platforms used for web data capturing and are extended to all types 

of surveys. Among the factors that most explain these increases should be considered the standardization 

of data collection processes that led to significant increases in efficiency. These efficiency gains can free 

up resources to be used in process and product innovation activities, in the quality of the outputs and 

to respond to new needs for statistical information expressed by users. Even in the presence of the above 

mentioned undoubted results, the new organization of the processes has also shown some critical issues 

that can be resolved in the medium term: i) resistance to change and increase in the conflict between 

transversal and production structures, mainly deriving from the “subtraction” of some activities that 

were traditionally managed within the production processes; ii) strong fragmentation of DC processes; 

iii) permanence of overlaps and doubts about “who does what” in the transversal structures and 

in particular Data collection.

The main challenges for the future concern the methods and the solutions to be adopted to consolidate 

the transition process towards the new model: i)  development of integrated and generalized platforms 

for data capturing from units belonging to different sectors; ii) design and implementation of a unique 

generalized system of integrated management of surveys; iii) greater integration between inbound and 

outbound contact center services; iv) development of acquisition Portals to increase the efficiency of data 

collection processes from survey units belonging to different sectors; v) identify solutions to be applied 

at an organizational level in order to reduce the processes fragmentation, while respecting the principle 

of specialization and standardization of the activities involved.
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International Conference
Mathematical Methods 
in Economics (MME 2019) 
Petra Zýková 1  | University of Economics, Prague, Czech Republic
Josef Jablonský 2  | University of Economics, Prague, Czech Republic

1 Faculty of Informatics and Statistics, Department of Econometrics, University of Economics, Prague, W. Churchill Sq. 4, 

130 67 Prague 3, Czech Republic. E-mail: petra.zykova@vse.cz.
2 Faculty of Informatics and Statistics, Department of Econometrics, University of Economics, Prague, W. Churchill Sq. 4, 

130 67 Prague 3, Czech Republic. E-mail: jablon@vse.cz.
3 More at: <https://mme2019.ef.jcu.cz>.

Mathematical Methods in Economics (MME) conferences have a very long history and tradition. They are 

one of the most important scientific events organized in the Czech Republic in the field of operational 

research, econometrics, mathematical economics, and related research areas. In 2019, the 37th International 

Conference on Mathematical Methods in Economics was organized in the city of České Budějovice 

on 11–13 September.3 Except for the local organizer, which was the Faculty of Economics, University 

of South Bohemia in České Budějovice, leading organizers of MME conferences are the Czech Society 

for Operations Research (CSOR) and the Czech Econometric Society.

The total number of participants of this year’s MME conference was more than 127 from the Czech 

Republic, China, Austria, Poland, and Slovakia. The programme started with an opening ceremony, where 

the head of the Organising Committee, Michal Houda, introduced the main programme and all facilities. 

After that, the first plenary session started with the interesting lecture From AI and Data Science back 

to Operations Research and Financial Modelling presented by the Vice President of the Austrian Operations 

Research Society, professor Ronald Hochreiter (Vienna University of Economics and Business). After 

the plenary session, the programme of the conference was divided into five parallel sessions. The total 

number of presentations was more than 80. All accepted papers are published in the Proceedings 

of the MME 2019. They have been submitted, as in the previous years, for indexing in the Web of Science 

database.

It has been a long tradition that a competition of PhD students for the best paper takes place during 

MME conferences. The competition is organized and honoured by the CSOR. All submitted papers were 

peer-reviewed and the papers with positive referee reports were further evaluated by the Programme 

Committee. Six best selected papers have been presented at the conference in a special session and the 

evaluation committee decided about the winners. Six papers, which were the best ones, were awarded 

after a conference dinner on the Kleť mountain. Petra Tomanová (University of Economics, Prague, Czech 

Republic) with her paper Price Clustering Phenomenon was the winner of the competition. Tomáš Rusý 

(Charles University, Prague, Czech Republic) with his paper Interest Rate Modelling: Maximum Likelihood 

Estimation of One-Factor Short-Rate Models ranked second. Petra Zýková (University of Economics, 

Prague, Czech Republic) ranked third with her paper Dynamic Efficiency Analysis of German NUTS 2. 

The remaining three award-winning contributions have been delivered by Anlan Wang (Technical University 
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of Ostrava, Czech Republic), Michal Škoda (Czech University of Life Sciences Prague), and Xiaoshan 

Feng (Technical University of Ostrava, Czech Republic). Another plenary session closed the conference 

by Gustav Feichtinger (Vienna University of Technology) and his lecture The Mathematics of Ageing.

Organization of the conference was at a very high level. All sessions took place in the Faculty 

of Economics. The welcome evening took place on the ground floor of the university canteen with 

an accompanying music (traditional South Bohemian sounds). An essential part of all conferences 

is a social programme that always offers many opportunities to discuss various problems in an informal 

environment. The organizers have prepared a trip to the Kleť mountain including a pleasant guided tour 

of the Kleť Observatory and a conference dinner at the Kleť restaurant. Conference participants could 

hike to the top of the Kleť mountain or use the cableway.

The annual meeting of the CSOR decided that the 38th MME conference will be organized in the city 

of Brno by the Faculty of Business and Economics, Mendel University of Brno, on 9–11 September 2020.
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13th Year of  the International 
Days of  Statistics and Economics
(MSED 2019)
Tomáš Löster 1  | University of Economics, Prague, Czech Republic
Jakub Danko 2  | University of Economics, Prague, Czech Republic

1 Faculty of Informatics and Statistics, Nám. W. Churchilla 4, 130 67 Prague 3, Czech Republic. E-mail: tomas.loster@vse.cz.
2 Faculty of Informatics and Statistics, Nám. W. Churchilla 4, 130 67 Prague 3, Czech Republic. E-mail: jakub.danko@vse.cz.
3 More at: <http://msed.vse.cz>.

From 5th to 7th September 2019, a worldwide conference of the International Days of Statistics and 
Economics (MSED) took place at the University of Economics in Prague. Every year, the conference 
enjoyed success and found participants from many countries around the world. The traditional goal of this 

 
issues in the areas of statistics, demography, economics and management and their interconnection.
     The 13th International Days of Statistics and Economics was organized by The Department of Statistics 
and Probability and the Department of Managerial Economics, University of Economics, Prague, Czech 
Republic (main organizer); Faculty of Economics, The Technical University of Košice (co-organizer) and 
The Ton Duc Thung University, Ho Chi Minh City, Vietnam (co-organizer). The conference ranks among 
important statistical and economic conferences, which can be proved by the fact that Online Conference 
Proceedings from 2011 to 2018 were included in the Conference Proceedings Citation Index (CPCI), 
which has been integrated within the Web of Science, Clarivate Analytics (formerly Thomson Reuters). 

published on the conference website. Presentations and subsequent discussions were held in English. 
     This year, 278 participants from various countries, such as the Russian Federation (87), Poland (37), 
Slovakia (16), registered at the conference. Other participants came from Vietnam, Austria, Bulgaria, 
France, Switzerland, etc. Doctoral students and young researchers from various universities abroad 
are also very happy to attend the conference. Among the participants, there were 35 doctoral students. 
Regarding statistical topics, the interest was traditionally focused on cluster analysis, computational 
statistics, and statistical modeling. Each contribution went through a double-blind peer-review process  
in accordance with publication ethics. 

The key speaker during the conference was Helena Horská, the Head of Economic Research of 

the Raiffeisenbank, a.s., Czech Republic. Her lecture was accompanied by an interesting discussion 

about current economic topics. To conclude, we wish the conference be successful in the next year as 

well, because it is important that through this professional event deeper connections between important 

disciplines such as statistics and economics are established and the professional community realizes that 

mutual cooperation is crucial to the entire system.

We would also like to invite researchers, doctoral students and the wide professional public to 

the fourteenth International Days of Statistics and Economics, which will take place at the University 

of Economics, Prague, from 10th to 12th September 2020.
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International Conference 
Applications of  Mathematics 
and Statistics in Economics 
(AMSE 2019) 
Stanislava Hronová 1  | University of Economics, Prague, Czech Republic

1 Faculty of Informatics and Statistics, Department of Economic Statistics, University of Economics, Prague, Nám. 
W. Churchilla 4, 130 67 Prague 3, Czech Republic. E-mail: hronova@vse.cz.

As usually, at the turn of August and September, from 28th August to 1st September 2019, already  
the 22nd international conference called Applications of Mathematics and Statistics in Economics took 
place. This year, the conference was organized by the Faculty of Economics of Matej Bel University 
in Banská Bystrica. As it is usual with Slovak organisers, the venue was in Slovak mountains, this time 
in Nižná in a picturesque foothills of the Roháče mountains. Over 60 experts from the Czech Republic, 
Slovakia, Poland, Austria, and the United Kingdom of Great Britain and Northern Ireland representing 
the University of Economics in Prague, Matej Bel University in Banská Bystrica, Wroclaw University 
of Economics, University of Economics in Bratislava, Vienna University of Economics and Business, 
Aston University in Birmingham, Comenius University in Bratislava, the Czech Statistical Office, and 
the Statistical Office of the Slovak Republic participated in the conference. 

It is characteristic for the international conference that knowledge and experience are exchanged, 
the latest results of research are presented, and new procedures and methods are discussed there. Working 
meetings of representatives of cooperating workplaces and planning of further heading of scientific 
and pedagogical cooperation form an integral part of the conference. This year, the traditional meeting 
was supported by the auspices of presidents of the Czech Statistical Office and the Statistical Office 
of the Slovak Republic and by the participation of top representatives of both the offices.

It is because the conference was held in the year, in which we commemorate 100 years of Czechoslovak 
statistics; i.e. 100 years ago, the State Statistical Office in Prague was established. This anniversary, 
as well as the present and the future of the official statistics was reminded by representatives of both 
the statistical offices in their invited papers – Mr Marek Rojíček, President of the Czech Statistical 
Office, and Mr František Bernadič, Vice President of the Statistical Office of the Slovak Republic. Their 
papers provoked a rich discussion and interest of not only Czech and Slovak, but especially of foreign 
participants.  

Among other important participants of the conference, who presented invited papers, were: Mikuláš 
Luptáčik, from the University of Economics and Business in Vienna, who in his paper Efficiency 
vs. equity as a multi-objective optimisation problem presented a new multiple criteria decision making 
model coupled with an extended Leontief input-output model taking into account the social dimension 
and obtain deeper insights into the so-called efficiency-equity trade-off, and Emmanuel Thanassoulis,  
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from the Aston University in Birmingham, who in his paper called The use of data envelopment analysis  
in regulation showed how DEA has been integrated into regulatory systems and how the extension 
of DEA can improve the incentives aspect of regulation.

Other meetings of the conference took place in 9 sections as follows: Macroeconomic issues I, II, III, 
Social issues I, II, III, Multivariate statistical methods, Application in Insurance, and History of statistics. 
It is very difficult to highlight the most interesting papers. Therefore, I would like to underline only some 
papers of postgraduates and post-docs, which I consider to be of good quality, interesting, and innovative 
in terms of their methodology. 

In the Macroeconomic issues I section, the most attractive was a paper called How to value equity 
in National Accounts, in which the authors (Kramulová, J., Vincenc, J., and Houžvičková, H.) presented 
possible methods of equity valuation with the aim to emphasize its relationship to revaluation of non-
financial assets made in national accounts under the ESA 2010 manual. The paper highlights the worldwide 
initiative of the Czech Statistical Office in the field of equity valuation that results in the proposal of a new 
methodology of equity valuation, with an effort to stir up a debate about this topic. Their new methodology 
will undoubtedly be an inspiration also for other Member States of the EU.

In the Macroeconomic issues II section, papers based on utilization of an input-output analysis 
and DEA method were dominating. An exception to that was a paper of Gawthorpe, K. and Šafr, K., 
who in their paper called Maintaining the well-being of ageing population in Czechia presented government 
expenditures necessary to keep the current well-being unaltered to the dynamics of demographic prognosis. 
Their model is disaggregated with the so-called bottom-up approach to capture the nuanced differences 
among three selected ageing cohorts.

A practical application of multi-dimensional statistical methods (in the Multivariate statistical methods 
section) was presented by Stachová, M. and Král, P. in their paper called Panel data clustering in financial 
distress prediction. The goal of the paper has been to identify typical patterns in trajectories of financial 
indicators over time that could determine, via cluster analysis, whether a company tends to be in financial 
distress, or not, and also possibly the severity of this state.

In the Applications in Insurance section, what was undoubtedly interesting was the paper called Equity 
release contracts with varying payments (by the author: Marciuk, A.). The aim of her paper was to analyse 
varying payments of equity release contracts that have been in offer to clients in Poland for several years. 
Calculations were made on the basis of real Polish market data. Since the Solvency II directive requires 
the spot interest rate of the European Central Bank, the Svensson model was employed.

In the Social issues III section, the authors Čabla, A. and Habarta, F. in their theoretical paper called 
Distribution of the wealth of the richest persons in the world explored the probability distribution of wealth 
of the richest persons in the world based on estimates from the CEOWORLD magazine’s rich list for 
March 2019.

A traditional section dealing with the History of statistics had a clearly determined topic this year, 
which was the 100th anniversary of establishment of the State Statistical Office in Prague. The paper called 
Origin of the state statistical service in Czecho-Slovakia (by the authors Závodský, P. and Šimpach, O.)  
was very interesting and it suitably completed the professional meeting of the conference the subtitle 
of which was namely to commemorate 100 years of the Czechoslovak official statistics.

A full programme of the AMSE 2019, including full texts of all presented papers can be found at: 
<http://www.amse-conference.eu>. There you can find also information about the history of the AMSE 
and links to preceding AMSE international conferences.

Papers presented at the AMSE 2019 conference are published in the book of proceedings that has 
been send to Thomson Reuters to be considered for inclusion into the Conference Proceedings Citation 
Index (CPCI). The proceedings of the past five AMSE conferences (i.e. AMSE 2014, 2015, 2016, 2017, 
and 2018) have been successfully indexed and are available in the Web of Science database.
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The tradition of alternating organisation (Slovakia – Poland – the Czech Republic) further continues 
and the 23rd AMSE conference (to be organized by colleagues from the department of statistics 
of the Wroclaw University of Economics) will take place in Wisla in Poland at the turn of August and 
September 2020.
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International Conference  
Interdisciplinary Information 
Management Talks (IDIMT 2019)
Petr Doucek 1  | University of Economics, Prague, Czech Republic
Lea Nedomová 2  | University of Economics, Prague, Czech Republic
Gerhard Chroust  | Johannes Kepler University Linz, Linz, Austria
Antonín Pavlíček  | University of Economics, Prague, Czech Republic

1 Faculty of Informatics and Statistics, University of Economics, Prague, W. Churchill Sq. 4, 130 67 Prague 3, Czech Republic. 

E-mail: doucek@vse.cz.
2 Faculty of Informatics and Statistics, University of Economics, Prague, W. Churchill Sq. 4, 130 67 Prague 3, Czech Republic. 

E-mail: nedomova@vse.cz.
3 More at: <https://idimt.org>.

The Interdisciplinary Information Management Talks (IDIMT) 3 conference is among the conferences 

traditionally organized by the Department of Systems Analysis of the Faculty of Informatics and 

Statistics at the University of Economics in Prague, in cooperation with Johannes Kepler University Linz. 

Its predominant focus is on topics surrounding information management in various application fields, 

enterprise IT, and enterprise IT management. This year saw the conference’s twenty-seventh iteration, 

bearing the subtitle “Innovation and Transformation in a Digital World.” The conference’s reputation 

is to be in close touch with current trends and a good indicator of future developments. The conference 

attracted papers from a total of 132 authors, with 43 submitted papers being accepted together with 

11 invited papers. The authors have come from seven different countries: Austria, Czech Republic, 

Kazakhstan, Romania, Russia, Slovakia and Ukraine. It was held in early September in the historic town 

of Kutná Hora, in the pleasant environment of a former Jesuit campus that today houses the Central 

Bohemian Gallery (GASK).

The conference program was kicked off in the campus’ beautifully ornamented refectory by Gerhard 

Chroust, professor emeritus at the University of Linz, who recalled the conference’s long tradition 

and the changes over the twenty-five years of its existence. The next speaker at the gala plenary session was 

Jakub Fischer, dean of the Faculty of Informatics and Statistics, who welcomed the attendees and wished 

them a pleasant stay in Kutná Hora and great benefits from the conference, both from the conference 

papers themselves, and from informal meetings in the halls between presentations – meetings wherein 

new ideas and contacts for further research and teaching projects and collaboration often arise.

The next speaker, Christian W. Loesch – IBM’s former director for Central and Eastern Europe – 

brought the conference from this general level down into individual topics, with a presentation entitled 

“ICT Future Scenarios: Visions and Challenges.” His presentation interconnected the world of information 

and communication technologies with that of business and economics. Overall, it introduced some 

predicted scenarios for how the trends of artificial intelligence, quantum computing, supercomputing, 

and lateral ICT development might make a break-through into everyday economy. His presentation 

closed the introductory plenary block. It continued after a break with presentations in the conference’s 

individual sessions.
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Among the conference’s most-visited session were “Digital Economy and Industry 4.0”, “Innovations, 

New Business Models and Strategies”, and “Social Media and On-Line Privacy.” The conference’s dominant 

focus will likely be clear from their names. The “Digital Economy and Industry 4.0” session presented 

the results of research on the digitalization of the economy in various countries and on the gradual 

transition towards a digital economy, primarily in industry, including the Internet of Things. Reflections 

on the development of the salaries of ICT employees formed another integral part of the papers. This 

session was well complemented by the visionary views in the “Society Beyond Industry 4.0: Smart Systems” 

session. The “Innovations, New Business Models and Strategies” session contained papers that presented 

specific impacts of information technologies on business models that are newly appearing in economics. 

This session also included papers on student start-ups and university activities aiming to support student 

business projects. The “Social Media and On-Line Privacy” session covered trending topics connected 

with the use of social media and its influence on human society. The remaining sessions primarily covered 

trends in information science. The “Digital Single Market Innovation” session covered the creation and 

presentation of a trust mechanism in the digital economic environment. The “Cybersecurity in a Digital 

World” session, by now a tradition at the conference, was dedicated to cybersecurity and information 

security – two highly relevant topics today. The theme of security appeared in other sessions as well, 

amounting to a thread that interwove the entire conference. The “Performance Management” session 

was a good complement to the conference’s reflections on information science. It brought models for 

the deployment of new technologies back to the real world of costs and benefits.

This year, the conference included a half-day workshop dedicated to the EU Project “DRIVER+ (Driving 

Innovation in Crisis Management for European Resilience)”. This project aims at supporting European 

Crisis Management (CM) by providing a large set of innovative solutions.  Four papers presented relevant 

approaches: a digitalization of crisis management processes, an information strategy for CM, a dynamic 

state-of the-art catalogue of currently available crisis management solutions (‘PoS’), and a method 

for evaluating the similarity of existing crisis management definitions in standards and guidelines. 

In the subsequent hands-on workshop participants learnt how to upload, search and download solutions 

in the PoS.

This conference was partially funded through project IGA 409039 of the Faculty of Informatics 

and Statistics.
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Recent Publications 
New publications of the Czech Statistical Office
Digitální ekonomika v číslech 2019 (Digital economy in numbers 2019) [online]. Prague: CZSO, 2019.  
    <https://www.czso.cz/csu/czso/digitalni-ekonomika-v-cislech>.

Food Consumption in 2018. Prague: CZSO, 2019.

Generation, Recovery and Disposal of Waste for the period 2018. Prague: CZSO, 2019.

Využívání informačních a komunikačních technologií v domácnostech a mezi jednotlivci za období 2019  
    (Use of ICT in Households and by Individuals in 2019). Prague: CZSO, 2019.

Other selected publications
Ageing Europe. Looking at the lives of older people in the EU. 2019 Ed. Eurostat, 2019.

Energy, transport and environment statistics. 2019 Ed. Eurostat, 2019.
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Recent Events
Conferences
The international scientific konference Quantitative Methods in Economics (QME 2020), organized 

by the Slovak Society for Operations Research and the Department of Operations Research and 

Econometrics, Faculty of Economic Informatics, University of Economics in Bratislava, will take place 

from 27th to 29th May 2020 in Púchov, Slovakia. More information available at: <http://www.fhi.sk/
ssov/conference>.

The Robust 2020 Conference will be held during 7–12 June 2020 in Bardejov, Slovakia. More information 

available at: <https://robust.nipax.cz>.

The 10th European Conference on Quality in Official Statistics (Q 2020) will be held during 9–12 June 
2020 in Budapest, Hungary. More information available at: <http://www.q2020.hu>.

The 23rd International Conference on Application of Mathematics and Statistics in Economics 

(AMSE 2020), organized by the Wrocław University of Economics, the University of Economics 

in Prague, and Matej Bel University in Banska Bystrica, will take place from 26th to 30th August 2020 
in Wisła, Poland. More information available at: <www.amse-conference.eu>.

The Interdisciplinary Information Management Talks 2020 (IDIMT 2020) will take place from 
2nd to 4th September 2020 in Kutná Hora, Czech Republic. More information available at: 

<www.idimt.org>.
The 38th International Conference on Mathematical Methods in Economics 2020 (MME 2020) 

will be held during 9–11 September 2020 in Brno, Czech Republic. More information available at: 

<https://mme2020.mendelu.cz>.
The 14th International Days of Statistics and Economics (MSED 2020), organized by the Department 

of Statistics and Probability and the Department of Managerial Economics of the University of Economics, 

Prague, Faculty of Economics of the Technical University of Košice and the Ton Duc Thang University, 

will be held during 10–12 September 2020 in Prague, Czech Republic. The aim of the conference is 

to present and discuss current problems of statistics, demography, economics and management and 

their mutual interconnection. More information available at: <https://msed.vse.cz>.
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