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Input-Output Approach 
to Regional Employment

1	 Nám. W. Churchilla 4, 130 67 Prague 3, Czech Republic. E-mail: sixta@vse.cz. Author is also working at the Czech 
Statistical Office, Na Padesátém 81, 100 82 Prague 10, Czech Republic.

2	 <http://apl.czso.cz/pll/rocenka/rocenkaout.dod_uziti?mylang=EN>.
3	 This is possible on annual basis only since quarterly input-output tables are not very common, see Marek et al. (2016). 

Abstract

The paper deals with statistical data on regional employment that was constructed on the basis of regional 
input-output tables. Both regional input-output tables and product linked regional employment were con-
structed within the research project. This data fits well the purposes of detailed analysis of regional economy 
since the data is broken down by two-digits level of product classification (CZ-CPA). Employment is presented 
on the level of the regions (NUTS 2) of the Czech Republic for 2011. The paper briefly describes procedures 
allowing construction of regional employment by products and the links to data from official statistics. Some 
of analytical possibilities of data on regional employment are illustrated by simple input-output analysis with 
three scenarios. The regions are also tested for output and employment sensitivity by estimating multipliers 
and elasticities. The interpretation of obtained results including hierarchical clustering is provided. The paper 
also presents discussion about the use of regional input-output tables and regional employment in regional 
analyses for policy measures.

Keywords

Regional input-output tables, employment, input-output analysis

JEL code

C67, R11 

Introduction
Input-Output Tables (IOTs) are regarded as a suitable tool for sophisticated economic analyses. Besides, they  
can be used for environmental or social analyses, as well. They allow for a wide range of scientific studies 
and analytical works conducted by university researchers, analysts or official authorities. IOTs are also used 
by the OECD for its statistical outcomes such as increasingly important Trade in Value Added (TIVA), see  
OECD (2016). Traditional input-output tables contain three quadrants with monetary values and some additional 
indicators, mainly employment and capital stocks. Symmetric Input-Output Tables for national economy are 
usually officially compiled every five years by official statistical authorities,2 see Eurostat (2013). In the Czech  
Republic, the most popular form of IOTs are product by product tables complemented by employment 
by products. These tables provide a powerful tool for construction of economic models, predictions and 
analyses.3

Input-output models built at the national level can be disaggregated or even differently constructed 
at the regional level. For the Czech Republic, Regional Input-Output Tables (RIOTs) were constructed 

Jaroslav Sixta 1  | University of Economics, Prague, Czech Republic
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for the year 2011 by the University of Economics,4 see Sixta and Vltavská (2016). The tables are con-
structed as symmetrical for 82 product groups at basic prices in line with ESA 1995 methodology. There 
are only few countries that officially publish RIOTs, e.g. Finland (Piispalla, 1999), United States, Italy 
(Benvenuti et al., 1995), Spain (INE, 2010) and therefore RIOTs belong mainly to research agenda. 
The construction of RIOTs and its possibilities were introduced by Kahoun and Sixta (2013).

This paper is particularly aimed at the discussion of employment data on the regional level. Such 
employment data are linked to products within the boundary of national accounts and should be used 
as auxiliary indicators to RIOTs. The data originates in academic research and therefore the construction 
of regional employment is presented at first. Brief description of the methods used for transformation 
of officially published data into product based data is included, as well. Data on regional employment 
is broken down by 82 products (adjusted CZ-CPA) and it comes solely from described computations. 
The most important advantage of this data is that they combine usability for economic modelling and 
protection of individual data since it is not linked directly to companies. The paper also brings a brief 
illustration of the possibilities of such data and provides analysis based on the elasticities and multi- 
pliers for three scenarios of external shocks. Such sensitivity analysis is used for the presentation of some 
of the possibilities with the help of the simple static input-output analysis. The first part of the analysis 
is aimed at the industry with the highest regional output, the second part at the industry of maximum 
regional employment, the third at construction industry. Finally, the purpose of the paper is also to pro-
mote the use of more advanced models based on freely accessible IOTs and RIOTs since they can provide 
interesting feedback to policymakers.

 
1 REVIEW OF LITERATURE
Researchers dealing with input-output tables can find plenty of more or less recent scientific literature 
dealing with regional input-output tables and regional input-output analysis. One of the most relevant 
information sources offers the publication Input-output analysis: foundations and extensions by Miller 
and Blair (2009). Basic categories and models, mainly inter-regional and multiregional models are deeply 
described. From the theoretical description to practical compilation issues is a far way. In some countries, 
regional input-output tables are from time to time available. In Europe, RIOTs are very well described 
mainly for Finland, Spain and Netherlands. Compilation issues of RIOTs for Finland are described in 
Louhela and Koutaniemi (2006), Dutch case was introduced in Eding et al. (1999) and Spanish in INE 
(2010). There were also some scientific works dealing with the case of the Czech Republic, e.g. applying 
of GRIT method on Czech data, see Semerák et al. (2010). Different approach based on location 
coefficients is described in Flegg and Tohmo (2013) for the case of Finland. 

Input-output researches and fans usually contribute to the journal Economic Systems Research specifi-
cally aimed at this area. From this field, recent and closely related paper dealing with regional input-output 
tables was written by Többen and Konenberg (2015). Besides scientific works dealing with sub-national 
regional input-output tables, specialised research agenda aimed at the group of regions or countries can 
be found. There are at least three big databases, EORA (see Lenzen et al., 2012), WIOD5 or EXIOBASE6 
that are covering specific input-output related information or extensions. Besides regional product flows, 
distribution effects should not be omitted as well since they can be linked with RIOTs.7 

4	� <http://kest.vse.cz/veda-a-vyzkum/vysledky-vedecke-cinnosti/regionalizace-odhadu-hrubeho-domaciho-produktu- 
vydajovou-metodou>.

5 <http://www.wiod.org/new_site/home.htm>.
6  <http://www.exiobase.eu/index.php>.
7  Some basic of linking of product flows with distribution of income can be found in Šimková and Langhamrová (2015).
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Regional input-output tables or regional input-output analysis is also tackled for price level measure-
ment since regional structures (Kramulová and Musil, 2013) are often used for these computations, see 
Čadil et al. (2014).  Analytical potential of input-output analysis on both regional and national level is 
considerable. From this field, discussion about regional economic development and ways of planning 
can be found in Stimson et al (2006). Regional input-output analysis is also useful for assessing the eco-
nomic side of organising of cultural events (Raabova, 2010).8

In the context of the level of European Union, the case of regional accounts is not dramatically empha-
sised and regional input-output tables are out of the focus. That is a pity because academic environment 
can provide methodology or research papers and studies but can hardly provide necessary financial re-
sources. Regular compilation of RIOT done by official statistics is possible but it would have to be supported 
by European regulation. Otherwise statistical office will not allocate enough resources for this agenda. 

2 Methodology
Data on regional employment expressed in persons, hours worked and full time equivalent areregularly  
published by the Czech Statistical Office9 on annual basis. These figures are published on the level 
of sections of industries (CZ-NACE). Data useful for IO models has to be in the same classification and 
dimension as regional input-output tables. Estimated regional employment as an additional indicator 
for input-output analysis is broken down by NUTS 3 level.10 Therefore, the transition from industries 
(CZ-NACE) to products (CZ-CPA) has to be done. It is a similar procedure as transformation of use table 
into symmetric input-output tables. Nevertheless at first, the data has to be prepared. For the purposes of 
this paper, data on employment in persons was selected. The reason is the simplicity of data and expected 
higher quality data on regional level. Of course, full time equivalent data offers more appropriate picture 
of economy (see Fischer and Sixta, 2009) but for the regional comparison such data would be sufficient. 
Data on hours worked and full time equivalent may be transformed in the same way. 

The first step includes the split of published data on regional employment by sections of CZ-NACE  
into 82 industries in line with national accounts figures. The key assumption is that the gross value added 
(a) per worker (l) is identical within each section of CZ-NACE across all regions. It means that the first 
estimate of employment in region r is obtained as:

                   ,                        � (1)

where:
	 s	 section of CZ-NACE,
	 i	 industry within the section s,	
	 a	 gross value added,
	 l	 employment,
	 r	 region.	

The next step consists of computation of the difference between the sum of regional employment by 
sections and the sum of employment by industries (82). The following conditions should be set. The sum 
of regional figures across all industries must correspond to national totals (2) and the sum of figures by 
industries within each section of CZ-NACE must correspond to regional figures (3):

  8	�More recent research papers can be found at: <http://www.idu.cz/media/document/multiplikacni-efekty-2010.pdf>.
  9	� <http://apl.czso.cz/pll/rocenka/rocenka.indexnu_reg>. 
10 The Czech official name for this regional level is "Kraj". 
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                 .                              � (2)

                    .                              � (3)

Solving formulas (2) a (3) was done by iterative method RAS (see Vavrla and Rojíček, 2006) in two 
rounds with original RAS method for two constraints (rows and columns of the table).  Resulting matrix 
LI where rows correspond to the regions and columns to industries was used as source data for trans-
formation. In each region, product technology was used to transformed industry based data for product 
based data (method A described in IO Manual, see Eurostat, 2008):

                              ,� (4)

where:
	 l	 vector of employment by products in region r by products (p) of industries (i),
	 V	 output matrix (product, industries),

		  diagonal matrix of output.
∧
q

 
∑=
r
r
ilil

 
∑=
s isl

r
sl ,

∧−= qVril
r
pl

1)'(

Note: �Names of CZ-CPA codes were shortened, official names can be found at: <https://www.czso.cz/csu/czso/klasifikace-produkce-cz-cpa>. Full 
names of regions can be found in the Annex.

Source: Own computation

Table 1  Regional employment by products, 2011, CZK mil.

Total Agri- 
culture

Mining 
Manu- 

facturing

Construc- 
tion

Trade
Transport

Hotels

Informa- 
tion 

activities

Banking 
Insurance

Real 
estate

Services 
for 

compa- 
nies

Public 
adminis- 
tration 

Education 
Health

Other 
services

T A B+C+D+E F G+H+I J K L M+N O+P+Q R+S+T+U

5 043 438 159 221 1 358 862 508 623 1 275 415 126 966 91 070 32 235 444 488 866 364 180 194

Pha 899 746 3 634 51 853 81 455 284 954 67 047 43 586 23 424 156 794 144 762 42 237

Stc 551 394 25 547 164 943 52 732 157 213 4 829 4 389 637 37 365 87 853 15 886

Jhc 299 676 17 847 85 902 33 265 75 814 2 367 3 822 733 17 749 50 558 11 619

Plz 277 778 12 241 93 446 24 097 62 062 3 680 3 311 518 22 729 46 402 9 292

Kar 141 032 2 810 40 574 13 140 40 612 435 1 334 75 8 461 28 617 4 974

Ust 352 404 8 478 93 774 46 734 83 792 2 402 3 703 904 27 889 71 659 13 069

Lib 193 887 3 614 74 176 17 747 43 660 1 883 2 625 511 10 144 32 763 6 764

Krh 251 777 11 112 81 903 22 178 59 587 2 496 3 169 170 14 288 46 895 9 979

Par 235 667 12 820 85 271 21 676 53 668 2 268 3 503 539 12 877 36 734 6 311

Vys 224 014 18 677 89 013 23 450 39 328 2 029 1 646 598 7 190 36 994 5 089

Jhm 553 654 16 621 139 861 59 796 135 499 21 161 8 766 1 436 53 847 93 554 23 113

Olm 270 893 11 592 93 849 26 191 57 338 3 510 2 876 630 15 653 52 124 7 130

Zln 263 414 6 154 108 128 28 688 57 800 3 023 2 054 638 12 305 39 156 5 468

Mrs 528 102 8 074 156 169 57 474 124 088 9 836 6 286 1 422 47 197 98 293 19 263

Re
gi

on
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Employment broken down by product classification is an important part of input-output analysis. 
The figures correspond to the number of persons needed for production of a particular product. Four-
teen resulting vectors obtained by formula (4) are arranged in a matrix Lp with dimension (14 regions, 
82 products). Aggregated figures are described in Table (1). Obtained technical coefficients, defined as 
number of employed persons divided by output can be downloaded from: <kest.vse.cz>.11 The elements 
of matrix E (regions x products) were obtained as:

                          ,� (5)

where:
	 e	 technical coefficient of employment,
	 x	 output,
	 j	 index pro product.
	 r	 region.	

3 Analysis of regional employment
Regional employment corresponds to the size of the region and these figures provide informative value 
only in connection with production or value added. The following Figure 1 presents regional map 
of gross value added per worker employed in the region; productivity of employment at current prices (h).  
For computational purposes, the figures were rescaled (standardized) to be presented in the form 
of map, see formula (6):

                                                                     . � (6)

The highest productivity is in the capital city of Prague, over CZK 0.9 mil. In three regions (Středočeský, 
Jihomoravský and Moravskoslezský kraj), the productivity exceeds CZK 640 thousand. In five regions 
productivity still exceeds CZK 600 thousand and in four regions CZK 560 thousands. The weakest region, 
Karlovarský kraj, has the productivity of employment on the level of 500 thousands CZK. In comparison 
with Prague, it is just about a half.

11 The link is active from 1.12.2016.

r
jx

r
jl

r
je /=

[ ])min()max(/)min( hhhrhr
sth −



 −=

Figure 1  Regional productivity of employment, 2011, thousand CZK per person

Source: Own computation
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Similar information is found when using simple cluster analysis based on Euclidean distance. There are 
some regions that are very different from others, mainly Karovarský kraj and the capital city of Prague. 
Unsurprisingly, similarity is found between Středočeský and Moravskoslezský kraj (mainly due to auto-
motive industry) and between Jihomoravský and Olomoucký kraj. Close similarity was also identified 
between Liberecký and Pardubický kraj. Finally, there are found two big clusters and one very distant 
region, Karlovarský kraj. Clustering of employment productivity was not very successful since agglomera- 
tion coefficient is very low (0.39), see Figure 3.

Regional industrial specifics can be clearly presented on the heat map for emphasizing the differences. 
Again, heat map was constructed from standardized data (see formula 6). Prague as a capital city has 
the highest employment productivity for most of products. On the contrary, some regions are very spe-
cific. Středočeský kraj is very much linked to manufacturing, trade and real estate products. The region 
with the lowest employment productivity, Karlovarský kraj, has the highest productivity in agriculture 
and forestry and real estate products. For all other products, the productivity of this region is very weak. 
There are two regions without specifically high productivity, Jihočeský and Liberecký kraj. Although 
Ústecký and Moravskoslezský kraj are connected mainly with mining products, automotive industry in 
Moravskoslezský kraj creates high value added per worker. Interesting figures can be found also for Zlín-
ský kraj, where other services (recreation, social and other) creates relatively high values of gross value 
added with relatively low employment and so high productivity of employment (Figure 2). 

Figure 2  Heat map of regional employment productivity, 2011

Note: �The scale for a heat map is based on standardized data, where 0 is given by the minimum and 1 by the maximum value.
Source: Own computation
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Figure 3  Dendrogram of the clusters of Czech regions, 2011

Note: �Regions codes refer the order used in the Table 1 or see the Annex.
Source: Own computation

4 TESTING OF Regional Employment sensitivity
Since regional employment and regional specialization is often discussed, I prepared a simple test related 
to regional employment. Such discussions take place on both national and regional level, regarding mainly 
the sensitivity of the Czech Republic on changes in automotive industry and final demand for cars. With 
respect to the specialization of regions mentioned above, it can be expected that each region has its own 
sensitivity on external shocks. Regional input-output analysis on preliminary results and selected regions 
was also provided in Sixta and Fischer (2015).

With respect to the specific output of the region, regional economy would react on external incentives 
(shocks) differently. From this perspective, it crucially depends on regional employment productivity, 
the mixture of imported and produced products and regional capacities. Testing regional sensitivity 
of employment is based on computation of elasticities of employment from simple static input-output  
analysis with all the limitations and assumptions (e.g. free capacities), see Leontief (1986). Three scenarios 
were selected to illustrate sensitivity of regional employment. The first scenario consists of external shock 
in the industry with the highest regional output (SC 1). The second scenario consists of external shock 
in the industry of maximum regional employment (SC 2). The third scenario represents external shock 

Table 2  Selected products for scenarios

Source: Own computation

Nb. Region Scenario 1 Scenario 2 Scenario 3

0 CZ 29 46+47 41_42_43

1 Pha 46+47 46+47 41_42_43

2 Stc 29 46+47 41_42_43

3 Jhc 35 46+47 41_42_43

4 Plz 26 46+47 41_42_43

5 Kar 86 46+47 41_42_43

6 Ust 19 46+47 41_42_43

7 Lib 29 46+47 41_42_43

8 Krh 29 46+47 41_42_43

9 Par 26 46+47 41_42_43

10 Vys 35 01 41_42_43

11 Jhm 46+47 46+47 41_42_43

12 Olm 46+47 46+47 41_42_43

13 Zln 22 22 41_42_43

14 Mrs 29 46+47 41_42_43
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in construction industry (SC 3). The first two scenarios are specifics for each region. On the contrary, 
the third scenario was selected to explain sensitivity on the same product. Following Table 2 shows 
selected products (on the level of two digits CZ-CPA) for all three scenarios in the regions including 
the Czech Republic.

The external shock is modelled simply in line with traditional statistic input-output analysis, see for-
mula (7). It is used for illustrative purposes only. The change of output vector (x) is derived from the 
change of vector of final use (y). The final impact on employment is measured by the share of employ-
ment in output, see formula (7) and scalar multiplication (8).

                                     ,� (7)

                          ,� (8)

where:
	 l	 vector of employment by products,
	 x	 output matrix (product, industries),
	 y	 vector of final use,
		  vector of technical coefficients of employment for region r.

For computation purposes, the change of final use counted 20 CZK bn. or 10 CZK bn. depending on 
the size of industry in a particular region. The comparison is based on relative figures, simple elasticizes 
of employment were calculated as:

                                                .� (9)

Besides employment elasticities, output elasticities were computed as well. Computed elasticities 
cover both direct and indirect effects. It means that direct effects can be observed in the affected pro- 
ducts (industry) by external shock (e.g. construction in case of the decrease of government investment 
into public infrastructure). Indirect effects can be identified in transport, trade, construction materials, 
etc. The overview of all three scenarios is shown in Table 3, data are recalculated for the change of final 
use by one CZK mil. 

yAIx ∆−−=∆ 1)(
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Table 3  Impact of the change in final use on output and employment

SC1 SC2 SC3

∆x ∆l ∆x ∆l ∆x ∆l

CR 1.51 0.44 1.60 1.25 2.04 1.13
Pha 1.84 1.00 1.84 1.00 2.19 0.77
Stc 1.46 0.43 1.48 1.25 1.93 1.18
Jhc 1.63 0.26 1.47 1.43 1.96 1.31
Plz 1.37 0.22 1.51 1.38 2.02 1.26
Kar 1.32 1.13 1.44 1.58 1.80 1.46
Ust 1.28 0.18 1.48 1.42 1.87 1.39
Lib 1.52 0.56 1.42 1.43 1.99 1.29
Krh 1.51 0.50 1.44 1.40 1.97 1.30
Par 1.29 0.28 1.42 1.43 1.97 1.30
Vys 1.57 0.21 1.59 1.37 1.92 0.98
Jhm 1.64 1.39 1.64 1.39 2.23 1.16
Olm 1.49 1.28 1.49 1.28 2.00 1.27
Zln 1.26 0.59 1.26 059 1.95 1.24

Source: Own computation
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Scenario 1
When comparing resulting elasticities for output and employment, very different results are obtained. 
It is caused by the difference between output in monetary values and number ofworkers necessary for the 
production, see Figure 4. Only in two regions the difference between output and employment elasticity 
is low (Karlovarský and Zlínský). On the level of the Czech Republic, the highest output is observed in 
automotive industry (29) and the elasticity of output is about 1.13 and elasticity of employment only 0.63. 
It means that the change of final use by one percent leads to the increase of overall output by 1.13% and 
the increase of employment by 0.63%. In nominal terms it means that additional CZK one million spent 
in final demand for products of automotive industry leads to CZK 1.5 million of output and 0.4 workers 
needed, see Table 3. The lowest employment elasticities are observed for regions oriented for energy 
products, Vysočina, Jihočeský, Ústecký kraj (0.29, 0.3, 0.27) and Plzeňský kraj (0.28) with high share of 
computers production. The highest employment elasticities are observed for Praha and Jihomoravský 
kraj, both connected with trade activities (46+47), reaching 1.7.

Source: Own computation

Figure 4  Elasticities for Scenario 1

Scenario 2
When focusing on products (industries) with the highest employment, stable differences between 
output and employment elasticities are observed, see Figure 5. Only Zlínský kraj has the lowest employ-
ment elasticity, only about 0.823. In nominal terms it means that additional one million CZK creates 
0.6 jobs. In all other regions, the elasticity of employment is higher than 1 with maximum about 
2.25 in Pardubický kraj. In 12 regions the highest employment is connected with trade products (indus-
tries) (46+47), only in Vysočina and Zlínský kraj the most important products (industries) are different. 
Vysočina is oriented to agriculture and forestry (01) and Zlínský kraj to rubber and plastic products (22).  
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Scenario 3
The third scenario describes the situation when final demand for construction services is increased. 
This can be reached either by private or public expenditures. It also refers to the frequently discussed 
role of construction of public infrastructure for the reduction of regional structural unemployment. 
In this case, the output elasticities do not provide adequate information since construction industry is very 
interdependent. There are many elements of production chain before completed product (e.g. building 
or structure) finds its final customer. The analysis of employment elasticities shows that in some regions 
the possibility of influencing the employment by induced construction works is very limited, see Figure 6. 
For example, in the capital city of Prague, employment elasticity is very low, additional CZK 1 mil. creates 
only 0.8 jobs. The elasticity reaches only 1.3 that is the minimum of all regions while the average elasticity 
for the Czech Republic is 1.63. On the contrary, the same amount invested in Ústecký kraj leads to the 
increase of jobs by 1.4 with maximum regional elasticity of 2.09. The second lowest values of elasticities 
are found for Vysočina (1.34) even though the productivity of employment of construction services is 
relatively high but there is a big share of goods and services imported to construction industry. In all 
cases it means that incentives aimed at regional employment do not provide adequate response if the re- 
gional economy is not equipped by suitable free capacities. 

CONCLUSION
The paper provided the information about data on regional employment linked to products within 
national accounts’ framework. The methodology of construction of regional employment data is described 
including the links to officially published data. Besides, analytical possibilities of this data are presented.  
Regional data was constructed for 14 regions of the Czech Republic and broken down by product 

Source: Own computation

Figure 5  Elasticities for Scenario 2
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classification (CZ-CPA) counting 82 categories. Employment by products is an important analytical 
indicator to be used mainly for input-output based economic models. Such data is not officially published  
in the Czech Republic and therefore they are based on academic research that follows previous work 
in this area, see (Sixta and Vltavská, 2016). 

Even though presented figures are prepared for the year 2011 and based on ESA 1995 (SNA 1993) 
methodology, their usage is not significantly affected. The foundations of input-output analysis lie in 
the structures and relation of costs and production, i.e. output in national accounts methodology. The 
methodology of construction was developed for the condition of Czech statistics where some principles 
relating to the breakdown of statistical units in national accounts are not fully implemented. It refers 
mainly to the definition of local kind of activity unit and widely used principal activity approach and 
local units. Anyway, the methodology is transferrable to other cases and can be used for other countries.

Analysis of regional employment allows for identifying regional specifics and their links to other 
regions. Presented heat map shows the significance of employment in different groups of products 
(homogenous industries). Regions were also compared from the perspective of their distance with simple 
cluster analysis. The specifics of the capital city of Prague were illustrated. Such information was used 
for simple static input-output analysis and computation of regional employment elasticities (multipliers) 
describing the sensitivity of employment. The analysis was presented in three scenarios for selected final 
demand shocks. It should provide information about the possibility of affecting regional employment.

Regional input-output tables including auxiliary indicators such as employment should serve for re-
gional economic modelling. Optimal regional economic policy should tackle specific regional problems 
like structural unemployment. Statistical data serve as basis for such analyses and their availability and 
quality significantly set the limits to their users. Despite high demand for detailed regional data, Euro- 
pean official statistics do not provide adequate amount of information for construction of advanced 

Figure 6  Elasticities for Scenario 3
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regional models. Our research data covering regional input-output tables and regional employment 
can be downloaded from kest.vse.cz/ and they are intended to be exploited in users’ analyses.
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Annex

List of the regions

Number Short Name Name CZ-NUTS

0 CZ Česká republika CZ0

1 Pha Hlavní město Praha CZ010

2 Stc Středočeský kraj CZ020

3 Jhc Jihočeský kraj CZ031

4 Plz Plzeňský kraj CZ032

5 Kar Karlovarský kraj CZ041

6 Ust Ústecký kraj CZ042

7 Lib Liberecký kraj CZ051

8 Krh Královehradecký kraj CZ052

9 Par Pardubický kraj CZ053

10 Vys Vysočina CZ063

11 Jhm Jihomoravský kraj CZ064

12 Olm Olomoucký kraj CZ071

13 Zln Zlínský kraj CZ072

14 Mrs Moravskoslezský kraj CZ080
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Abstract

Analytical works usually use single-regional approach which does not demand so much data. However, this 
approach disregards flows of output among regions. This leads to a misrepresentation of results which can be 
eliminated by using Inter-regional input-output model that requires more data to be employed. This paper 
illustrates the differences between the two different approaches of regional input-output model construction 
and their results. We construct inter-regional and single-regional models for all 14 regions of the Czech Re-
public and with 82 products according to the Classification of Products CZ-CPA. The results are compared 
on the level of Leontief ’s matrix and multipliers. We use graphical illustrations to depict the systematicness of 
differences. The single-regional approach proves a systematic undervaluation of specific products and regions 
contrary to other regions. The graphical analysis shows the significance of the connection among regions. This 
illustrates the disadvantage of the single regional approach. Finally, the results confirm the idea of a significant 
analytical misrepresentation of impacts modelled by this approach in the case of data for the Czech Republic.

Keywords

Regional Input-Output Tables, Input-Output analysis, Leontief`s multipliers, IRIO

JEL code
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Introduction
Regional input-output analysis represents a detailed tool of economic analysis on the sub-national level. 
Contrary to input-output analysis (IOA), on the national level the regional IOA offers detailed informa- 
tion on the exact structure of impacts. An advantage of the regional IOA lies in an accurate evaluation  
of effects in individual regions and products. The regional analysis of national policies in context 
of environment (Miller and Blair, 2009) represents the most common analysis. The detailed output 
of IOA actually enables a connection to the environmental matrix (Suttinon et al., 2013).
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Th e regional IOA divides according to two categories of models. One category represents models based 
on one region with no connection to other regions while the other category comprises inter-regional 
analysis where researchers simultaneously consider export and import to other regions (Miller and Blair, 
2009). If we disregard the connection to other regions, we can use the single-regional input-output model
(SRIO). For a comparison, we use the inter-regional input-output model (IRIO). Th e inconsistency
of SRIO and IRIO ties to a so-called problem of aggregation of regional input-output tables. When using 
SRIO, the aggregation of RIOTs does not lead to national IOT (Crown, 1990).

Th is paper aims at comparing the SRIO and IRIO approaches using the results of Leontief ’s matrix and 
multipliers. Th e calculations prepared according to the CZ-CPA 2 digit are demostrated at the aggregate 
level for individual products and regions to give a true picture of the main diff erences between the ap-
proaches. We expect systematic structural diff erences caused by disregarding relations among regions. 
Th ese diff erences are illustrated for the visualization of their systematicness and homogeneity (hetero-
geneity) across individual regions and products. Moreover, we illustrate the results using fi gures for
the Czech Republic. Th ey clearly show the strength of the connection among geographically close regions.

1  lIterAture reVIew
Th e growing number of methods used for regionalization of national input-output tables and the in-
creasing amount of individual analyses (Daniels et al., 2011; Okadera et al., 2014; or Kim et al., 2004) 
both confirm the rising importance of regional input-output analysis. This phenomenon justifies
the existence of multi-regional input-output tables for individual states (Timmer et al., 2015). Th e main 
role of regional input-output tables lies in the clarifi cation of the decomposition process of the national 
impact on regional bases where individual impacts may act unequally even if the weighted sum of eff ects 
corresponds to the national analysis.

Th e following case illustrates this situation: a country which produces a product (Q) mostly in one re-
gion (Rq). It aff ects the intermediate consumption of the region as well. Th us, in the case of an exogenous 
impulse in another region and another product the demand for the product Q intermediate consumption 
could increase even if this product does not fall within the intermediate consumption of the region. Th is 
is caused by diff erent regional structure where the product Q enters intermediate consumption. Th ese dif-
ferences bring about an inconsistency of estimations at the national level compared to the regional level.

Many regional input-output models exist which analyse multi-regional eff ects triggered by regional 
export and import (Miller and Blair, 2009). According to Lenzen et al. (2004) these models divide into 
three cases (Figure 1).

Case I represents the situation where individual regions create individual units with no export and 
import among each other (SRIO approach). Any export and import constitutes only exogenous variables. 
Th is is an analogy to the national model (Miller and Blair, 2009; EUROSTAT, 2008). Case II illustrates
the model where an increase of output in one region causes an increase of output in another region.

Figure 1  Three approaches of modelling regional IOA

Source: Authors’ own elaboration based on Lenzen et al. (2004)
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3  		This part of the paper was published in Šafr and Vltavská (2016): The evaluation of economic impact using the regional 
input-output model: the case study of Czech regions in context of national input-output tables (14th International Scientific 
Conference ‘Economic Policy in the European Union Member Countries’). As we think it necessary for the clarification 
of the method used, we publish this part in this paper as well.

However, this other region has no influence on the remaining regions. In this case, we are unable to dis-
cuss the so-called ‘backward-linked multipliers’ (Steinback, 2004). Case III works with relations among 
all regions. This model allows us to observe backward regional effects. The inconsistence among all cases 
is called information bias. It can be proved that the consistence of IRIO and national input-output tables 
creates a neutral bias (Crown, 1990).

Taking no account of inter-regional flows within the IRIO model comprises the root of the inconsistency 
between the SRIO and IRIO approaches. There is also a certain synthesis of the approaches in question, 
i.e. Leontief ’s international model (Leontief, 1953; Leontief and Strout, 1963). This model finds a way 
between by dividing an economy to an individual region and the rest of the given economy (e.g. Miller  
and Blair, 1985). This model does not allow researchers to evaluate backward effects or distinguish 
the target regions to which the production of the examined region multiplies. However, the construc-
tion of such model requires a calculation of the flow between the region and the rest of the economy.

Two basic regional input-output models exist for Case III, i.e. Isard’s IRIO model (Isard et al., 1960) 
and Chenery’s Multi-regional input-output model, abbreviated as MRIO (Chenery, 1953). The main dif-
ference between these models lies in the detail of calculation. While MRIO does not consider a detailed 
allocation of flows among regions, IRIO requires such data. With respect to the detail of IRIO, we de-
cided to use this approach. IRIO allows us to investigate detailed differences among regions and effects 
of the flows among regions.

Even though several inputs (e.g. Lahr, 1993) indicate that data sources constructed without survey 
could produce biased results, we decided to base the flows among regions on minimization of distance 
(Šafr, 2016). Several input lead us to this choice: firstly, the homogeneity of methods used; secondly, we 
assume this bias as insignificant in the case of flows among regions (Sargento, Ramos and Hewings, 2012); 
finally, indirect estimates are accepted disregarding other available data sources.

2  Methodology3

2.1  National Input-Output Methodology (NIO)
The core of IOA consists in the matrix of intermediate consumption X. Components of this matrix repre-
sent the flow of output from industry i to industry j. If we summarize everything that industry i supplies 
to other industries and add total final consumption (y) and export (e) in this industry, we get the total 
output of this industry. The following formula represents the basic equation of IOA (EUROSTAT, 2008):

                                                                � (1)

xij represents the flow of intermediate consumption from industry i to industry j; yi comprises the final 
use of product i (final consumption together with export). The proportions of intermediate consump-
tion flows from industry i to industry j on total production of industry j represent technical coefficients:

                                                                                                           � (2)

Technical coefficients represent production functions of individual industries which remain stable 
over a long time period. Moreover, they show how many inputs of intermediate consumption one unit 
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of output of the industry i requires. We constructed the fundamental input-output model from equation 
(2) which describes the value of total output necessary for fulfilling final use:

                              ,                                              � (3)

where I represents the identity matrix and (I–A)–1 Leontief inversion.

2.2  Single Region Input-Output Analysis (SRIO)
Regional relations are similar to national ones. Miller and Blair (2009) describe the fundamental pro-
duction function:

                                                                    � (4)

where    represents the flow of intermediate consumption from industry i to industry j in region R; 
     represents final use of product i in region R. The difference between the national and regional model 
lies in export as part of final use. The regional model includes not only export outside the country (     ) 
but export to other regions within the country (    ) as well.

Following description characterises technical coefficients:

                                                                      � (5)

Regional technical coefficients differ from national technical coefficients. Šafr (2016) described their 
relation as follows:

                                                            .       � (6)

Finally, formula (3) is adjusted for the regional model:

                                     .         � (7)

2.3  Inter-regional Input-Output Analysis (IRIO) – Isard’s approach 
IRIO is based on decomposition of matrix A (Miller and Blair, 2009). Our goal is the construction of a 
matrix of intermediate consumption XT that simultaneously differentiates individual products and in-
dividual industries. This matrix consists of n products and m regions (this matrix has m × n columns 
and rows in total). The diagonal of XT represents the regional matrix of intermediate consumption (XT). 
Matrices outside the diagonal represent the allocation of import from region i to region j:

                                                                                           � (8)
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Beside others, the condition of the transition from XT to national matrix X applies:

                                                    � (9)

Columns of XT has to follow the same condition: 

                                                     � (10)

Formulas (9) and (10) ensure comparability of inter-regional impacts and national impacts. Thus, this 
represents inter-regional decomposition of national matrix with respect to inter-regional particularity.

The final part presents the construction of matrix F. An unsolved problem lies in the construction of 
regional matrices F R,Pwhere rows represent export of output from industries in region R to region P. This 
matrix has the same number of columns and rows as the matrix of intermediate consumption and has to 
respect the volume of inter-regional flows (Šafr, 2016). Using the matrix of intermediate consumption of 
import (XR,imp) we approximate the structure of F R,P:

                            .                            � (11)

Moreover we gain information about F R,P:

                                                                                                  � (11)

As we know sums of both rows and columns of F R,P, we can use the RAS method (Sargento et al., 2012) 
for the approximation of the structure of matrix F R,P with the condition that the structure of F R,P and XR,imp 

are similar. This concept ensures the consistency between regional and national Leontief ’s coefficients.
Such approach ensures the consistency between regional (IRIO) and national input-output model 

where we disregard regions. Thus, multiregional Leontief ’s coefficients a represent weighted decompo-
sition of national Leontief ’s multipliers. Using the IRIO approach:

                                                     ,            � (12)

because in general regional import and export do not exist:

                                                               .               � (13)

This is the reason why the effects calculated by means of the SRIO approach (the left side of the for-
mula 13) do not correspond with the effect calculated by means of IRIO (the right side of the formula 13). 
The sum of IRIO equals the national matrix (formula 12). In other words, the sum of effects through  
individual regions in all products in IRIO has to correspond with the national effects calculated 
at the national level. Due to the regional export and import this does not apply in SRIO.
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3  Data
For the analysis, we use regional input-output tables (RIOTs) constructed for the reference year 2011 by 
the Department of Economic Statistics from the University of Economics, Prague (Sixta and Vltavská, 
2016; Sixta et al., 2014; Department of Economic Statistics, 2016). RIOTs describe the structure of output 
in individual regions (NUTS 3 level) corresponding to national input-output tables (IOTs) published by 
the Czech Statistical Office. Moreover, each region has its own IOT of imported goods. We need both 
these tables for the analysis and information of regional flows of import and export. However, this data 
source is not available. RIOTs provide us only with the total amount of import and export for individual 
industries without any information which region represents the resource side and which region features 
as the recipient. However, for the construction of IRIO we need more detailed information about the 
trade, such as which region imports and exports to another region. Therefore, we calculated this infor-
mation using Karush-Kuhn-Tucker theorem (Šafr, 2016). We proportionally adjusted export into FOB4 
prices for the flows between regions. This ensures the consistency of intermediate consumption matrix.

Note: �CZE – the Czech Republic, Pha –Prague, Stc – Central Bohemia Region, Jhc – South Bohemia Region, Plz – the Plzen Region, Kar – the Karlovy 
Vary Region, Ust – the Usti Region, Lib – the Liberec Region, Krh – the Hradec Kralove Region, Par – the Pardubice Region, Vys – the Vysocina 
Region, Jhm – the South Moravian Region, Olm – the Olomouc Region, Zln – the Zlin Region, Mrs – the Moravian-Silesian Region.

Source: Authors’ calculation

Table 1  Regional import and export, share on regional output, mil CZK, %

Region Import % Export %

Jhc 49 914 7.68 43 754 6.73

Jhm 64 432 5.13 49 979 3.98

Kar 44 841 17.01 18 903 7.17

Krh 44 318 7.46 22 010 3.7

Lib 42 311 9.74 15 116 3.48

Mrs 107 683 7.26 63 420 4.28

Olm 47 814 8.48 29 996 5.32

Par 54 351 7.93 37 592 5.48

Pha 222 911 7.37 507 833 16.78

Plz 45 949 7.19 30 567 4.78

Stc 166 479 9.46 89 103 5.06

Ust 79 864 8.17 72 787 7.44

Vys 50 770 9.26 41 331 7.54

Zln 58 437 9.06 57 683 8.94

CZE 1 080 074 7.99 1 080 074 7.99

4  		FOB prices – Free On Board pricing.

Table 1 shows that the highest absolute value of import and export reaches Prague. However, the re-
sults differ if one uses the relative share on the region’s output. From such perspective, Prague comprises 
the most important exporter (16.78%) and an average importer (7.37%). On the contrary, Karlovy Vary 
Region records the most important relative import with 17.01%.

If we provisionally assume that the regional structure of output and intermediate consumption keep 
the same level in all regions, we conclude that the Hradec Králové Region is the most undervalued and 
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the South Moravian Region the least undervalued area. The highest share of multiplication flows to Prague. 
However, these results depend on the precise structure of RIOTs which differ from region to region to 
a certain extent and on the structure of suppliers and consumers of regional output. Moreover, it depends 
on the right links among individual regions.

4 Results
Leontief ’s multipliers represent one of the most common tools of IOA. Using IRIO the part of multipli-
cation comprises transfer to import among regions with no influence by other multiplication and it is 
considered a final quantity. On the other hand, the interregional approach assumes export and import 
among regions as endogenous variables. This causes an increase of the share of import on output. It further 
influences export, which constitutes a part of final use. The increase of final use leads to another multi- 
plication. When using IRIO, the export and import among regions ensure the consistency of impacts 
calculated at regional level with the national level.

For an illustration of bias between SRIO and IRIO, we used the share of SRIO multipliers on IRIO 
multipliers (Figure 2). Products K (Financial and insurance activities), J (Information and Communica-
tion), E (Water supply; sewerage, waste management and remediation activities), A (Agriculture, forestry 
and fishing) and B (Mining and quarrying) show the most significant differences. On average across all 
products, SRIO multipliers are undervalued by 14% compared to IRIO. The offer of product K mostly 
concentrates in Prague, which also causes the underestimation of the product. This induced the fact that 
product K has notably a role of regional import. Similar situation applies for product J.

Note: �A – Agriculture, forestry and fishing, B – Mining and quarrying, C – Manufacturing, D – Electricity, gas, steam and air conditioning supply, 
E – Water supply; sewerage, waste management and remediation activities, F – Construction, Services: G – Wholesale and retail trade; 
repair of motor vehicles and motorcycles, H – Transportation and storage, I – Accommodation and food service activities, J – Information 
and communication, K – Financial and insurance activities, L – Real estate activities, M – Professional, scientific and technical activities, N – 
Administrative and support service activities, O – Public administration and defence; compulsory social security, P – Education, Q – Human 
health and social work activities, R - Arts, entertainment and recreation, S – Other service activities.

Source: Authors’ calculation

Figure 2  The share of SRIO and IRIO multipliers on products, %

This analysis finds use not only for products but for regions as well. Figure 3 shows that the least 
undervalued region is Prague, due to a share of export and low share of import on output. This allows 
us to expect that a lot of output of other regions is multiplied in Prague. This represents an opposite 
situation than for example in the South Moravian Region. This region demonstrates a low share of import 
on the output but a low share of export as well.
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Figure 3  The share of SRIO and IRIO multipliers in regions, %

Figure 4  Level-map of fraction of SRIO and IRIO multipliers at matrix products by regions

Source: Authors’ calculation

Source: Authors’ calculation
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We use a level map for an illustration of simultaneous analysis (Figure 4). One can see that mainly 
products J and K show systematic undervaluing of multipliers. On the other hand, product O (Public 
administration and defence) has the least undervalued multiplier. Th erefore, it distinctly corresponds 
with the multiregional approach. Th is fi gure confi rms characteristics of Prague and the South Moravian 
Region. Th eir SRIO multipliers correspond more to IRIO than multipliers in other regions.

All these characteristics prove the unique status of Prague among all regions. Figure 5 confi rms
the idea that if export reaches high and import stays as low as the share on the regional output, the output
of other regions multiplies in Prague.

Figure 5  Chord diagram/network circle of multiplication out of regions

Source: Authors’ calculation
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Figure 5 illustrates multiplication outside regions. Th e boldness of the link describes the fl ow from 
the given region to other regions. If the colour of the fl ow is diff erent from the one used for the sector,
it designates the multiplication into the region. Th is fi gure eff ectively illustrates to which region the output
is multiplied due to an increase of uses in the region. Th e whole diagram corroborates the idea that
a signifi cant value of output from other regions multiplies in Prague.

Table 2 describes the strength of IRIO multipliers, i.e. how much of the average multiplier fl ows
outside the region on average.

Table 2  Summary statistics of IRIO multipliers, %

Source: Authors’ calculation

Region
Average

IRIO
multipliers

Part of m. 
outside
region

% Region
Average

IRIO
multipliers

Part of m.
outside
region

%

Jhc 1.61 0.18 0.11 Par 1.62 0.20 0.13

Jhm 1.59 0.10 0.06 Plz 1.57 0.14 0.09

Kar 1.62 0.25 0.15 Pha 1.67 0.10 0.06

Krh 1.60 0.18 0.11 Stc 1.62 0.18 0.11

lib 1.61 0.20 0.12 ust 1.64 0.21 0.13

Mrs 1.57 0.15 0.09 Vys 1.66 0.24 0.14

olm 1.57 0.17 0.11 Zln 1.62 0.20 0.12

Figures 2 to 5 and Tables 1 and 2 confi rm the important status of Prague among the regions. Aiming
directly at Prague allows us to fi nd the source regions with the highest average of multiplied output
(Figure 6) with the total multiplication in Prague serving as a baseline.

Figure 6  Source regions of the highest multipliers of output in Prague (% part of Prague multiplier)

Source: Authors’ calculation
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Figure 6 proves the strongest connection of Prague and regions geographically close to Prague.
Th e output multiplied in Prague (throughout all categories of products) comes mainly from the Usti
Region (1.85%) and the Central Bohemia Region (1.65%).

Figure 7 depicts target regions to which the output of Prague is mostly multiplied. We can even see 
the decomposition of average multiplication of Prague’s output outside the region. A weak connection 
of the South Moravian Region refl ects a generally weak links of this region to the other regions. Table 1 
demonstrates it rather clearly.

Figure 7  Regions according to targeting of the multiplied output from Prague (% part of their multipliers)

Source: Authors’ calculation

Th e Karlovy Vary Region, the Usti Region and the Central Bohemia Region record the highest multi-
plication from Prague. Moreover, Figure 7 depicts the infl uence of the distance of the average connec-
tion on the multiplication of the output from Prague. Regions geographically closer to Prague have
a stronger link it than a distant region. Th e costs on import may be the principal cause here. It goes along 
with economic assumptions about consumers’ and producers’ behaviours. Minimized costs on import 
lead to minimizing the import distance which results in strong multiplication mostly to the surrounding
regions.

Th e second example focuses on the region with trends opposite of Prague, i.e. the South Moravian 
region with the weakest connection to Prague (see Figures 6 and 7) among Czech regions. Figures 8 and 
9 summarize the connection of the South Moravian region to all other regions.
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Multiplication of the output of the South Moravian region is mainly allocated in Prague, which cor-
respond with the rest of the regions. Prague maintains the strongest position among all regions. Figure 9 
shows the ratio of multiplication for the South Moravian region from others regions. Th is fi gure proves 
the minimization of costs on the imported products. Th us, the highest share of the multiplication trans-
fers to the neighbouring regions.

Figure 8   Source regions of the highest multipliers of output to the South Moravian region (% part of the South 
Moravian region multiplier)

Figure 9   Target regions for the multiplied output of the South Moravian region (% part of their multipliers)

Source: Authors’ calculation

Source: Authors’ calculation
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Discussion and Conclusion
This paper aimed to illustrate the differences between SRIO and IRIO approaches in IOA. These 
approaches differ in their construction as well as in the required data. SRIO analyses only one region 
with no relations to other regions. Thus, this approach proves less data demanding. IRIO approach 
analysed each region in context of all regions. The different construction and data sources give rise 
to the following two hypotheses. Firstly, regions analysed by means of SRIO are systematically under- 
valued. Secondly, Prague has a unique position among the regions.

We employed Leontief matrix for an analytical illustration of the differences between these two 
approaches. Using the matrix, we illustrate a significant undervalue of single-regional Leontief multi- 
pliers’ in comparison to IRIO. This undervalue characterizes both average Leontief multipliers for whole 
regions and partial multipliers for individual products (Figures 2 and 3). Detailed estimations on the 
level of individual products show wide variability. On the other hand, one can see identical undervalue 
calculated in individual regions.

Figure 4 proves these expectations for aggregated Leontiefs’ products in individual regions. A similar 
structure of the undervaluation applies to virtually all regions. While the undervaluation which we evaluate 
at the level of individual regions (in all regions) varies a lot, mainly in the structure of products. These results 
prove the highest undervaluation of products J and K. Figures 2 to 4 confirm the idea about the undervalue 
which we expected when using SRIO. The undervaluation is clearly systematic (mainly seen in Figure 4). 
The undervaluation is traceable in narrow quantiles of individual products using boxplots (Figures 2 and 3).

Figure 5 confirms the hypothesis about a specific position of Prague to which all regions maintain 
a strong link. Thus, all regions are unequally strongly connected to Prague opposed to the other regions. 
Figures 6 to 9 illustrate this phenomenon for Prague and South Moravian region. The most significant 
undervaluation takes place in regions and products which are import demanding on their own output.

The main goal of the paper was achieved mainly by using graphical analyses of Leontiefs matrix. 
Graphical analysis was necessary due to the impossibility of testing of the data by means of common sta-
tistical methods (e.g. t-tests). This analysis was supplemented with an estimation of the undervaluation 
in individual regions and in the Czech Republic as a whole. Two minor hypotheses (the systematicness 
of the undervaluation and a unique position of Prague) were illustrated using graphical analysis as well. 
The results and illustrations confirm both these minor hypotheses. The undervaluation gives ground for 
questioning of the results by means of SRIO.

The data and the model demonstrate regional heterogeneity of Leontiefs coefficients calculated by 
means of SRIO and IRIO, as we expected. The fact that various researchers use different data confirms  
this heterogeneity (e.g. Freeman, Alperovich and Weksler; 1985). The results (undervaluation, syste- 
maticness etc.) follow economic and statistical theory behind these models (Lezen et al., 2004).

Recommendation for future work lies in the idea that disregarding the measurement of the connec-
tion of a region to other regions produces systematically undervalued results. This bias is noticeable in 
all regions. Using a more sophisticated regional model, such as MRIO (or used IRIO), although more 
data demanding, can eliminate such bias. Therefore, a further research lies mainly in more precise and 
robust methods of the extrapolation of the data sources needed, for example methods for the estimation 
of the flows of output among regions, or ensuring the consistency of regional estimations with national 
figures (e.g. 3D RAS etc.).
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Abstract

The main goal of this paper is to present an analysis of financial quarterly time series describing the level 
of book leverage of U.S. companies selected from different industries in the period 1991–2014. The basic ques-
tion is whether the sub-prime crisis 2007–2008 caused a change in the behavior of the respective companies. 
More generally, we are interested whether the time series may be considered stationary. Statistical methods 
suitable for the   detection of breaks (changes) for individual and panel data are presented together with their 
pros and cons. Against our expectations, the analysis did not reveal a significant change due to the sub-prime 
crisis. On the other hand, all series contain at least one change, most of the changes occurring around the year 
2000, thus offering room for an economic explanation.3

Keywords

Change point problem; abrupt, gradual and multiple changes; stationarity in the mean; 

sum and maximal test statistics; panel data; book leverage

JEL code

C10, C23  

Introduction
Capital structure determines the relative ownership of the firm by creditors and equity holders, as repre-
sented by the relative weights of debt and equity in the company. Therefore, how a firm chooses its capi-
tal structure is one of the fundamental questions in corporate finance, and financial economic research 
focuses on variables that help explain capital structure decisions. For details see, e.g., seminal paper by 
Lemmon et al. (2008).

The key variable in capital structure is leverage, so that one of the basic research questions is whether 
the leverage, or any other key characteristic describing the capital structure, is time invariant or whether 
it contains a breaking point(s). If it does contain a breaking point(s), then the question is how to estimate 
them and how to decide which phenomenon is behind them.

In this paper we concentrate on selected issues from the change-point methodology and illustrate 
advantages and pitfalls of the selected approach on the analysis of real financial data. More specifically,  
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we are interested in breaks in the model describing the level of leverage of selected U.S. companies 
from different industries around the sub-prime crisis. Recall that the sub-prime crisis is generally 
defined between the fourth quarter of 2007 and the end of 2008, see Santos João (2011) and Dick-Nielsen  
et al. (2012) for details. Time span of the considered data covers the period from 1Q 1991 to 
4Q 2014.

This paper is organized as follows. Section 1 describes statistical methods suitable for detection 
of changes in the underlying model. Section 2 describes the data and its analysis. Finally, Section 3 
summarizes selected conclusions.

1 Description of statistical methods used
In the scope of mathematical statistics, whether an observed series has remained stationary or whether 
a change of a specific kind has occurred, the outcome is usually based on hypotheses testing. The null 
hypothesis claims that the process is stationary while the alternative hypothesis claims that the process is 
nonstationary and the stationarity was violated in a specific way. In our case we will mainly be interested 
in stationarity in the mean of the observed series.

We usually start the statistical inference process by analyzing information on one series describing the 
behavior of one company. We assume that the data Y1,..., Yn was collected at time moments t1 < ... < tn, so 
that they form a time series. In our case the time moments can be, without a loss of generality, replaced  
by their indices 1,..., n. When studying the data for one company, our goal is to decide whether the 
sequence Y1,..., Yn, is stationary or whether its mean has changed. We assume that a potential change 
of the analyzed series’ mean occurred in a short, with respect to n, time period. Thus we can make 
a slight simplification dealing with time series models that contain a sudden shift in the mean at 
an unknown time point.

In our case the null hypothesis claims that the characteristic has not changed while the alternative 
claims that the analyzed characteristic has changed in an assumed manner. For testing which of these 
hypotheses is true we use statistics developed in the field of change-point detection. For more details and  
different approaches to the problem see, e.g., Csörgȍ et Horváth (1997), Bai et Perron (1998), Antoch 
et al. (2002, 2004, 2007, 2008), Antoch et Jarušková (2013) or Horváth et Rice (2014).

Recall that analogous methodology has been developed for gradual changes as well.  Nevertheless, it 
is well known that procedures developed for detection of a sudden change also respond in the case of 
gradual changes, and vice versa. However, one must keep in mind that in such a case they lose a power. 
For details see, e.g., Antoch et al. (2002) or Jarušková (1998).

First let us explain how the test statistics applied in our paper are constructed. Suppose for a while 
that we know the position of a potential change point (break). In other words, if we know that a change 
occurred, then it certainly occurred at the time k. In such a case, for deciding whether or not the ana-
lyzed series has changed, one may use a classical two-sample test statistic for testing the equality of the 
mean of the first part Y1, ..., Yk to the mean of the second part Yk + 1, ..., Yn, of the original series. A natural 
estimate of the first mean is the average                           and, similarly, the estimate of the second mean 
is the average                                                       

Supposing moreover that the variance σ2 of the series remains the same over the entire time span 
j = 1, ..., n, then the test statistic Tk has the form:

                                                                                                   � (1)

Notice that test statistic Tk may be obtained as the maximum likelihood estimator under the assumption 
that observations {Yi} are independent normally distributed random variables. For a detailed derivation 
see Section 3 in Antoch et al. (2002).
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In Formula (1) the standard deviation of the analyzed time series  has been replaced by its estimate, 
that can be calculated either as:

or as:

In the situation where data is dependent and forms a linear process, σ must be estimated more care-
fully. A Bartlett type estimator adjusted to a possible change is usually recommended in the literature as 
the first choice. A detailed description can be found in Antoch et al. (1997).

In a case where the means of the first and second parts of the series coincide, the    1 and    2 do not  
differ substantially. If the means differ, then   1 attains a smaller value than   2 with a large probability, 
so that the test statistic using this value has a larger power for change point detection. It is well known 
that when k and n – k are large, then the statistic Tk has approximately a standard normal distribution, 
and the hypothesis claiming that the means of the first and second parts are the same is rejected 
if                         with               being the (1 – α/2)100% quantile of N(0,1).

If we do not know the position of a potential change point (break), then we calculate the value 
of the statistic Tk for all possible k = 1, ..., n – 1, and plot the sequence {|Tk|} against time points 
{k; k = 1, ..., n – 1}. The plot provides us with important visual information about eventual change point(s).  
As the sequence {Tk} is a standardized CUSUM sequence of residuals {Yj – Yn}, which starts (k = 0) 
and ends (k = n) at zero. If a sudden shift occurs at a time k, the sequence {|Tk|} attains a large value for 
such a k. A magnitude of this value is given by a difference between the means of the first and second 
parts of the series, i.e., by the size of a shift in the mean. If there are several sudden changes that are well 
separated, then the sequence {|Tk|} has more peaks.

In addition to the sequence {Tk} we may also compute a weighted sequence {wkTk}. The most 
frequently applied weights are:

                                                          � (2)

leading to the statistic:

                                                                                  � (3)

As shown in James et al. (1987), the statistics Tk *   may be obtained using the modified likelihood principle.
It is not surprising that a decision on existence of a change point is based on the maximum of the 

statistics {|Tk|}, i.e.,

                                               � (4)
respectively on the maximum of the statistics {wk|Tk|}, i.e.,

                                             � (5)

sometimes called a weighted maximum type test statistic. Notice that some authors use the term “pena- 
lized maximum type test statistic“ here. However, the terminology is not uniform and we will use 
the term “weighted” throughout this paper.
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Recall that besides test statistics (4) and (5) we might also use test statistics that are sums of {Tk
2                 } 

or {(wkTk)2}. Because we do not apply them in this paper, we refer to Antoch et al. (2002) and MacNeill 
(1974) for more details.

As an estimator of the time of change one usually takes that index k̂  0, for which the sequence of the 
statistics {Tk} attains its maximum, i.e.,

                                                         � (6)
respectively, where the sequence of statistics {wk|Tk|} attains its maximum, i.e.,

                                                         � (7)

If the maximum is not unique, so that a maximum is attained for a set of indices, we usually take as 
the estimator the smallest index of this set. Nevertheless, such an issue usually indicate that more than 
one change can be detected in the data, and one should deal with this issue. For details see, e.g., paper 
Antoch et Hušková (1998).

It is worth noticing that statistics (6) and (7) do not necessarily correspond to the location of a change 
provided the series exhibits a gradual instead of sudden change. In such a case, other estimators have 
to be used; for details see, e.g., Antoch et Hušková (1998) and Antoch et al. (2002). See also discussion 
in Section 2.

Clearly, the test statistic (5) detects more easily a change in the middle of the sequence while the statistic 
(4) detects more easily a change at the beginning or at the end of the series. As an illustration, Figure 1 
shows a simulated time series with a shift in its mean and a corresponding behavior of the sequence {|Tk|}. 
Behavior of both sequences {|Tk|} and {|Tk *  |} when applied to the real data describing the level of the book 
leverage of U.S. companies selected from different industries, can be seen in Figure 2.

| | , 

| | . * *

Figure 1  Simulated data and behavior of statistics {|Tk
 |}

Source: Authors
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The exact distribution of statistics (4) and (5) is too complex; hence approximate critical values have 
to be applied. The approximate critical values may be obtained by simulations, where the observations 
{Yi} are taken from a standard normal distribution. These critical values may be applied to a broad class 
of distributions thanks to the invariance principle. For n ≈ 100 the 5% critical value of statistic (4) is 3.17 
and the 1% critical value is 3.70. For n ≈ 100 the 5% approximate critical value of statistic (5) is 1.29, 
while the 1% approximate critical value is 1.55. As argued above, it is always useful to plot either statis-
tics {|Tk|} or {|Tk *  |} against time points {k; k = 1, ..., n – 1}.

To get approximations to the distribution of the considered test statistics, different versions of the 
bootstrap were suggested in the literature. Because this issue goes far beyond the scope of this paper, we 
refer the reader to Antoch et al. (1995) and Horváth et Rice (2014) for details and additional references.

If the series contains more than one change, and the changes are well separated, the statistics (4) and 
(5) are able to reject the null hypothesis of stationarity in the means well. For estimating multiple change 
points, a sequential procedure proposed in Vostrikova (1981), and later modified by many other authors, 
may be applied. The basic idea may be described as follows. If a change is detected, the series is split into 
two parts, i.e., the part before the detected change point and the part after it. Then the same procedure is 
applied to both subseries recursively. Another possibility is to use the MOSUM approach discussed, e.g., 
in Antoch et al. (2002), or to employ a test statistic proposed for detecting several changes developed, 
e.g., in Antoch et Hušková (1994) and Antoch et Jarušková (2013).

The critical values for statistics (4) and (5) presented above were obtained under an assumption that  
{Yi} form a sequence of independent variables. When {Yi} form an ARMA sequence or, more generally, 
a linear process, the same test statistics may be applied, but σ2 must be estimated more carefully and the 
critical values must be adapted. For more details see Antoch et al. (1997).

Finally, consider a situation when the data comes from I companies and are obtained during the same 
time moments t1 < ... < tn. We say that they form a so-called “panel”. Suppose that Yj(i) denotes a value 
of variable of interest, e.g. book leverage, at time tj for a company i. Then we can organize the data into  
a matrix with n rows and I columns. Moreover, we assume that if there is a change point k0, then any 
series {Yj(i), j = 1, ..., n} either changes at time k0 or does not change at all.  For the ith company we compute

                                          and                                                              . Then for the ith company and for k = 1, ..., n 
we compute either

or

Notice that for the ith company tk(i) = Tk
2 and vk(i) = (wkTk)2, where wk are defined in (2). Further, for 

any time point k = 1, ..., n we compute statistics:

or a test statistic:

Similar to the one-dimensional case, the resulting panel test statistic can be either the maximum or sum 
of statistics {Uk}, respectively {Zk}. We will not discuss here the details of either the appropriate normaliza-
tion or finding the corresponding critical values, because such considerations go beyond the scope of this 
paper, being technically too complicated. The interested reader can find a detailed description and more 
about the analysis of panel data in Hušková et Horváth (2012) or, e.g., Baltagi (2013), Antoch (submitted).
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Analogous to the case of statistics {Tk} and {Tk *  }, the plot of {Uk} and/or {Zk} provides us with impor-
tant visual information about an eventual change point for panel data. Values of statistics of {Uk} and  
{Zk}, when applied to our book leverage data, can be seen in Figure 7.

2 Description of data and its analysis
To illustrate our approach, quarterly accounting data describing behavior of more than 300 U.S. com-
panies from different industries was selected from the well-known FAMA/FRENCH database. At the 
beginning of our analysis we had at our disposal financial quarterly time series describing, among 
others, the level of book leverage collected during the period 1Q 1983 to 4Q 2014. Note that all financial 
indicators are in USD. After careful inspection, however, only 46 companies remained for subsequent 
change-point analysis. Both rough and detailed industry classification according to the SIC Code of the 
respective companies can be found in Tables 2 and 3. The main reasons why we could not include data 
about remaining companies into our analysis were the following:

1.	 A company disappeared from the market before the end of the year 2014.
2.	 The data series was too short for the purposes of our analysis. 
3.	 There were too many values missing from the data series for a given company.
If only a few observations were missing, we replaced them by their estimates obtained by combining 

neighboring observations. In practice we used linear interpolation. In this way we obtained a panel of 46 
companies observed during the last 24 years, more precisely 96 quarters of the period 1Q 1991 through 
4Q 2014. The variable of interest was the book leverage, i.e., the size of the debt with respect to debt plus 
shareholders’ equity. These data will be used to illustrate our approach. Complete data we worked with 
is available upon request from the authors of this paper.

Table 1  Identifiers of analyzed companies

Table 2  Rough categories of analyzed companies according to the SIC Code

Source: Authors

Source: Authors

1004 1078 1104 1161 1166 1173 1230 1300 1327 1356

1380 1408 1468 1585 1602 1613 1618 1678 1686 1704

1728 1773 1783 1823 1864 1913 1920 1926 1968 1988

2044 2049 2055 2061 2086 2136 2154 2184 2220 2269

2282 2282 2285 2290 2312 2403 2411

SIC Code Standard Industrial Classification #

10–14 Mining 2

20–39 Manufacturing 32

40–49 Transportation & Public Utilities 3

50–51 Wholesale Trade 3

52–59 Retail Trade 3

70–89 Services 4
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Typical representative behavior of the analyzed data can be seen in Figure 2. As an illustration, we 
included here companies exhibiting different financial strategies. While some studied time series exhibit 
a sudden shift in book leverage as in the case of companies 1173 and 2403, some others exhibit gradual 
change, such as in the data of company 1618. A typical example of several sudden changes is given 
by the data of company 1408. Finally, different levels of the average book leverage are illustrated 
by companies 1988 and 2184.

Notice that the scale for the book leverage is the same in all subfigures. On the other hand, this is not 
true for the scale of the values of the test statistics {|Tk|}  and {|Tk *  |}. The reason is a very high variability 
of the values of respective test statistics; if the same scale were used, then some figures would become 
unreadable.

Table 3  Detailed categories of analyzed companies  according to the SIC Code

Source: Authors

SIC Code Standard Industrial Classification #

10 Metal Mining 1

13 Oil and Gas Extraction 1

20 Food and Kindred Products 1

26 Paper and Allied Products 2

27 Printing, Publishing, and Allied Industries 1

28 Chemicals and Allied Products 7

29 Petroleum Refining and Related Industries 1

31 Leather and Leather Product 1

32 Stone, Clay, Glass, and Concrete Products 1

33 Primary Metal Industries 1

34 Fabricated Metal Products, except Machinery and Transportation 
Equipment 4

35 Industrial and Commercial Machinery and Computer Equipment 3

36 Electronic and other Electrical Equipment and Components, except 
Computer Equipment 4

37 Transportation Equipment 1

38 Measuring, Analyzing, and Controlling Instruments; Photographic, 
Medical and Optical Goods; Watches and Clocks 5

45 Transportation by Air 1

48 Communications 2

50 Wholesale Trade-Durable Goods 2

51 Wholesale Trade-Nondurable Goods 1

54 Food Stores 1

57 Home Furniture, Furnishings, and Equipment Stores 1

58 Eating and Drinking Places 1

72 Personal Services 1

73 Business Services 2

80 Health Services 1
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Figure 2  Typical representatives of the analyzed data
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First, the data passed a “visual inspection”, which gave us an initial idea about the “behavior patterns” 
of individual companies. It is worth noticing that statistics {Tk} and {Tk *  } constructed for detection of 
sudden changes indicate a break also when the data exhibits a gradual change, as is the case of company 
1618, see Figure 2. However, in such a case one must be careful when interpreting a course of {Tk} 
and/or {Tk *  }, because the locations of corresponding maxima, i.e., statistics (6) and (7), do not necessarily  
correspond to the location of a change in behavior of the studied time series. For more details show 
to proceed in such a case see, e.g., papers Antoch et Hušková (1998) and Antoch et al. (2002).

Second, the mean value and standard deviation of the book leverage of each individual company has 
been calculated. The results can be seen in Figure 3. It appears that the mean values do not contain any 
outliers and follow our expectations. The same holds for the standard deviation values.

Figure 2  Typical representatives of the analyzed data – continuation

Figure 3  Mean values and standard deviations of the book leverage for individual companies

Source: Authors

Source: Authors
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Third, test statistics (4) and (5) suggested for the detection of a sudden change in the behavior of indi- 
vidual time series have been calculated for each company. It was a bit surprising that all test statistics 
for individual series are statistically significant on the 5% level for non-weighted statistic (4), and all but 
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two test statistics for individual series are statistically significant on the 5% level when weighted statistic 
(5) has been used. Several companies exhibited two to three detectable changes. Therefore, we estimated 
the times of the change for each individual data time series using both statistic (6) and (7). Estimated 
change points are presented in Figure 4, and summarized using histograms in Figure 5. From Figures 4 
and 5 we can see that the most change points have been detected around the year 2000, followed by the 
years 1997 and 2005. Against our expectations, this analysis has not shown any breaks around the time 
of the sub-prime crisis.

Figure 6  Average book leverage of actual portfolios during the time and the corresponding standard deviations

Figure 5  Histograms of estimated change points for estimators based on both non-weighted and weighted test  
                   statistics

Source: Authors

Source: Authors

Source: Authors

We also calculated averages and standard deviations of the set of analyzed companies during 
the period 1Q 1991 through 4Q 2014. The results are plotted in Figure 6. It is very interesting that the 
character of both means and standard deviations changes practically at the same time when many indi-
vidual companies exhibited a sudden change in their book leverage levels.
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Figure 4  �Estimated individual change points using Formulas (6) and (7) (k0 = 1 corresponds to 1Q 1983, while 
k0 = 100 corresponds to 4Q 2015) 



ANALYSES

42

Figure 7  Panel test statistics

Source: Authors

Finally, we calculated panel test statistics (8) and (9). The results are presented in Figure 7. Both sta-
tistics indicate the change around the year 2000. The non-weighted panel test statistic also reflects the 
changes in the individual behavior of each company around the year 1997, compare Figures 4 and 5. The 
courses of both considered test statistics correspond to the analysis of individual companies.
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Conclusions
In our paper we describe analysis of stationarity (in the mean) of the book leverage data of 46 U.S. com-
panies selected from different industries, see Tables 2 and 3. First, we analyzed each company separately, 
and then we analyzed all companies together using methods suggested for analysis of panel data. More-
over, we assumed that if there is a change at time k0, then any series  either changes at time k0 or does 
not change at all.

Change point methods for panel data are proposed for deciding which of two hypotheses holds true. 
One hypothesis claims that the series do not change while the second claims that the series change at 
a certain unknown time. In the case of our data, none of these hypotheses seems to be true because  
each series exhibits a change, but at a different time. Most series changed near the year 2000, some also 
around 1997 and 2005, and as a consequence the hypothesis that all series are stationary was rejected.

The changes during the period 1997–2000 may reflect the Asian financial crisis that gripped much of 
East Asia, beginning in July 1997 and raised fears of a worldwide economic meltdown due to financial 
contagion. The Asian “flu” had also put pressure on the United States and Japan. Their markets did not 
collapse, but they were severely hit. On 27 October 1997, the Dow Jones industrial plunged 554 points 
or 7.2%, amid ongoing worries about the Asian economies. The New York Stock Exchange briefly sus-
pended trading. The crisis led to a drop in consumer and spending confidence. Indirect effects included 
the dot-com bubble, and years later the housing bubble and the sub-prime mortgage crisis. Recall that 
many economists believe that the Asian crisis was created not by market psychology or technology, 
but by policies that distorted incentives within the lender-borrower relationship. For more details see, 
e.g., Goldstein (1998) or Muchhala (2007).

Another important goal of our analysis was to decide whether a sub-prime crisis in the period 
2007–2008 caused a significant change in companies’ behavior. Even though few analyzed series changed 
within this time period, see, e.g., company 1173, most series exhibit significant changes at some other 
times. Therefore, the panel statistics do not show a change in the period 2007–2008. We conclude that 
we did not discover a change of analyzed book leverage data of the selected U.S. companies due to the 
sub-prime crisis.

The fact that all 46 companies included in our study existed at least during 24 consecutive years, i.e.,  
1Q 1991 through 4Q 2014, and were able to report regularly, indicates that they represent rather powerful 
companies. Therefore, one should be careful about making sweeping generalizations on the whole U.S. 
economy, because in addition to these strong companies, many weaker ones were also present on the market.
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Abstract

To overcome drawbacks of central moments and comoment matrices usually used to characterize univariate 
and multivariate distributions, respectively, their generalization, termed L-moments, has been proposed. 
L-moments of all orders are defined for any random variable or vector with finite mean. L-moments have been 
widely employed in the past 20 years in statistical inference. The aim of the paper is to present the review of the 
theory of L-moments and to illustrate their application in parameter estimating and hypothesis testing. The 
problem of estimating the three-parameter generalized Pareto distribution’s (GPD) parameters that is generally 
used in modelling extreme events is considered. A small simulation study is performed to show the superio- 
rity of the L-moment method in some cases. Because nowadays L-moments are often employed in estimating 
extreme events by regional approaches, the focus is on the key assumption of index-flood based regional fre-
quency analysis (RFA), that is homogeneity testing. The benefits of the nonparametric L-moment homogeneity 
test are implemented on extreme meteorological events observed in the Czech Republic.2
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Introduction
Moments, such as mean, variance, skewness and kurtosis, are traditionally used to describe features of 
a univariate distribution. Hosking (1990) introduced an alternative approach using L-moments, which 
are defined as certain linear combinations of order statistics. The main L-moments‘ advantage, in com-
parison to conventional moments, is their existence of all orders under only a finite mean assumption. 
When describing a multivariate distribution, the situation is very similar. The mean vector and covariance, 
coskewness and cokurtosis matrices with elements the covariance, coskewness and cokurtosis are 
the characteristics usually used to summarize features of a multivariate distribution. However, central 
comoments (covariance, coskewness, cokurtosis, etc.) are defined under finiteness of central moments 
of lower orders. To avoid this drawback, Serfling and Xiao (2007) proposed multivariate L-moments with 
elements the L-comoments as analogues to central comoments, without giving assumptions to finiteness 
of second and higher central moments.

L-moments, being measures of shape of a probability distribution, may be used for summarizing data 
drawn from both univariate and multivariate probability distributions. Besides description statistics, 
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L-moments play an important role also in inferential statistics. In the past 25 years the method of L-mo-
ments has been used as a convenient alternative to the traditional estimation method of moments and 
maximum likelihood method, mainly in hydrology, climatology and meteorology (e.g., Kyselý and Picek, 
2007), but also in economics and socioeconomics (e.g., Bílková, 2014). The L-moments based estimates 
are obtained in a similar way as in the moment method, which means the population L-moments are 
equated to their corresponding sample quantities. Hosking (1990) gives parameter estimators of some 
common univariate distributions and highlights L-moments, because they sometime provide better 
estimates than the maximum likelihood method (particularly for small samples and heavy-tailed distri-
butions). Several other studies have shown that the L-moment method in some cases outperforms also 
other estimation methods, including the well-known method of moments and relatively new methods of 
TL- and LQ-moments when estimating their parameters or high quantiles (Hosking, Wallis and Wood, 
1985; Hosking and Wallis, 1987; Martins and Stedinger, 2000; Delicado and Goria, 2008; Šimková and 
Picek, 2016), as well. Moreover, L-moments based estimates are more tractable than maximum likeli-
hood estimates. Besides parameter estimating, L-moments are also employed in hypothesis testing, 
particularly in RFA which yields reliable estimates of high quantiles of extreme events using data from 
sites, which have similar probability distributions. A univariate approach based on L-moments intro-
duced by Hosking and Wallis (1997) has been routinely used in areas such as hydrology, climatology 
and meteorology, among others (Chen et al., 2006; Kyselý, Picek and Huth, 2006; Kyselý and Picek, 2007; 
Viglione, Laio and Claps, 2007; Noto and La Loggia, 2009; Kyselý, Gaál and Picek, 2011). Attention to 
multivariate RFA has been devoted recently in works of Chebana and Ouarda (2007), and Chebana and 
Ouarda (2009), in which the main steps of univariate index-flood based RFA of Hosking and Wallis 
(1997) were generalized using multivariate L-moments, copulas and quantile curves. Now multiva- 
riate RFA based on L-moments becomes popular in practice, because it improves analysis of the studied 
phenomenon by considering more available information (Chebana et al., 2009; Ben Aissia et al., 2015; 
Requena, Chebana and Mediero, 2016).

The paper gives a brief review of the theory of L-moments and their selected applications and uses 
already known methods to illustrate their use in specific examples in practice. First, the usefulness of 
L-moments is shown in the problem of estimating the GPD parameters often used in modelling extreme  
events. Although various techniques, such as the moments, L-moments or maximum likelihood methods, 
have been proposed in the literature for estimating parameters of a probability distribution, some of them  
are more accurate for data of certain properties as it has been already shown in several comparison studies 
(Hosking, Wallis and Wood, 1985; Hosking and Wallis, 1987; Martins and Stedinger, 2000; Delicado and 
Goria, 2008). Hence, a small simulation study is performed to compare several estimation methods and 
to show the superiority of the method based on L-moments for estimating GPD parameters in some 
cases. However, nowadays L-moments are mainly used in RFA to reliably estimate high quantiles of ex-
treme events. The second illustration uses L-moments in hypothesis testing. Several papers have already 
dealt with both univariate and multivariate RFA based on L-moments of extreme precipitation events in 
the Czech Republic (Kyselý, Picek and Huth, 2006; Kyselý and Picek, 2007; Kyselý, Gaál and Picek, 2011; 
Šimková, Picek and Kyselý, in preparation). All these studies employed for homogeneity checking the 
parametric Hosking and Wallis (1997) or generalized Chebana and Ouarda (2007) L-moment homogeneity  
tests, which preceded model’s parameters estimation and also relatively labouring selection of the best 
copula in the bivariate case. The nonparametric procedure is more powerful and easier to implement 
than the parametric one, because it does not require estimation of model’s parameters nor specification 
of the copula in the multivariate case, and, hence, the homogeneity testing becomes simpler and quicker.  
Here, the benefits of the nonparametric homogeneity testing based on L-moments are implemented 
on bivariate extreme meteorological events observed in the Czech Republic. We will investigate wheth-
er the regions’ homogeneity will be confirmed also by the nonparametric test, but in much easier way. 
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Because  the nonparametric test of Masselot, Chebana and Ouarda (2016) has been introduced very 
recently, this is one of the first attempts of implementing the nonparametric procedure on the real-world 
data.

The paper is organized as follows: In the first section, the theory of both univariate and multivariate 
L-moments and their use in statistical inference are briefly reviewed. The use of L-moments in specific 
tasks, particularly in estimating the GPD parameters and nonparametric checking of regions’ homoge- 
neity formed in the area of the Czech Republic, and results obtained are presented in Section 2. The paper 
closes with summary section.

1 METHODOLOGY
1.1 Univariate L-moments
1.1.1 Population univariate L-moments
A population L-moment is defined to be a certain linear combination of order statistics (the letter L just 
emphasizes that the L-moment is a linear combination) which exists for any random variable with finite 
mean. Hosking (1990) defined the population L-moment of the rth order as a linear combination of the 
expectations of the order statistics X1:n ≤ X2:n ≤ …≤ Xn:n of a random sample of size n drawn from a uni-
variate distribution of a random variable X with cumulative distribution function F:

                                                                                                            � (1)

When comparing L-moments to conventional moments, L-moments have some merits, including 
their existence, uniqueness and robustness (because they are linear combinations). The Formula (1) may 
be rewritten to the form, which is useful particularly for computation of L-moments of a given proba- 
bility distribution,

                                                                                                                  � (2)

where: 

                                                                                                                  

is the rth shifted Legendre polynomial and x(F) is quantile function of a variable X. The first L-moment 
is just the mean of a random variable X and the second L-moment is equal to one-half of the Gini’s mean 
difference statistic. Serfling and Xiao (2007) also present the expression of the second and higher order 
L-moments in the covariance representation as:

                                                                        � (3)

It is desirable to define dimensionless versions of higher L-moments, termed L-moment ratios, as:

                                                                                      

Analogy of the coefficient of variation may be also defined in terms of L-moments as the ratio of the 
second L-moment λ2 to the first L-moment λ1
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Although L-moments do not exist for distributions which have no finite mean (e.g., this happens for 
a Cauchy distribution, or generalized Pareto and generalized extreme-value distributions for certain values 
of the shape parameter), generalizations of L-moments, termed trimmed L-moments (abbreviated 
TL-moments) and LQ-moments, have been proposed. They always exist. See Elamir and Seheult (2003) 
and Mudholkar and Hutson (1998) for their definitions and properties.

The first two L-moments λ1 and λ2, termed L-location and L-scale, being measures of location and 
scale, and the third and fourth L-moment ratios τ3 and τ4, termed L-skewness and L-kurtosis, being 
measures of skewness and kurtosis, may be used for summarizing a univariate distribution. See Table 
1 for the first four L-moments of some selected common univariate distributions which may be simply 
derived using the Formula (2).

   Table 1  L-moments of several selected univariate distributions
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   Table 2  Parameter estimation of several selected univariate distributions
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1.1.2 Sample univariate L-moments
Because L-moments are defined for a probability distribution, they must be in practice estimated  
from an observed random sample drawn from an unknown probability distribution. The rth sample 
L-moment, being an unbiased estimator of the population L-moment λr, defined Hosking (1990) as 
a linear combination of the order sample x1:n ≤ x2:n ≤ ... ≤ xn:n of size n

                                                                                                                                 

The first sample L-moment termed sample L-location, is equal to the sample mean, while the second 
sample L-moment is called sample L-scale.

Naturally, the L-moment coefficient of variation τ and L-moment ratios τr are estimated by the sample 
L-moment coefficient of variation and sample L-moment ratios given by:

                                                                          � (4)

Observed data may be alternatively summarized and described by the sample L-location l1, 
L-scale l2, L-skewness t3 and L-kurtosis t4.

1.1.3 Method of L-moments
Usually, the method of maximum likelihood and method of moments are used for estimation of para- 
meters of a probability distribution. Following the same idea as in the case of method of moments, 
L-moments provide parameter estimates. Let X be a random variable with a probability density function  
f (x; θ1, ..., θk), where θ1, ..., θk are k unknown parameters. The unknown parameters are estimated by 
solving the system of equation which arise from matching the first k population L-moments with cor-
responding sample counterparts, i.e.,

                                                           � (5)

Hosking (1990), and Hosking and Wallis (1997) give parameter estimates of selected common univari-
ate probability distributions derived by the L-moment method. Parameter estimates of some univariate 
probability distributions are shown in Table 2.
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1.2 Multivariate L-moments
1.2.1 Population L-comoments
Serfling and Xiao (2007) defined L-comoments, which describe a multivariate distribution only under 
finite mean assumptions, analogously to the forms of central comoments and univariate L-moments in the 
covariance representation given by the Formula (3). Hence, it is worth remembering central comoments. 

Let’s have a bivariate random vector (X1, X2) with cumulative distribution function F, marginal 
distribution functions F1, F2, finite means μ1, μ2 and central moments μk

(   1   ), μk
(   2   ) , k ≥ 2. The rth central 

comoment of variable X1 with respect to variable X2 is defined as:

The second, third and fourth central comoments ξ2[12],ξ3[12],ξ4[12] are covariance, coskewness and 
cokurtosis, respectively. Dimensionless versions of central comoments are given by:

							     

The second, third and fourth central rescaled comoments ψ2[12],ψ3[12],ψ4[12], are called correlation, 
coskewness and cokurtosis coefficients, respectively.

Let’s have a bivariate random vector (X1, X2) with cumulative distribution function F, marginal distri-
bution functions F1,F2 and finite means μ1, μ2. The rth L-comoment of variable X1 with respect to variable 
X2 (in this order) is defined as:

                                                             ,

(the version λr[21] is defined similarly). Generally, λr[12] and λr[21] are not equal. Having X1 = X2, L-comoments 
reduce to univariate L-moments. The second to the fourth L-comoments may be regarded as alternatives 
to central comoments ξ2[12],ξ3[12],ξ4[12]. 

Scale-free versions of L-comoments, so-called L-comoment coefficients, are defined in similar way as 
L-moment coefficient of variation and L-moment ratios given by Formula (4):

							     

Computation of population L-comoments may be simplified when variables X1, X2 meet certain con-
ditions, particularly when variables are jointly distributed with affinely equivalent marginal distribu-
tions and one variable has linear regression on the other (for a detailed formulation see Proposition 3 
in Serfling and Xiao (2007)).

1.2.2 Estimation of L-comoments
As it is in the case of univariate L-moments, L-comoments must be in practice estimated from 
an observed random sample drawn from an unknown multivariate distribution. This is made in terms 
of concomitants. Consider a sample {(xi

1, xi
2           ), 1 ≤ i ≤ n} drawn from an unknown bivariate distribution. 

When the sample {x1
2, ..., xn

2  }is sorted to a non-decreasing sequence, then the element of the sample 
{x1

1 , ..., xn
1  } which is paired to the rth order statistic x2

r  : n is called the concomitant of x2
r  : n and denoted by 

x12
[  r : n]. The unbiased estimator of the rth L-comoment λr[12] is defined as a linear combination of concomitants:

                                                                  � (6)
where:
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1.2.3 Multivariate L-moments as L-comoment matrices
Consider a d-variate random vector X = (X1, ..., Xd). The multivariate L-moment of the first order 
is the vector mean:

									       
while the second and higher orders multivariate L-moments are defined in a matrix form with elements 
the rth L-comoments of variables Xi,Xj,1 ≤ i,j ≤ d,

                                 
                        � (7)

The second, third and fourth multivariate L-moments Λ2,Λ3,Λ4 are termed L-covariance, L-coskewness 
and L-cokurtosis matrices, respectively. Scale-free versions of L-comoment matrices Λr, r ≥ 2, labelled as 
the L-comoment coefficient matrices Λ*

r  consist of L-comoment coefficients of variables Xi,Xj,1 ≤ i,j ≤ d,

									       
The diagonal elements of matrices Λr and Λ*

r  are obviously the univariate L-moments and L-moment 
ratios.

Multivariate L-moments of three selected bivariate distributions are presented in Table 3.
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   Table 3  L-moments of several selected bivariate distributions
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Multivariate L-moments are estimated by considering estimates of L-comoments, defined by For-
mula (6), in the matrix given in Formula (7). In the similar way, the L-comoment coefficient matrices 
are estimated.

1.3 Regional frequency analysis
Occurrence of extreme events, e.g., in hydrology, meteorology and climatology, among others, observed 
nowadays in many parts of the world may impact negatively on human society. Therefore, to reduce 
their impact, it is important to best estimate hiqh quantiles of a given return period. Although, in many 
practical applications the number of measurements is not sufficient to reliably estimate high quantiles 
(e.g., when annual maxima are measured), the same variable is often measured in other sites. In theses 
cases, RFA then provides more accurate estimates of high quantile in comparison to local approaches by 
taking into account data from different sites which have probability distributions similar to that site of 
interest. In index-flood based RFA introduced by Dalrymple (1960), a set of sites must meet a homoge-
neity condition, which means that all sites within a region have identical probability distributions apart 
from a site-specific scale factor (regions that meet this condition are termed homogeneous, otherwise 
they are termed heterogeneous). The multivariate quantile Qi (F), 0 < F < 1, at site  is estimated as:

Qi(F) = μiq(F),

where μi corresponds to an estimate of the index-flood scale factor at site  (usually estimated by sample 
mean or median) and q (.) is an estimate of the regional growth curve which is a dimensionless quantile 
function of the probability distribution that is common to all sites in the region.

Generally, RFA consists of two main parts: 1) identification of homogeneous regions, and 2) quan-
tile estimation. Here, the focus is on identification of homogeneous regions, i.e., groups of sites having 
probability distributions identical apart from a site-specific scale factor, because it is a key task in index-
flood based RFA. 

At first, a region must be proposed. Generally, it is recommended to form sites into groups on the basis 
of the site characteristics, such as the geographical location and elevation. They should not be based 
on at-site characteristics, because they are used for homogeneity testing as will be shown later. Several 
procedures have been proposed in the literature to form groups of similar sites, however, cluster analysis 
is the most practical method (Gordon, 1981; Everitt, 1993). When the region has been already proposed, 
it is desirable to decide whether it may be regarded as homogeneous, and, hence, the data from other 
sites may be utilized to obtain accurate estimates of high quantiles. Before executing the homogeneity 
test, the discordancy test should be applied to detect discordant sites.

1.3.1 L-moment discordancy test
The first step in any data analysis is to check that the data are suitable for the analysis. Two kinds 
of errors may occur: 1) data values are incorrect, and 2) the circumstances under which the data 
are ollected change over time. Sample L-moments may be used to reveal these errors. The aim 
of the L-moment discordancy test is to detect sites which are discordant with the group of sites as 
a whole. 

Let’s have a group of N sites, with site i having the record length ni and sample L-comoment coefficient 
matrices Λ2

*  (i),Λ3
*  (i),Λ4

*  (i). The discordancy measure is in the form:

							      ),()(
3
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where:

(AT denotes a transposed matrix A). A site i is regarded to be discordant if ||Di|| > 2.6. The sites flagged 
as discordant should be further checked.

1.3.2 L-moment homogeneity testing
First in the literature, the parametric multivariate L-moment homogeneity test was introduced as a genera- 
lization of the univariate Hosking and Wallis (1997) test to the multivariate case. However, this test is para-
metric which means that the multivariate probability distribution common to all sites must be specified. 
Moreover, the threshold for decision about homogeneity comes from simulations. To avoid drawbacks 
of the parametric test above-mentioned, Masselot, Chebana and Ouarda (2016) have introduced three 
alternatives, which differ in generating synthetic homogeneous regions and in the way of decision about 
homogeneity in comparison to the Chebana and Ouarda (2007) procedure. From all three alternatives 
proposed, here, the focus is only on the permutation nonparametric test which has the best performance 
according to the simulation study performed.

Parametric L-moment Homogeneity Test
1)	 Compute the statistic 

                                                                                              � (8)

	 where Λ2
*   = (∑N

i  =1 ni Λ2
*  (i))/∑n

i  =1 ni is the regional L-covariance coefficient matrix and || . || an arbitrary 
matrix norm (Chebana and Ouarda (2007) recommend the spectral matrix norm).

2)	 Generate a large number Nsim of homogeneous regions (500 regions is enough according to Chebana 
and Ouarda, 2007) with N sites, each having the same record length as its real-world counterpart.  
To get a sample with univariate margins use copulas, and to get the desired sample use the quantile 
function of a four-parameter kappa distribution. A copula, being very flexible in modelling 
the dependence structure between variables, is a multivariate distribution function whose 
one-dimensional margins are uniform on the interval (0, 1). Sklar’s theorem (Sklar, 1959) provides 
the relationship between a copula C, joint distribution function H and univariate margins F1, ..., Fd:

	 Copula theory has been well developed in the literature, see e.g., Joe (1997) and Nelsen (2006) for 
detailed copula foundations. The regional weighted parameters of the kappa distribution are esti-
mated using the L-moment method proposed by Hosking (1990) by fitting the kappa distribution 
to the regional L-moment ratios (1, tR

2  , tR
3  , tR

4  ), where tR
k  is a weighted mean of the at-site L-moment 

ratios for k = 2,3,4, while the regional copula parameter is obtained as a weighted mean of the 
at-site estimates using the at-site record lengths as weights.

3)	 Compute the statistic V(j)
|| . || defined by the Formula (8) on each of the simulated homogeneous 

regions, j = 1, ..., Nsim. Standardize V||.|| computed on the observed data in the first step by the mean μ 
and standard deviation σ of the computed values of V(j)

||  . || for a large number of simulated regions, i.e.,
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4)	 Categorize the region: the region is declared to be homogeneous if H||.|| < 1, acceptably homogeneous 
if 1 ≤ H||.|| < 2, and definitely heterogeneous if H||.|| ≥ 2. Naturally, other measures used by 
Hosking and Wallis (1997) in the univariate L-moment homogeneity testing may be considered 
in the multivariate case to detect heterogeneity.

Nonparametric Permutation L-moment Homogeneity Test
1)	 Choose a significance level α     (0, 1).
2)	 Calculate V||.|| defined by the Formula (8) on the observed data as in the first step of the parametric 

test.
3)	 Generate a large number Nsim of homogeneous regions, which means to reassign randomly the 

pooled data between N sites while preserving the real-world at-site record lengths.
4)	 Compute the statistic V(j)

|| . || defined by the Formula (8) on each of the simulated regions, 
j = 1, ..., Nsim .

5)	 Compute the p-value given by:

                                                           .                          � (9)

The null hypothesis of homogeneity is rejected if p – value < α.

Although RFA has been traditionally used for analysis of extreme natural phenomena, it may be also 
employed in other fields in which extremes appear. In particular, it seems that modelling and estima-
tion in finance, in which the interest in multivariate heavy-tailed distributions has increased, could be 
improved by using RFA.

2 RESULTS
In this section, results of specific applications of L-moments in two main fields of statistical inference 
are presented.

2.1 Estimation of GPD parameters 
The choice of an appropriate estimation method of the GPD parameters is solved in this section. The 
three-parametric GPD with parameters ξ (location), σ (scale) and k (shape) has cumulative distribution 
function in the form:

                                                          .

The L-moments estimates are compared to estimates obtained by the moment and maximum likeli-
hood methods. Note that population L-moments of all orders exist for k > –1. Matching the first three 
population L-moments to their sample counterparts and solving the system of equations given in (5), 
L-moments based parameter estimates are obtained:

Analogously, moments based estimates are given by:
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where            are sample mean, variance and skewness, respectively. First, the shape parameter k must 
be estimated by numerically solving the first equation. In the case of the maximum likelihood method, 
the location parameter ξ cannot be obtained, because the likelihood function is not bounded with 
respect to ξ, hence, the minimum value of the sample data is used as its estimate (Singh and Guo, 1995). 
The estimates of σ and k are achieved by solving equations:

According to Šimková and Picek (2016) this study is focused only on values of the shape parameter 
k in the range –0.4 ≤ k ≤0.4 being typical for environmental applications. For each combination 
of the sample size n, n     {20, 50, 100}, and the shape parameter k, k     {–0.4, –0.2, 0, 0.2, 0.4} 1 000 times  
a sample from the GPD is drawn, while the parameters of location and scale are fixed ξ = 0, σ = 1. 
The estimation methods are compared each other according to the sample mean squared error (MSE):
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Table 4  �Parameter estimates by moment (MM), L-moment (LM) and maximum likelihood (ML) methods: sample 
mean over 1 000 simulations (first row) and sample MSE (second row)

n = 20 n = 50 n = 100
MM LM ML MM LM ML MM LM ML

ξ
0.661 –0.029 0.053 0.621 –0.014 0.020 0.578 –0.010 0.010
0.894 0.015 0.006 0.607 0.005 0.001 0.444 0.003 0.000

σ
2.288 1.160 1.224 2.064 1.075 1.071 1.927 1.046 1.032
3.456 0.270 0.347 2.091 0.089 0.074 1.320 0.047 0.034

k = –0.4
0.051 –0.255 –0.240 –0.082 –0.334 –0.351 –0.139 –0.360 –0.379
0.231 0.100 0.182 0.112 0.039 0.048 0.075 0.021 0.021

ξ
0.299 –0.015 0.053 0.235 –0.006 0.020 0.189 –0.004 0.010
0.200 0.011 0.006 0.108 0.004 0.001 0.068 0.002 0.000

σ
1.642 1.103 1.213 1.428 1.041 1.0671 1.322 1.021 1.030
0.718 0.206 0.300 0.290 0.068 0.065 0.157 0.035 0.029

k = –0.2
0.121 –0.108 –0.028 –0.008 –0.166 –0.147 –0.062 –0.183 –0.176
0.137 0.086 0.163 0.051 0.031 0.039 0.028 0.016 0.017

ξ
0.121 –0.013 0.051 0.061 –0.004 0.020 0.044 –0.003 0.010
0.065 0.010 0.005 0.032 0.003 0.001 0.019 0.001 0.000

σ
1.357 1.085 1.225 1.175 1.025 1.061 1.114 1.016 1.035
0.307 0.191 0.307 0.095 0.060 0.058 0.045 0.029 0.026

k = 0
0.221 0.059 0.190 0.100 0.014 0.055 0.063 0.008 0.028
0.096 0.087 0.168 0.029 0.027 0.032 0.014 0.013 0.014

ξ
0.037 –0.006 0.051 0.014 –0.002 0.019 0.005 –0.001 0.010
0.033 0.008 0.005 0.015 0.003 0.001 0.009 0.001 0.000

σ
1.187 1.056 1.220 1.076 1.021 1.067 1.039 1.009 1.032
0.165 0.152 0.251 0.054 0.051 0.050 0.027 0.026 0.023

k = 0.2
0.345 0.240 0.416 0.254 0.212 0.269 0.226 0.204 0.234
0.070 0.078 0.157 0.021 0.025 0.028 0.010 0.013 0.011

ξ
0.010 –0.004 0.051 0.003 –0.002 0.019 0.000 –0.001 0.010
0.020 0.007 0.005 0.008 0.002 0.001 0.005 0.001 0.000

σ
1.116 1.051 1.209 1.043 1.020 1.072 1.021 1.009 1.036
0.133 0.142 0.197 0.046 0.049 0.046 0.023 0.025 0.020

k = 0.4
0.500 0.431 0.634 0.434 0.410 0.482 0.415 0.403 0.442
0.070 0.088 0.145 0.022 0.029 0.028 0.011 0.014 0.011

Source: Own construction
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The smallest the MSE the best the estimator is. Computations are executed in the software R (R Core 
Team, 2014).

Table 4 compares performance of the moments, L-moments and maximum likelihood methods 
(the minimum MSE value is highlighted by italics). It can be concluded that the maximum likelihood 
method provides the best estimate of the location parameter, and also of the scale parameter for moderate 
sample sizes n = 50, 100, while the L-moment method outperforms the moment method for small 
sample size n = 20. When estimating the shape parameter, the L-moment based estimator is recom-
mended for heavier tails (k ≤ 0), while the moment method yields estimates with the smallest MSE for 
light tails (k > 0).

2.2 �Nonparametric homogeneity testing in bivariate RFA of extreme precipitation events
Bivariate parametric homogeneity testing based on L-moments has been already applied to data observed 
at meteorological stations located in the area of the Czech Republic in the study of Šimková, Picek and 
Kyselý (in preparation). They found out that six regions formed in the area may be regarded as homoge-
neous with accordance to bivariate distribution function with components the 1- and 5-day maximum 
annual precipitation totals. Hence, this finding justifies to use data from an entire region for estimating  
quantiles in any target site in region. However, the procedure used required the user interventions: 
a bivariate copula specification, and kappa distribution and copula parameters estimation. Here, the homo- 
geneity of regions is also checked by the nonparametric permutation test proposed recently by Masselot, 
Chebana and Ouarda (2016), which is easy to apply. We want to test the null hypothesis:

H0 Region is homogeneous,
against the alternative:

H1 Region is not homogeneous,
on the 5% significance level.

Maximum annual 1- and 5-day precipitation amounts measured mostly from 1961 to 2007 at 210 
stations covering the area of the Czech Republic are used as the input dataset. The data were provided 

Figure 1  Delineation of stations into six regions

Source: Šimková (accepted)
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by the Czech Hydrometeorological Institute (CHMI), where they underwent basic quality checking.  
Kyselý (2009) also checked thoroughly the data for errors and missing readings. Delineation of the 
stations to regions shown in Figure 1 is that presented first in the study of Šimková (accepted). Basic 
information concerning the datasets for each region is summarized in Table 5. See Šimková (accepted) 
for more description of regions studied.

   Table 5  Information on the input datasets

   Table 6  Homogeneity testing results

Region 1 2 3 4 5a 5b

Number of 
stations 75 79 33 16 4 4

Overall record 
length 3 438 3 633 1 508 719 188 141

Minimal record 
length (years) 33 37 33 36 47 47

Maximal record 
length (years) 47 47 47 47 47 47

Average record 
length (years) 45.8 46.0 45.7 44.9 47 47

Altitude range 
(m a.s.l.) [150, 400] [410, 1 118] [220, 1 490] [255, 572] [315, 440] [398, 778]

Average altitude 
(m a.s.l.) 270.1 550.3 411.1 412.6 361 523.3

Source: Šimková, Picek and Kyselý (in preparation)

Source: Šimková, Picek and Kyselý (in preparation), own construction

The problem of determining discordant sites and their retention in regions have been already dis- 
cussed by Šimková, Picek and Kyselý (in preparation). To estimate p-values given by Formula (9), 
500 synthetic regions were generated by permuting bivariate data between sites, while the values of V||.||  
have been already calculated on real observed data by Šimková, Picek and Kyselý (in preparation). Table 6 
shows the values of V||.||, and compares the results of parametric and nonparametric homogeneity 
testing via the heterogeneity measures and p-values obtained. Values of the heterogeneity measure H||.|| 
are those presented by Šimková, Picek and Kyselý (in preparation). The parametric test gives evidence 
about homogeneity of all regions because H||.|| values are less than 2, while the nonparametric version 
rejects the null hypothesis H0 of homogeneity for region 1 on the 5% significance level.

Region V ||∙|| H ||∙|| p-value

1 0.0603 1.4884 0.006

2 0.0570 1.1316 0.226

3 0.0536 –1.3857 0.994

4 0.0551 0.7111 0.090

5a 0.0181 –1.5305 0.976

5b 0.0278 –0.7635 0.770
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CONCLUSION
Alternatives to traditionally used moments and comoments labelled L-moments, which exist under only 
finite mean assumptions, have been introduced in the paper presented. L-moments, being measures of 
shape of a probability distribution, may be used to describe a probability distribution and to summarize 
sample data. Population L-moments of several selected both univariate and bivariate distributions have 
been also presented. The paper also shows selected already established L-moments based techniques and 
implements them in particular tasks of statistical inference.

The problem of estimating GPD parameters has been resolved. In a small comparison simulation 
study, in which three parameters of the GPD were estimated, it has been shown that the method based 
on L-moments outperforms other usually used estimation methods, such as the maximum likelihood 
and moments methods. This happens particularly for heavier tailed distributions and small to moderate 
samples. These results are consistent with those obtained for other probability distributions.

The benefits of the nonparametric test based on L-moments have been applied for regions formed in the 
area of the Czech Republic. The results obtained by the nonparametric test have confirmed those obtained 
by the parametric one (except one region), but in a much shorter time and without estimating parameters 
and selection of a suitable bivariate copula family, which is substantially more advantageous. Although 
RFA has been traditionally used for analysis of natural phenomena, such as floods and precipitation, 
nothing prevents to use it also for example in finance or economics, because extremes also appear there.
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Abstract

One of the approaches for forecasting future values of a time series or unknown spatial data is kriging. 
The main objective of the paper is to introduce a general scheme of kriging in forecasting econometric time 
series using a family of linear regression time series models (shortly named as FDSLRM) which apply regression 
not only to a trend but also to a random component of the observed time series. Simultaneously performing 
a Monte Carlo simulation study with a real electricity consumption dataset in the R computational language 
and environment, we investigate the well-known problem of “negative” estimates of variance components 
when kriging predictions fail. Our following theoretical analysis, including also the modern apparatus of ad-
vanced multivariate statistics, gives us the formulation and proof of a general theorem about the explicit form 
of moments (up to sixth order) for a Gaussian time series observation. This result provides a basis for further 
theoretical and computational research in the kriging methodology development.4

Keywords

Forecasting models, linear regression models, best linear unbiased prediction, 

approximation of mean squared error, moments of random vectors
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Introduction
Data of many economic, financial, insurance or business variables can be generally considered as time 
series datasets – sets of observations tracking the same type of information at multiple points in time. 
Modern time-series econometrics, representing an interconnection of mathematical, statistical and 
computer methods, allows us to model, forecast, interpret and describe various real phenomena dealing 
with these types of data (Andersen et al., 2009; Box et al., 2008; Brockwell and Davis, 2006; Cipra, 2013;  
Enders, 2014; Tsay, 2010). Last twenty-five years brought notable advances in the time-series economet-
rics (Escobari, Ngo, 2014) and moreover, its applications and tools led to several Nobel Prize Awards 
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in Economics – namely R. S. Shiller, E. F. Fama and L. P. Larsen in 2013, Ch. A. Sims in 2011 as well 
as R. F. Engle III and C. W. J. Granger in 2003.

One of the most important areas of time series theory application is the forecasting which solves 
a task how to predict future values of a time series from its current and past values (Hyndman and Atha-
nasopoulos, 2014). From a practical point of view, information obtained by forecasting provides a crucial 
knowledge for effective and efficient planning or decision making. The Box-Jenkins methodology (Box 
et al., 2008; Cipra, 2013; Enders, 2014; Tsay, 2010), belonging to the most popular methodologies for 
modeling and forecasting econometric time series data (see current real econometric applications e.g. in 
Pošta, Pikhart, 2012; Salamaga, 2015; Šimpach, 2015) is based fundamentally on ARMA, ARIMA models  
or their vector counterparts (VARMA, VARIMA). But there exist other advanced and powerful forecasting 
alternatives such as exponential smoothing methods (Cipra, 2013; Hyndman and Athanasopoulos, 2014), 
neural networks models (Andersen et al., 2009; Crone et al., 2011; Fomby and Terrell, 2006), linear regres-
sion models (Brockwell and Davis, 2006; Chatterjee and Hadi, 2012; Cipra, 2013; Enders, 2014; Štulajter, 
2002) or dynamic regression models (Pankratz, 1991; Shumway and Stoffer, 2011).

The prediction theory using linear regression models called kriging (Christensen, 2001; Cressie and 
Wikle, 2011; Moore, 2001; Stein, 1999; Štulajter, 2002) represents a process of finding the optimal linear 
prediction for random processes or random fields.  The process is based on modeling in an appropriate 
general class of linear regression models where the following analytical or numerical optimization finds 
out the best unbiased linear predictor (BLUP) on a set of all linear unbiased predictors. The optimization 
criterion is a minimization of the mean squared error (MSE) among considered predictors.

Finally it is worth to mention that although the kriging was originally developed for predictions 
in spatial data (geostatistics and meteorology, Cressie, 1993), the idea of the BLUP brings fruitful results 
in a much broader set of problems (Harville, 2008; Murphy, 2012; Rao and Molina, 2015; Robinson, 1991), 
e.g. small-area estimation in economics, the prediction of breeding values in genetics, the estimation 
of treatment contrasts (e.g. in drug development, agriculture or manufacturing), the analysis of longitu-
dinal data, insurance credibility theory, noise removing from images or machine learning. 

Our paper deals with an application of kriging in forecasting econometric time series. Since kriging 
is not well-known in econometric journals and literature, the first section summarizes a general frame-
work how the kriging methodology works. To not be distracted by many technical details and to focus 
on main ideas, we illustrate each step of kriging using a real econometric time series dataset dealing with 
electricity consumption, and reducing the number of used formulas as much as possible (an interested 
reader will find explicit references for all data and formulas). The illustrative example brings us natu-
rally to a problem of a kriging failure when standard computational methods dealing with considered 
estimates of nonnegative variance parameters give us negative values. The second section continues in 
this generally well-known estimation problem. Here we numerically manifest the practical commonness 
(non-rareness) of this situation by a simulation study numerically quantifying a relative occurrence of 
explored cases. In the final third section of the paper, we analyze the mentioned problem in the broader  
context of theoretical developments in kriging methodology using appropriate advanced methods 
of multivariate statistics. Our analysis results in the formulation and proof of a general theorem about 
the explicit form of moments for a Gaussian time series observation.

As for numerical calculations, we carried out our computational research producing final results (tables 
and figures) of the paper in the R statistical computing language (<https://www.r-project.org>; Cham-
bers, 2008; R Development Core Team, 2016) in a powerful integrated development environment called 
RStudio (<https://www.rstudio.com>; Verzani, 2011). At present, the free and open source R computa-
tional environment rapidly improves its capabilities (now there are almost 10 000 statistical packages) 
which R ranks as one of the best statistical tools for the high-quality computational time series research 
(McLeod et al., 2012).
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1 FORECASTING TIME SERIES USING KRIGING
Forecasting time series within the framework of kriging consists of the following stages (Christensen, 
2001; Stein, 1999; Štulajter, 2002): (i) selecting sufficiently general and broad class of linear regression 
models; (ii) obtaining an empirical realization of a given time series and its modeling; (iii) choosing pre-
dicted time series values and finding the BLUP for them; (iv) estimating model parameters on which the 
BLUP depends and using empirical (“plug-in”) BLUP; and finally (v) exploring the impact of the esti-
mation on properties, especially mean squared error, of the BLUP. Let us briefly illustrate this scheme in 
the case of a real econometric dataset which also brings us naturally to our research problem. 

1.1 The first stage – a general class of models
As we mentioned above, in the first stage of kriging we select some general class of linear regression  
models. In our research, we are concerned with the so-called finite discrete spectrum linear regression 
models (FDSLRM) – a class of time series models whose mean values (trend) are given by linear regres-
sion and random components (error terms) are a linear combination of uncorrelated zero-mean ran-
dom variables and white noise, which together can be interpreted in terms of finite discrete spectrum 
(Priestley, 2004). 

This parametric family of time series models, a direct extension of classical regression models 
with many practical applications, was introduced in 2002–2003 by Štulajter (2002, 2003). Especially 
the monograph from 2002 focusing on forecasting econometric time series in terms of kriging has started 
a mathematical and statistical research of FDSLRM dealing with its properties and applications (Hančová, 
2008, 2011; Hančová et al., 2015; Harman and Štulajter, 2010; Štulajter, 2007; Štulajter and Witkovský, 
2004). The exact formal definition of FDSLRM is the following:

A model of time series X(.) is said to be the finite discrete spectrum linear regression model 
(FDSLRM) iff X(.) satisfies:

                                                                                                                                 � (1)

where:
 representing a time domain is a countable subset of the real line ,

k a l are fixed known non-negative integers, i.e. , , 
 is a vector of regression parameters, 

  is a random vector with  and with covariance matrix  
	 of size l×l, where    

 and  are real functions defined on , 
w(.) is a white noise uncorrelated with Y and with dispersion D[w(t)]=σ2 > 0. 
In FDSLRM applications (Štulajter, 2003, 2007; Štulajter and Witkovský, 2004) the most frequently 

considered time domain set  is the set of natural numbers  .   
For further considerations, we remind one of basic properties of the FDSLRM (Štulajter, 2003), which 

says that a finite FDSLRM observation  ',  satisfies a linear mixed model 
(LMM) of the form:

                                   with� (2)

where matrices F (size n × k) and V (size n × l ) are known design matrices given by values of functions  
 f for times t = 1,2,…, n and w = (w(1),…,w(n))' stands for a finite n-dimensional white noise 

observation. In the language of LMM terminology β would represent the k-vector of fixed effects and 

                                  

    with                   with               
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the random component would depend on l-vector Y of random effects and n-vector w of random errors. 
This fundamental FDSLRM property allows us to apply many results and mathematical techniques of 
LMM methodology (e.g. Demidenko, 2013; McCulloch et al., 2008; Searle et al., 2006; Witkovský, 2012).

The last remark in our formal introduction of FDSLRM deals with the variance parameters of Y and  
w(.). It is common to describe the parameters by one vector                                     , so ν becomes an element  
of the parametric space Υ .  Υ Because of several practical or theoretical reasons (similar  
as in the case of LMM; see Remark 1), it is common to work only with a restricted space Υ* . Υ

	 Remark 1 (Parametric space for variance parameters ν) 
One practical reason for working only with the restricted space Υ* is that any zero variance σ 2j  implies  

	 almost sure zero random component Yj (i.e. Yj has a degenerate distribution with P(Yj = 0) = 1), which 
	 in practice means ignoring this component in the model (1). Another research reason is to avoid  
	 technical or numerical problems dealing with zero variances in developing theory. However, there can  
	 be considerable interest not to reduce Υ, e.g. in testing (e.g. testing for overdispersion, where we would  
	 carry out testing for zero variance components and dropping them from the model) or in guaran- 
	 teeing the existence of estimators and predictors (e.g. in some cases, estimates of ν based on least- 
	 square minimization or likelihood maximization exist only in space Υ, but not in restricted space Υ*).

1.2 The second stage – time series data
In the second stage of kriging we observe an empirical realization of finitely many values X = (X(1), X(2), 
…, X(n))' of time series X(.). As a real data example, we use a microeconomic time series dataset (Figure 1) 
from Štulajter and Witkovský (2004). 

Figure 1  Time series data of electricity consumption during 24 hours in a department store

Source: �Authors’ figure created in R software (R Development Core Team, 2016; real data from the table of Example 4.1, p.116, Štulajter, Witkov-
ský, 2004; the dataset as a text file are available at: <https://goo.gl/tiJjvr>.)
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This time series can be modeled by an adequate Gaussian FDSLRM, if we employ generally appli-
cable empirical considerations commonly used in economics and business (Štulajter, 2002; Štulajter and 
Witkovský, 2004). First of all, economic or business data often show some periodic (seasonal) patterns 
as they are influenced by seasons or regularly repeating events. To identify significant frequencies 
describing the periodic behavior, we apply spectral time series analysis (Andersen et al., 2009; Brockwell  
and Davis, 2006; Priestley, 2004; Štulajter, 2002). Generally, there are more than one frequency. Lower 
frequencies appear in the trend, and higher frequencies are included in the random component. Accor- 
ding to the periodogram,5 the main tool of the spectral analysis, there are three most significant Fourier  
frequencies λ1 = 2π/24, λ2 = 2π/8, λ3 = 2π/6. Considering and checking all mentioned facts in same way 
as in Štulajter and Witkovský (2004), we get the following FDSLRM (1) with k = 3, l = 4 for the explored 
consumption dataset:

�                          (3)  

1.3 The third stage – the BLUP for a chosen future value
As for the third kriging stage, finding the BLUP, in this case, is straightforward.  Mathematically, model 
(3) represents an orthogonal version of FDSLRM (Štulajter, 2003) for which exists a closed analytic form 
of the BLUP (theorem 2.1 in Štulajter, 2003, p. 129) for any future value .  This form 
denoted by X* (n + d) generally depends on variance parameters ν:

1.4 The fourth stage – estimation of models parameters and use of the EBLUP
In practical situations like this one, we need to estimate regression parameters  
and variance parameters    Υ  Various standard and also nonstan-
dard mathematical techniques for estimating β and ν can be found in above mentioned references dealing 
with kriging and FDSLRM (Christensen, 2001; Hančová, 2008; Štulajter, 2002; Štulajter and Witkovský, 
2004), but also in references dealing with the methodology of LMMs (e.g. Rao and Molina, 2015; Searle 
et al., 2006).

With regard to statistical properties, we remind some general results from the estimation theory. 
Standardly used estimators of β in linear regression models like least squares estimators (ordinary – 
OLSE or weighted – WELSE) or maximum likelihood estimators (MLE or REMLE) are linear with 
respect to a time series observation X. For our FDSLRM (3), OLSE of the regression parameters β give us6 

β = (44.38, –3.15, –3.52). 
In connection with estimating ν, standard least-squares methods of estimation in FDSLRM in many 

cases lead to quadratic estimators which are invariant quadratic forms7 in X. Variance parameters can 
be estimated e.g. by double ordinary least squares estimators (DOOLSE) or by their modified unbiased 
version (MDOOLSE) as it is described in Remark 2. 

	 Remark 2 (DOOLSE and MDOOLSE)
The double least squares method is based on two following steps. First of all, we find OLSE β for β,  

	 then we can compute empirical residuals ε = X – Fβ. Then matrix εε' = (X – Fβ) (X – Fβ)' represents 

5  	The periodogram can be computed in the base R package e.g. by function spec.pgram{}.
6  	In the R environment, OLSE can be found via function lm{} in the base R package. 
7  	It means that estimators of variances can be written as X'AX, where A is some n × n real symmetric matrix and values 

of X'AX do not depend on β. In FDSLRM, it is equivalent with the condition AF = 0.

 

                         

 

. 
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	 the well-known estimation matrix S(X) for a covariance matrix ∑ of X which is equal to Cov(X) = 
	 Σν = 	 σ2In + VDV', D = diag{σj

2  }. Using ordinary least squares method a second time, i.e. minimizing
the square of a norm (distance) between Σν and S(X) with respect of ν ,  Y, we find OLSE estimates ν 

	 which are called DOOLSE. As for calculation methods, two approaches are usually applied: multi  
	 variable calculus and geometrical projection theory, since the least squares problems can be expressed  
	 in terms of orthogonal projections.

Requiring unbiasedness, we can modify DOOLSE to unbiased estimators (MDOOLSE). The exact  
	 formal definition of these type of estimators in linear regression models can be found e.g. in Štulajter 
	 (2002, p. 25).  Moreover, it can be shown (Štulajter, Witkovský, 2004) that in any orthogonal Gaussian 
	 FDSLRM as it is in our case (3), DOOLSE are identical with maximum likelihood estimators (MLE) 
	 and MDOOLSE are equal to restricted MLE (REMLE).

If we apply corresponding DOOLSE/MDOOLSE formulas based on the geometrical theory 
of orthogonal projectors (Štulajter and Witkovský; 2004, p. 107, last two formulas) in our FDSLRM, 
we get the following results:

projectors for DOOLSE 	 ν = (3.00,0.12,1.61,–0.24,1.02)  Υ* 
projectors for MDOOLSE 	 ν = (3.53,0.08,1.57,–0.29,0.97)  Υ* 

We see that in both cases projection formulas for the standard estimation methods fail. Variance com-
ponents can never be negative. However, it is very important to realize that the DOOLSE/MDOOLSE 
estimates can be based on the projection method only if the method provides values for ν belonging 
to the parametric space Υ* or Υ. Therefore in our case we had to use other methods of computation, 
e.g. numerical iterative methods (Štulajter, 2002), which indicate that DOOLSE give us an estimate of ν  
with zero component σ 32  lying on the boundary of Υ or no estimate of ν, if we consider restricted space Υ*. 
What action should be done in this situation?

In the framework of LMM, such estimation problem with negative or zero values of estimates for 
variance components has a long and rich history (Searle et al., 2006). It is a well-known problem at least 
40 years, especially in using ANOVA, MLE and REMLE estimators for LMMs. Inspiring by section 4.4 
in Searle at al. (2006, p.130), there are several possibilities how to solve it, if we speak about FDSLRM: 
(i) understand it as a consequence of insufficient data and collect more time series data; (ii) accept zero 
estimates and ignore the zero variance components in the model, if it is reasonable; (iii) interpret nega-
tive or zero results as indication of a wrong model and build a new, but still adequate FDSLRM model 
for considered data; (iv) use a modified or new method of estimation leading to positive estimates. In 
the case of FDSLRM, only last two possibilities were already studied. 

Building a new adequate FDSLRM model was done in Štulajter and Witkovský (2004). During 
the spectral analysis authors replaced the third most significant Fourier frequency 2π/6 by the fourth one 
2π/12. However, simulation results of the next section will show that this approach is not fully satisfac-
tory since it does not work in relatively frequent circumstances.

The last above-mentioned solution (iv) is to use new estimators with always positive or almost sure  
positive values. Such new estimators also based on least squares (Remark 3), called natural estimators  
(NE), were proposed and studied in Hančová (2008). Statistically these estimators are biased invariant 
quadratic forms.

	 Remark 3 (Invariant quadratic biased NE)
The main idea behind NE comes from the fact that   Then, it is reasonable to  

	 estimate an l-vector of unobservable realization y of Y in model (2) by ordinary least squares and use 
	 squares of these estimates   as estimators of  (see more details and the exact formal 

~

~
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	 definition in section 2.1, Hančová, 2008). Geometrically, these so-called natural estimators can be 
	  expressed by oblique projectors. 

If we are interested in non-negative and simultaneously unbiased estimators, then generally there do not  
	 exist any non-negative unbiased estimators for  .  Twenty years ago, Ghosh (1996) formu- 
	 lated an elegant proof of two general important results connected with incompatibility between 
	 non-negativity and unbiasedness of random effects estimators in LMM: (i) in any LMM with  
	   ∞ ∞  Υ Υ   ∞ ∞  Υ  and X having an absolutely continuous probability distribution with 
	 respect to some σ-finite measure, if νj

*(X) is an unbiased estimator of σ j2 , then there is always non- 
	 zero probability for νj

*(X) to be negative with respect to some β, ν; (ii) the same is true,  
	 *ν  for some β and ν, if we suppose  ∞Υ Υ*  ∞Υ  and X having a probability  
	 density function continuous in all  . ΥΥ*. 

Computing NE numerically (Hančová, 2008, p. 268, formulas 2.2, 2.3), we get . Υ
. ΥΥ. In practice these estimates are suitable for computation of BLUPs (Štulajter, 2003  

the first formula on p. 129) for future values .  These „plug-in” BLUPs are called empiri-
cal BLUPs (EBLUPs). At the same time NE estimates can be used for computation of corresponding 
„plug-in” MSEs (Štulajter, 2003, the second formula on p. 129) and 95% prediction intervals,8 which are 
commonly used in displaying the uncertainty in time series forecasting (Hyndman and Athanasopoulos, 
2014). Figure 2 is a summary graphical representation of obtained predictions for electricity consump-
tion during the next eight hours. 

8  	A formula for 

Figure 2  �Kriging forecasting of the electricity consumption for next 8 hours with 95% forecast intervals (solid line 
in the gray shaded region) and the time series trend (dashed line)

 . 

Source: �Authors’ figure based on their calculations, created in R software (R Development Core Team, 2016)
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The plug-in step replacing true value of parameters (for which the BLUP was derived) by NE causes 
a certain deviation in the mean squared error. Therefore, the main task of the last fifth stage of kriging is 
to study statistical properties of EBLUPs based on NE which are invariant quadratic biased estimators. 
However, such research has not yet been made. So, the third section of the paper (after the simulation 
study) will be devoted to our analysis of the last stage of kriging using NE in the broader context of theo-
retical developments in kriging methodology.

2 Simulation study
To answer our research question, how efficiently building a new FDSLRM can solve problems with negative 
values of projectors for standard variance estimates (DOOLSE, MDOOLSE), we planned four possible 
FDSLRM simulation designs whose structure can be based on three significant frequencies chosen 
by Štulajter and Witkovský (2004): λ1 = 2π/24, λ2 = 2π/8, λ3 = 2π/12. The considered designs differ 
with respect to possible number m  {0,1,2,3}  of given frequencies included in the FDSLRM trend 
(remaining 3-m frequencies are in the random component – shortly RC).  Due to easier, more com-
patible notation with spectral analysis, we wrote their forms by the following compact formula 
(m  {0,1,2,3}):

                                                                                                                                             
             � (4) 

for m = 1 we get the identical model with the original one applied by Štulajter and Witkovský (2004). 
OLSE for regression parameters α, βi,γj and NE for variance parameters calculated from the real dataset 
(Figure 1) were assigned as true parameters for simulation designs (Table 1). We also mention that in this 
case, NE values are evidently nonzero and they are also close to DOOLSE and MDOOLSE for the dataset. 

             

Table 1  Vectors of regression and variance parameters for considered model designs

Source: Authors’ calculations based on real data from Štulajter, Witkovský (2004) using R (R Development Core Team, 2016)

Model design Regression parameters β Variance parameters ν

m = 0
(3 frequencies in RC) (44.38)’ (1.09, 9.93, 12.43,

2.97, 1.76, 0.37, 1.86)’

m = 1
(2 frequencies in RC) (44.38, –3.15, –3.52)’ (1.09, 2.97, 1.76, 0.37, 1.86)’

m = 2
(1 frequency in RC) (44.38, –3.15, –3.52, –1.72, –1.33)’ (1.09, 0.37, 1.86)’

m = 3
(0 frequencies in RC)

(44.38, –3.15, –3.52,
–1.72, –1.33, 0.61, 1.36)’ (1.09)’

Using R, we simulated N = 5 000 time series realizations for each design (values of Yj, Zj, w(t) were 
generated from normal distributions with zero means and variance parameters given by Table 1). Then 
for each realization (a time series dataset) estimates via corresponding orthogonal or oblique projec-
tors (for DOOLSE, MDOOLSE and NE) were computed and simultaneously a relative occurrence 
of the projections with negative values was counted. Complete results dealing with a relative occurrence 
of negative values in the four evaluated simulation designs are reported in Table 2 (NE are not included 
since they really led only to positive estimates).

As for distributions, Figure 3 presents typical results in the form of histograms for projectors dealing with 
MDOOLSE and NE (as examples) in the case of simulation design m = 2. Table 2 clearly manifests that in 
all designs projection methods for computing estimations (DOOLSE = MLE, MDOOLSE = REMLE) give  
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us from 6% up to 35% of wrong negative values for estimates which are not small, insignificant numbers. 
If we are interested in actual values of the estimators, alternative numerical methods (Štulajter 2002; also 
applied by us in R) show that zero values of DOOLSE = MLE and MDOOLSE = REMLE for ν correspond  
to the negative values of projectors. Since ν has only nonzero components, from a theoretical point 
of view, zero estimates also mean a failure. Therefore, we can conclude that changing or rebuilding the model 
(3) as it was done by Štulajter and Witkovský (2004) will not work in relatively frequent circumstances.  

Table 2  �Relative occurrence of negative values (as results of projection methods) for estimation of variance 
parameters ν in N = 5 000 simulated replications for each model design

Source: Authors’ simulation results based on parameters in Table 1 using R (R Development Core Team, 2016)

Source: Authors’ figure based on their calculations, created in R software (R Development Core Team, 2016)

Model design Projectors
for estimators Relative occurrence of negative values for:

m = 0
(3 frequencies in RC)

DOOLSE 6.48 % 6.76 % 13.44 % 17.16 % 32.68 % 16.98 %

MDOOLSE 6.62 % 6.92 % 13.84 % 17.64 % 33.60 % 17.30 %

m = 1 
(2 frequencies in RC)

DOOLSE 13.16 % 16.36 % 32.10 % 15.54 % x x

MDOOLSE 14.14 % 17.82 % 34.56 % 16.60 % x x

m = 2 
(1 frequency in RC)

DOOLSE 29.54 % 14.66 % x x x x

MDOOLSE 33.24 % 16.64 % x x x x

m = 3 
(0 frequencies in RC)

DOOLSE x x x x x x

MDOOLSE x x x x x x

Figure 3  �Typical results of the simulation study showing relative occurrence of values (as results of projection 
methods) for estimation of variance parameters in model design m = 2
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3 KRIGING in PRACTICE – MSE of EMPIRICAL BLUPS
During the fourth stage of kriging, we saw that in the next stage, there is a need to study effects of esti-
mating unknown variance parameters of FDSLRM on statistical properties of BLUPs, if these true pa-
rameters (to avoid any misunderstanding in this section we denote them νT instead of ν are replaced 
by variance estimates  (e.g. invariant quadratic biased NE). Special attention must be paid to MSE of 
EBLUPs which determines not only quality of the obtained empirical predictors but allows us to express 
corresponding forecast intervals or to test statistical hypotheses.

However, general theory of empirical linear unbiased predictors (Harville, 2008; Štulajter, 2002; Wit-
kovský, 2012; Ża,    dło, 2009) says that explicit expression for the MSE of an empirical predictor (EBLUP) 
is not known. One of the reasons why it is still open research problem consists of the fact that EBLUP is a 
nonlinear function of the observation X. Therefore, finding such expression is a very difficult mathematical 
task. On the other hand, the theory gives us an approximation for the correction (adjustment) of MSE of 
EBLUPs with respect to the original BLUP using Taylor’s series (see e.g. Harville, 2008; or Štulajter, 2002):

                                                                                                                                  � (5)

Although we know explicit forms of  for NE (Hančová, 2008), the direct use of these 
quadratic forms in theoretical and corresponding computational study of the approximation (5) would 
lead to cumbersome and uselessly complicated mathematical work. In this case, more abstract and general 
approach paradoxically makes the problem more tractable and understandable, stripping away non-essen-
tial features. In addition, such generalization allows us to use a new arsenal of mathematical techniques. 

Therefore mathematically, it is more useful to describe NE  in the approximation (5) only as 
invariant quadratic biased estimators of the general form    Partial derivatives 
∂Xν

* (n + d)/∂νa have the general form ,   If we introduce a concept of the so-called 
parameter centered quadratic form ,  then it is easy to see that the 
approximation (5) depends on expressions such as     

These moments are up to sixth order with respect to X. However, as our next theoretical results de- 
monstrate, if the finite time series observation X (model (2)) comes from Gaussian FDSLRM (1) and con- 
sequently has a multivariate normal distribution X~N(Fβ, Σ) with the positive definite covariance n × n 
matrix Σ (Σ > 0), then all moments up to sixth order can be expressed as functions depending only on the 
second-order (not higher) properties of X given by mean value parameters β and variance parameters ν. 
Under the assumption of normality for X, using the modern algebraic apparatus of advanced multivari-
ate statistics (Ghazal and Neudecker, 2000; Kollo and Rosen, 2005) which includes vectorization, com-
mutation matrices, the Kronecker product and relations among them, we derived the explicit form of 
mentioned expressions. Our results are summarized by the following general theorem which contains 
the moments for any invariant quadratic biased estimators (NE are a special case). Due to higher mat- 
hematical sophistication and technicalities, its proof is explained in the Appendix.

Theorem (the explicit form of moments)
Let a random vector X~N(Fβ, Σ) be a given finite observation of time series, where  
and . Let  be the invariant quadratic forms, i.e. 

 and  .  and  and  .  Then for parameter-
centered quadratic forms  and  the following properties hold: 
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(i)	                                                                            ,

(ii)	                                                                            ,

(iii)	                                                                         ,

(iv)	                                               ,

(v)	
                                                                                           .

CONCLUSIONS AND further DEVELOPMENTS
One of the most important areas of time series theory application is forecasting time series providing 
a crucial knowledge for effective and efficient planning or decision making. In the paper, we have 
presented a general framework of forecasting methodology for econometric time series, called kriging. 
Our kriging application deals with a recently introduced family of linear regression time series models 
named FDSLRM, which apply regression not only to a trend, but also to a random component of the 
observed time series.

Using a real data example dealing with electricity consumption, we have also investigated one of the 
current research problems of kriging – a problem of negative or zero estimates which leads to kriging 
failures in empirical prediction. Performing a simulation study, we manifested that this problem occurs 
in relatively frequent circumstances and therefore cannot be neglected. Simultaneously we pointed out 
inadequacy of rebuilding the model as used problem solution. If computational methods using a dataset 
of time series observation give failing negative or zero values for standard estimates, then we can apply 
one of possible solutions – using alternative estimators like natural estimators (NE) which are invariant 
quadratic biased estimators.

Our consequent analysis in the broader context of kriging methodology developments allowed us to 
derive explicitly moments of a finite Gaussian time series observation for any invariant quadratic biased 
estimators of time series variances. Confronting with other research, we have found that our theoretical 
results were a direct extension of the results of the previous research (Prasad and Rao, 1990; Srivastava 
and Tiwari, 1976).  In comparison with these references, our use of the matrix approach of advanced 
modern multivariate statistics in proving our results seems more elegant and conceptually simpler than 
the original cumbersome multiple use of sums with many indices. 

As for further research and kriging developments, these moments will allow a theoretical study of 
properties of empirical predictors and corresponding approximations of MSE based on any invariant 
quadratic biased estimators (e.g. according to Harville, 2008; Štulajter, 2007). Since our results are written  
in the recurrent matrix form, they are also very suitable for checking or conducting an effective computa- 
tional research (statistical computing environments like R are essentially matrix algebra processors) with 
real empirical data using simulations or bootstrap methods for time series and kriging (Kreiss and 
Lahiri, 2012; Schelin and Sjöstedt-de Luna, 2010; Sjöstedt-de Luna and Young, 2003). Such computational 
research could also be applied to study effects of MLE and REMLE, in general FDSLRM not expressible 
in a closed analytic form, on statistical properties of BLUPs and their MSEs.

Our last conclusion deals with a corresponding implementation of FDSLRM in R. Although any finite 
FDSLRM observation satisfies a linear mixed model (LMM), according to our inspection it seems 
that no current package in R for LMM methodology9  is directly suitable for FDSLRM. Therefore, one 

  

   

   

   

  

 

9  	�There are many packages in R fitting various forms of LMM, e.g. amer, gamm, glmmAK, lme4.0, lmec, lmm, MASS, 
MCMCglmm, nlme or PSM (more details in Galecki and Burzykowski, 2013).



ANALYSES

70

of the tasks of future computational FDSLRM research is to create a fully functioning R package using 
the current object-oriented programming. We also assume that the O-O programming approach which 
is now standard in the context of statistical modeling (Galecki and Burzykowski, 2013) allows us to use 
some classes of objects and methods operating on them from existing R packages for LMM. 
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APPENDIX: PROOF
Since used arguments are very similar in proofs of all items (i)–(v), we explain ideas of the proof only  
for the first two items (i), (ii). We achieve the first simplification, when we concentrate on deriving mo-
ments .  The second, essential simplification of the proof arises from introducing 
the residual vector , where  using linearity of 
mean value E(.), invariance of  and rewriting considered moments as functions of ε:

Assumptions of the theorem about  give us immediately    
At this moment, we recall needed expressions and properties of multivariate statistics apparatus 

(Ghazal, Neudecker, 2000; Kollo, Rosen, 2005):
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a)	 vec a´ = vec a = a for any column vector a where vec is defined as follows: 
	 let A be a m × n matrix and A.j the jth column of A; then vec A is the mn-column

	 vector vec                                                     

b)	vec ab´ = b  a for any pair of column vectors a and b where  is the Kronecker product 
		  (also known as the direct or tensor product) defined in general for arbitrary k × l matrix A with  
		  elements Aij and m × n matrix B by the formula:

                                                                                    

c)	 vec (ABC) = (C´  A)vec B = vec[(C´  A)vec B] = (vec B  Imp)´vec(C´  A) for compatible 
		  matrices A,B and C, where mp is the row order of C´  A,

d)	tr (A´B) = (vec A)´vec B    for compatible matrices A and B,
e)	 Kmn := ∑ij(Eij  E í j), i  {1,2,…, m},  j  {1,2,…, n} is called commutation matrix, where ∑ij is 

		  a double summation symbol, Eij is a m × n matrix with a unity in its i,j-th position and zeroes 
		  elsewhere, 

f)	 Kmn vec A = vec Á ,
g)	 (A  B)(C  D) = AC  BD for compatible matrices A,B,C and D,
h)	K´mn = K –1

m    n = Knm,
i)	 Km1 = K1m = Im,
j)	 vec (A  B) = (In  Kqm  Ip)(vec A  vec B) for m × n matrix A and p × q matrix B,
k)	 Krs,m = (Ir  Ksm)(Krm  Is). 

Now employing property c) we easily conclude about term E(εε' Aε)  that:

E(εε´Aε) = E(ε vec ε´Aε) = E[ε(ε´  ε´)vec A] = E[ε(ε´  ε´)]vec A .

An expression for E[ε(ε´  ε´)] (corollary 2.2.7.2 (ii) in Kollo, Rosen, 2005, p. 204) and E(ε) = 0 
definitively lead to:

E(εε´Aε) = 0.

The most sophisticated part of the proof is the calculation of E(εε´Aεε´). Using properties c) and j), 
we can write:

vec εε´Aεε´ = (vec´A  In2 )(In  Knn  In)(ε  ε  ε  ε) .

Taking the mean value of ε  ε  ε  ε, using c) and the expression for E[ε(ε´  ε´  ε´)] (Corollary 
2.2.7.2 (iii) in Kollo, Rosen, 2005, p. 204) we find that:

E(ε  ε  ε  ε) = vec[Σ  vec´Σ + (vec´ Σ  Σ)(In3 + In  Knn) ] .

Then three expressions from the last equation need to be treated separately. Using appropriate relations 
from a)–k) and results from preceding steps, it is possible to show that the following equalities hold:

, 
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(vec´ A  In2)(In  Knn  In)vec(Σ  vec´Σ) = vec ΣAΣ , 
(vec´ A  In2)(In  Knn  In)vec(vec´ Σ  Σ) = vec ΣAΣ , 
(vec´ A  In2)(In  Knn  In)vec[(vec´ Σ  Σ)(In  Knn)] = tr(AΣ)vec Σ .

All partial results together directly provide the final form for E(εε´Aεε´):

E(εε´Aεε´) = 2ΣAΣ + tr(AΣ)Σ .

Combining obtained results for moments  with , we finally 
get required moments in (i), (ii).
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Abstract

Nowadays, the air transportation is one of key means of transport. Unfortunately, there are many factors 
influencing its popularity and intensity of its use. There are many studies investigating these factors. The paper 
investigates the possibility of classifying the world's airports in terms of the trend in the number of handled 
passengers as it is one of the main economic indicators for airports. For this classification we chose cluster  
analysis. The paper focuses on an important aspect of the process, which chooses the appropriate number 
of clusters. It turned out that in terms of interpretation of the results, it may not always be the most efficient 
to set this number at the theoretically best and recommended value. As a result of our analysis, several groups 
of airports with similar trend of post-event reactions are found. Therefore, this may bring better understanding 
of the intensity and the range of the impact of particular events on air transportation.2

Keywords

Cluster analysis, number of clusters, occupancy of airports, Bayesian Information Criterion, 

Akaike Information Criterion, silhouette coefficient

JEL code

C38  

Introduction
Nowadays, air transport is the fastest growing transport sectors. In order to operate successfully, it is 
necessary to care not only for its means of transport, i.e. aircraft, but also for the facilities and background 
– airports and airfields. Assuming an airport to be a normal economic entity, its success is evaluated 
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according to operational and economic indicators. The basic indicators include performance indicators 
such as the number of aircraft movements, the number of tons of cargo handled, the number of passen-
gers handled, etc. In this paper we deal with the last of these factors – the number of passengers. 

The paper (Akamai et al., 2015) focuses on the importance of the amount of passengers for the opera-
tion of airports. The paper (Lu et al., 2014) deals with changes in traveller’s behaviour during extreme 
weather conditions such as strong wind. Stability of air traffic at selected airports within a particular 
 time period is reviewed in paper (Grenčíková et al., 2011). In the paper of ours, the stability of air traffic 
is examined globally. At the same time, the paper searches for factors influencing the possible instabi- 
lity at a certain moment.

This paper focuses on facts influencing the the number of passengers handled at particular airports  
around the world. The main task of the analysis is a data classification using cluster analysis. Several 
authors dealt with cluster analysis in the field of aviation before. In paper (Kraft, 2012) authors use cluster 
analysis to examine the key factors affecting the transport important for settlement of the Czech Republic. 
The paper is focused on road transport. Similarly, in the paper (Grabbe et al., 2014) cluster analysis 
is performed when the input variables are particular weather data at given times. Based on this analysis, 
the authors focus on the impact of weather on air traffic delays. However, in our contribution we used 
cluster analysis differently. Our main goal is to show the way enabling to find analytically a group of world 
airports which exhibit the same trend in the number of passengers handled. Based on this or a similar 
analysis, it would be possible to understand better effects which influence air transport.

1 Method of analysis
Cluster analysis is based on finding similarities of data objects. It divides sets of objects into several pre-
viously unspecified groups (clusters) so that objects within an individual cluster are the most similar and 
objects from different clusters are the least similar.

Statistical software systems typically include, among other things, both the hierarchical algorithm with 
the possibility of the result shown in the form of so-called dendrogram, and non-hierarchical iterative 
k-means algorithm. The SPSS statistical system has included the TwoStep method since the version 11.5.

1.1 K-means method
The k-means method and its variants belong among the most important representatives of k-centroid 
algorithms, which form an important subset of divisive methods. This method is a very popular and 
widely used iterative clustering process which is suitable for analysis of quantitative data. The principal 
idea of the algorithm is to divide objects into a predetermined number of clusters so that the sum of dis-
tances of component objects from the centre of the cluster is minimal. In other words, its objective is to 
find minimum of the function:

                                                                          ,� (1)

where X represents the set of all analysed objects, n represents the number of objects, d represents the 
number of dimensions, k is the number of clusters, x represents an object with coordinates xij, c(x) is 
the nearest centroid of the object x, wil is indicator of belonging i-th object to the l-th cluster, clj is j-th 
coordinate of the centroid of l-th cluster. Many variations of the basic kmeans procedure are described 
in literature under different names.

	 The algorithm is composed of the following steps:
•	 Step 0:  An initial partition of the data file into k clusters,
•	 Step 1: The counting of every cluster’s centroid,
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•	 Step 2: The assignment of every object to the closest centroid,
•	 Step 3: Repeating Steps 1 and 2 until the centroids no longer change.

1.2 TwoStep method
This method uses the BIRCH algorithm (Balanced Iterative Reducing and Clustering using Hierarchies) 
which is explained in detail in (Zhang et al., 1996), or (Zhang et al., 1997). The algorithm creates first 
a so-called CF-tree, which is progressively filled by incoming data. The advantage of this principle is 
that it goes through the data file only once. The disadvantage is the sensitivity to the entry data ordering.

The TwoStep clustering procedure consists of the following steps:
•	 Step 1: Pre-clustering,
•	 Step 2: Outlier handling (optional),
•	 Step 3: Clustering.
In the first phase the CF-tree is created and the entering objects are progressively organized. An entry 

in the leaf node represents a sub-cluster. The non-leaf nodes and their entries are used for entering a new 
object quickly into a correct leaf node. Each entry is characterized by its CF that consists of the entry’s 
number of objects, mean and variance of all data points belonging to the node. In the second phase 
the CF-tree is condensed and optimized due to its threshold adjustment. The outliers are eliminated with 
the help of the proper tree re-designing. In the third phase the impact of entry data order sensitivity 
is minimized. The leaf nodes of the CF tree are then grouped using an agglomerative hierarchical clus-
tering algorithm. The cluster step takes sub-clusters resulting from the pre-cluster step as input and then 
groups them into the desired number of clusters. 

1.3 Criteria for determining the optimal number of clusters
There are many information criteria for determining the optimal number of clusters (Řezanková et al., 
2009). Among them, three information criteria are implemented in the SPSS. The first is the Bayesian 
Information Criterion, (BIC), which is used to determine the optimal number of clusters in the TwoStep 
cluster analysis. For our purpose it is calculated by the following formula:

                                                       ,� (2)

where λi is the characteristic for the i-th cluster determined by the formula:

                                                               ,� (3)

ni is the number of objects in the i-th cluster, m1 is a number of quantitative continuous variables, 
m2 is the number of categorical variables, s 2j  is the sample variance of the j-th continuous variable, 
s 2i  j is the sample variance of the j-th continuous variable in the i-th cluster. Hij is the entropy given by 
the relation:

                                            ,� (4)

pj is the number of categories of the j-th categorical variables and nijl is the frequency of the l-th category 
of the j-th categorical variables in the i-th cluster. Furthermore, wk is calculated according to the formula:

                                                 .� (5)
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When determining the optional number of clusters, the values of BIC are calculated. The estimated 
initial number of clusters is ruled by the minimum value of BIC.

The second criterion is called the Akaike Information Criterion (AIC) and is calculated according to 
the formula:

                                            .� (6)

The optimal number of clusters is determined by the same principle as in the case of BIC.
For the evaluation of resulting clusters obtained by divisive methods we use the silhouette coefficient 

(SC), which expresses the silhouette measure of cohesion and separation. The silhouette coefficient for 
individual i-th object from the h-th cluster is calculated according to the formula:

                                         ,� (7)

where ni is the average distance of the individual i-th object with all other objects within the same 
cluster and:

                                            ,� (8)

where Cg is the g-th cluster and Dij is the distance between the i-th and j-th objects.
Using Formula (7), average values for individual clusters are determined as well as the average value 

for the whole decomposition. The higher the average value is, the more compact the cluster is.
The following three figures show a simple and illustrative example of silhouette coefficient. Figure 1 

presents the situation of the eleven objects divided into three clusters. In Figure 2 can be seen graphical 
representation of both all individual values SC (gray bars) and the resulting average SC (black dashed 
line). Figure 3 shows SC, which is the output of the system when applying SPSS TwoStep method. 
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Figure 1  A data file containing 11 objects divided into three clusters

Figure 2  Silhouette coefficient for objects in three clusters
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2 case study
In our work, we focused on the segmentation of airports using cluster analysis. Each airport stands for 
an object to be clustered. We analysed data of 838 airports from a total of 977 monitored ones. Th e data 
consisted of numbers of passengers who passed through the particular airport per month. Data we re col-
lected in the thesis work (Darda, 2014), individual data were obtained partly from the Institute of Civil 
Aviation (Service technique de l’aviation civile) with headquarter in Paris and from the French Ministry
for ecology, sustainable development and energy (Ministère de l’écologie, du Développement durable
et de l’Énergie), headquartered in Paris. 

Data were monitored in the period from January 2000 to April 2014. Some ai rports (mainly Asian) 
publish data for up to year-end summary, therefore, we restricted our analysis to the period at the end 
of 2013. World airports, about which we were not able to provide all required information, were not 
included in the processing. Th e annual throughput of passengers through each of airports was another 
factor considered in processing. Airports with the annual throughput lower than 100 000 passengers 
were excluded. Airports where the statistical data on a monthly basis are published only once per year 
are also not included in our dataset. Th is is mainly the case of Asian, particularly Chinese airports where 
statistics are always published in early April of the following year. Data about several airports were not 
available since 2000, therefore, we could not incorporate them into the analysis. Complet e data about 
838 airports were collected from the beginning of 2000 until the end of 2013, thus the input data matrix 
contains 838 rows and 168 columns. 

It should be recalled that the aim of the analysis is fi rst of all to compare the trends in number of handled 
passengers, so that the absolute values of passengers handled become irrelevant. Th erefore, the data
for each airport were standardized, subtracting from data on each row corresponding row mean and
dividing them by corresponding row standard deviation. We assume these new transformed data to 
be representatives of quantitative continuous random variables and further as the input for our cluster
analysis.

For segmentation, we selected three methods implemented in SPSS. Th ese were the hierarchical 
method, the TwoStep method and the k-means method. Th e fi r st two methods were used to determine 
the optimal number of clusters, the third method for the analysis itself. 

Th e fi nal dendrogram was the output of hierarchical clustering (with use Average Linkage method 
and Euclidean measure). Th e entire dendrogram was very confusing due to the large number of objects. 
Its interesting part is shown in Figure 4. Still, it was clearly visible that the suitable number of clusters 
is two or three. 

Figure 3  Silhouette coeffi  cient – the output from SPSS

Source: Own construction
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Processing with the use of the TwoStep method showed similar results. We used all three indexes 
implemented in SPSS to monitor the quality of clustering, namely BIC, AIC and SC.

When selecting the log-likelihood distance, the TwoStep method showed three clusters to be the op-
timum number, for both BIC and AIC criteria. When the Euclidean distance was selected, the optimal 
number of clusters turned to be two. Further, we used TwoStep method with both the log-likelihood and 
Euclidean distance for fixed number k of clusters, k  {2, ..., 20}, and calculated corresponding silhouette 
coefficients SCk. The values SCk for each reached distance are plotted in Figure 5. 

Figure 4  The interesting part of a dendrogram – the output from SPSS

Figure 5  Graph of silhouette coefficient for TwoStep method

Source: Own construction

Source: Own construction
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b)  Euclidean distance

It is clear from Figure 5a) and 5b) that the maximum value of SC was achieved in case of three and 
two clusters. The SC value was never lower than 0.2, which means that even in the worst case the quality 
of clustering was fair. In case of using the Euclidean distance the resulting clusters were highly unba- 
lanced in terms of the number of objects in different clusters. Therefore, for further processing the log-
likelihood distance was selected as more appropriate one.

Summarizing, the choice of either two or three clusters appears to be the best choice while using va- 
rious indicators. Unfortunately, the resulting clusters were not satisfactorily interpretable in either of these  
theoretically recommended cases. However, we received interpretatively interesting results using k-means  
method or TwoStep method when choosing a parameter determining the required number of clusters 
equal to four and then eight. Either the values of the three indicators of quality or the dendrogram does 
not condemn this solution. Therefore, we will discuss these cases below.
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2.1 Analysis of the results for k-means method with Euclidean distance and four clusters
The airports which handled the most passengers during the summer months are included in the first  
cluster. This cluster contains 33.65% of the monitored airports, and is thus the second largest one. 
In this category, the number of passengers at the airports increases every month since the beginning 
of the year until the end of June. The number of passengers reaches the maximum values during July and 
August. Then again, the number of handled passengers gradually decreases. The end and the beginning 
of the year have the same or similar values. Therefore, the trend has a recurring character. Many Euro- 
pean airports are represented in this category. Many airports from this cluster are also located in North 
America. 

Almost all the airports from cluster one are located in the Northern Hemisphere, where summer 
culminates in June-September. Demand for air travel increases dramatically in this period, since there 
is the summer holiday period in many countries. Several airlines operate out of these airports so-called 
charter and seasonal flights, which carry large numbers of passengers to tourist destinations. This leads to 
the fact that some airports in the Mediterranean region handle more than 80% of passengers during the 
summer. During the rest of the year, they handle the remaining 20%. This is demonstrated, for example, 
on the aggregated group of Greek airports, where 69% of passengers are handled during the summer. 
Similar indicators can be found also in other Mediterranean airports that experience the greatest rush 
of passengers during the summer months, such as Spain, France, Italy, Montenegro, Turkey, Egypt and 
Tunisia. The proportional distribution of handled passengers during the year is shown in Figure 6a).

The second cluster of airports includes 20.88% of the monitored airports. Trends in the number of 
passengers handled during a year at these airports are similar to those from the first cluster, but with the 
difference that the increase of passengers in summer is not that dramatic. This means that the traffic and 
operations in these airports are more balanced during the year. The months of July and August represent 
the highest percentage of passengers handled, which transcend the boundaries of 9.5%. At the begin-
ning and the end of the year, the percentage is much lower, ranging between 6% and 8%. Proportional 
distribution of passengers handled during the year is shown in Figure 6b).

In this cluster, airports from any continent are not predominant as in the case of the previous cluster, 
three continents being more or less equally represented, namely North America, Europe and Asia. As in 
the first group, the airports included here operate with the most traffic in the summer. We suppose that one 
of the main reasons why these months prevail again is the summer season in the Northern Hemisphere, 
that brings increased tourism activity. This is certainly true in the case of Europe and North America, 
but we do not think that it would be possible to be applied to airports located in Japan.

Figure 6  �Proportional distribution of handled passengers during the year which is characteristic for the airports 
of the clusters
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Airports with relatively balanced year-round operation represent the third cluster. It is the strongest 
cluster in the number of airports, precisely 33.77% of the monitored airports. These airports handled 
36.35% of passengers of the total number of passengers.

Considering the number of passengers handled per month, these airports are relatively stable during 
the whole year. Compared with two previous groups, there are not any significant fluctuations in this 
cluster. In this case, the number of passengers handled per month compared to the total annual number 
oscillates between 7% and 9%. Therefore, the fluctuation is only about 2%.  Proportional distribution 
of handled passengers during the year is shown in Figure 6c). These airports are located worldwide. We 
suppose that there exist two main explanations for interpretation of such a distribution.

The first explanation is the transitivity of these airports. There are several important airports belon- 
ging to this group such as the one in Dubai, Beijing, Hong Kong, Bangkok, Singapore, Istanbul, Shanghai,  
Seoul and American Charlotte. Most of these airports have lines serving all inhabited continents and most 
of countries in these continents. In our opinion, the balanced character of their operation lies in a dense 
network of destinations. For example, the airport in Singapore used to be a key transit point between 
Australia and the UK until March 2013 as it was used by the Australian airlines QANTAS. QANTAS have 
selected a new transit airport – Dubai after the termination of cooperation. Nowadays, Dubai became 
one of the largest transit airports in the world. If we look at the exact statistics on the number of passen-
gers handled at these airports, we find essentially no difference since this line of company QANTAS had 
a negligible share of passenger transport between Australia and the UK. In other words, it is obvious that 
a transit airport gain passengers from dozens of lines. Accordingly, the sudden or forward known loss of 
one or several airlines does not have considerable importance to the fluctuation of handled passengers.

In the case of airports where geographical conditions make it difficult or even impossible to travel by 
other means of transport are the second group in this category of airports with a balanced operation. 
Examples which demonstrate this cluster well are airports in India or Brazil, where travelling by train or 
car from one end of the country to another is very time consuming. Furthermore, in this cluster, there 
are also airports located in island countries, such as Japan, the Philippines, Indonesia and South-east 
Asian countries.

The airports that handle larger numbers of passengers during the months at the beginning and at 
the end of the calendar year form the last cluster. This is the smallest cluster of airports generated by 
our analysis. The number of passengers reached only 6.95% of the total number of handled passengers 
at all examined airports. The greatest number of passengers at these airports occurs in the first quarter 

Figure 6  �Proportional distribution of handled passengers during the year which is characteristic for the airports 
of the clusters – continuation
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of the year. Then the number slightly decreases. It achieves very small numbers in the months of May 
and June compared with the previous month. Number of passengers increases slightly during the sum-
mer months and culminates its growth in the last quarter of the year.

If we disregard at this moment the months of July and August, which are relatively rich in passengers 
in each category due to the position of most major airports in the Northern Hemisphere and tourism,  
we find that the months from January to April and October to December provide a large percentage 
of handled passengers. From 8% to 10% of passengers are handled during these months. Proportional  
distribution of handled passengers during the year is shown in Figure 6d).

In this group, there are the airports in the Southern Hemisphere, particularly airports in Australia, 
New Zealand or South America. Trends in the number of passengers handled in this category can be 
described similarly as we characterized trends of the first and second category. In the Southern Hemi-
sphere, summer culminates in months around the turn of the year. Conversely, there is winter in the 
Northern  Hemisphere. Tourism brings an increased number of passengers into these thermopile areas.  
A group of airports in the Caribbean Sea and the Gulf of Mexico have the same tendency. The principle 
of airports functioning in the Southern Hemisphere is nearly symmetrical compared to the Northern Hemi- 
sphere.

There is a second significant group of airports which belong to this cluster. These are airports situated 
very close to the two poles of Earth. These are mainly airports in Scandinavia, Canada and the southern 
part of South America. We think that very low temperatures and frozen water make it difficult to use 
land or water transport. Therefore, air transport prevails in these months.

Figure 7  �Time series of normalized monthly values of the number of handled passengers in the airports belonging 
to different clusters

Source: Own construction
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Summary
During processing, we wiped out all four time series resulting from averaging the values for all airports of 
the cluster using polynomials of sixth grade. The courses of these four regression functions were similar 
(except 4th cluster). It is seen from Figures 7a) to 7d). It can be concluded that the clusters do not differ 
too much in terms of long term evolution. Substantial difference was demonstrated in terms of seasonality.

In the first group, there are airports with a significant increase in passengers during summer months. 
The second group of airports shows a similar situation as the first group, but the summer increase in 
passengers is not as significant. The third group of airports has a balanced number of transported pas-
sengers during the whole year. The fourth group consists of airports, where the number of transported 
passengers is the highest in winter months. The main factor determining this division is therefore sea-
sonal development during the year. The most important characteristics of individual clusters are sum-
marized in the Table 1.

Table 1  Characterization of the clusters

2.2 Analysis of the results for k-means method with Euclidean distance and eight clusters
We also received interpretatively interesting results when we used the k-means method and selected the 
parameter determining the required number of clusters equal to eight. In all 8 clusters the significant 
impact of the world economic crisis 2008 was obvious.

There were 49 airports in the first cluster. Of these, 35 were from Asia, and more than half of them 
were from South Korea (the largest of representatives was the Gimpo Airport), also from Thai (the largest 
representative was the Phitsanulok airport), but also from Japan (Kansai airport). Among major 
airports from other continents, there were for instance the New Orleans airport from the USA, or Swedish 
Växjö.

All airports in this cluster suffered a significant decrease in the number of checked passengers after 
September 11, 2001. There is another large decline at the end of 2003. This decline began to mitigate until 
the end of 2005. It can be deduced from knowledge of world events that airport operations were in part 
influenced by the terrorist attacks of September 11, 2001, but even more by period of SARS epidemic, 
which erupted at the end of 2002. The impact of the SARS epidemic on aviation is described in Loh and 
Elaine (2006), see Figure 8a.

There were 29 airports forming the second cluster. Of these, 18 came from Europe, especially from 
the tourist centres. The Spanish airports Grand Canaria and Tenerife South, the Austrian airports in 
Innsbruck and Salzburg and Italian Turin, belong among the largest of them. Since airports in this clus-
ter are characterized by their distinct seasonality, they experience a strong increasing trend of handled 
passengers in the observed period. Events of September 11, 2001 are slightly noticeable (Figure 8b). 

Source: Author’s calculations

1st cluster 2nd cluster 3rd cluster 4th cluster

Number of airports 282 175 283 98

Cluster proportion 
(%) 33.65 20.88 33.77 11.69

Proportion 
of transported 
passengers (%)

44.68 12.02 36.35 6.95

Prevailing geographic 
location

Europe,
North America,

Japan

Japan,
North America,

Europe

Asia,
Africa, Australia

Mexico,
Scandinavia, SE Asia,

New Zealand
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a) 1st cluster b) 2nd cluster

c) 3rd cluster d) 4th cluster
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There were 98 airports included in the third cluster. The vast majority of them come from the US. 
Chicago, Los Angeles and Dallas-Fort Worth are the most important representatives. In this cluster, 
there are also 12 European airports. The airport Paris Orly and the airport in Brussels, but also Nordic 
airports, are among the most important ones.

The very strong decline since September 2001 at airports in this cluster is obvious in Figure 8c). The 
number of handled passengers decreased rapidly compared to the year 2000. After the slump, the same 
number as in 2000 was not achieved until 2007. Many publications deal with the influence of terro- 
rist attacks of 11 September 2001, namely publication of airlines as (IATA) and scientific papers, such as 
(Dempsey 2003; Chen, C.-C et al., 2009; Cui and Li, 2015).

The fourth cluster consisted of 29 airports, 15 of them is located in Mexico (Acapulco is the largest 
representative). This cluster includes e.g. the US Miami airport or the Puerto airport in the Dominican 
Republic. In this cluster, the decrease in the number of checked passengers since September 2001 was 
not that dramatic compared with the previous one. However, the decline at the end of 2003 is more sig-
nificant. Unlike airports from the second cluster, these airports failed to restore the status of early 2000, 
yet by this time (see Figure 8d).

The fifth cluster included 121 airports, of which 104 were located in North America, primarily in the 
USA. Among the most important these were airports in Atlanta, Denver, Houston and Las Vegas, Pheonix. 
Airports in Mexico City or Canadian Montreal were another important representatives of this cluster. It 
is very strong decrease in the number of passengers handled after September 2001 which is characteristic 

Figure 8  �Time series of normalized monthly values of the number of handled passengers at the airports belonging 
to different clusters

Source: Own construction
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for airports in this cluster. Thenceforth, a growing trend is evident. As seen from Figure 8e), the current 
condition is at a higher level than at the beginning of the observed period.

There were 213 airports forming the sixth cluster. The vast majority of them are European. A slight-
ly increasing trend of handled passengers during the whole period is evident for all these airports. In 
addition, strong seasonal behaviour is manifested here. There is above-average amount of passengers 
checked during holidays and vice versa strongly below-average amount around the turn of the year 
(Figure 8f). 

In the seventh cluster, there were 26 airports included. Most of them are located in North America. 
Tampa and Fort Lauderdale in the USA and Mexican Cancun are the most important representatives. 
The growing trend throughout the incriminated period with a noticeable downturn after September 2001 
is characteristic for representatives of this cluster (see Figure 8g).

The eighth cluster consisted of 268 airports. Almost half of them are located in Europe. Most Euro 
pean airports are from Spain (Madrid Barajs is the largest one) and Italy (Milan Linate). Strongly 
represented are also Australian airports (Sydney and Melbourne) as well as airports in Asia (Hong 
Kong, Beijing, Mumbai). Some of Canadian and Mexican airports are included here, too. This clus-
ter also contains African and South American airports and airports in the Middle East. Significantly 
increasing trend of handled passengers is typical for airports included in this cluster. This is clearly 
seen in Figure 8h. he description of the cluster is in accordance with the description of develop-
ment, for example air traffic in China, which is described in the paper (Wang J., Mo and Wang F., 
2014).

Figure 8  �Time series of normalized monthly values of the number of handled passengers at the airports belonging 
to different clusters – continuation

e) 5th cluster f) 6 th cluster
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Source: Author’s calculations

Table 3  Cross numbers of airports belonging to the individual clusters

1st cl. 2nd cl. 3rd cl. 4th cl. 5th cl. 6th cl. 7th cl. 8th cl. Suma

1st cl. 0 1 41 0 118 122 0 0 282

2nd cl. 47 4 19 0 0 91 14 0 175

3rd cl. 0 21 7 0 3 0 0 252 283

4th cl. 2 4 31 33 0 0 12 16 98

Suma 49 30 98 33 121 213 26 268 838

Summary
Result of our clustering indicates that various global disasters are important factors affecting the num-
ber of handled passengers. Within individual clusters it is possible to distinguish airports, which has not 
been much affected by these disasters, from the airports on which these disasters had either short-term 
or even long-term impact. The most important characteristics of individual clusters are summarized 
in Table 2. Cross numbers of airports belonging to the individual clusters are shown in Table 3.

3 Discussion
It is obvious that from the interpretative point of view there is no optimal number of clusters. The re-
sulting interpretation of division into 8 clusters led us to the idea that the other key accident may occur 
in some clustering results. In literature, the impact of the eruption of the Eyjafjallajökull volcano in Ice-
land on air transport (April–May 2010) is often quoted. The volcanic cloud created after the explosion, 
gradually closed European airports between 15 and 23 April as the cloud progressed through Europe. 
The paper (O’Regan, 2011) describes serious consequences for the operation of air transport in Europe 
after the eruption of Eyjafjallajokull. 

Unfortunately, in this case, the classification was not very successful. Cluster which could be identified 
as groups of airports affected by this event appeared only when the value of the parameter determining 
the number of clusters was set at 15. However, in such a large number, clusters cannot be unequivocally 
interpreted.

Source: Author’s calculations

Table 2  Characterization of the clusters

1st cl. 2nd cl. 3rd cl. 4th cl. 5th cl. 6th cl. 7th cl. 8th cl.

Number 
of airports 49 30 98 33 121 213 26 268

Cluster 
proportion

(%)
5.85 3.58 11.69 3.94 14.44 25.42 3.10 31.98

Proportion
of transported 

passengers
(%)

2.66 1.66 24.09 1.65 22.89 28.51 2.85 15.68

Prevailing
geographic 

location

South 
Asia, North 

America
Europe USA Mexico North 

America Europe North 
America

Europe, 
North 

America
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What may justify this failure in identification using cluster analysis? The time period affected by the 
event was very short. Restrictions in aviation lasted only a month. The trend of development of numbers 
of passengers in neighbouring periods overrode this difference. Therefore, airport affected by the volcanic 
eruption were not separated well into a separate cluster.

Conclusion
We show that cluster analysis can be used to classify airports on the basis of the number of handled pas-
sengers per each individual month. It turned out that this classification has quite interesting interpretation. 
In one case, we managed to classify the world’s airports in terms of seasonal development in the number 
of handled passengers. In a more detailed division we managed to classify the world’s airports in terms  
of their reactions on world events which had an impact on air traffic. It turned out that an important factor 
resulting in event classification is the sufficient length of the period during which the consequences 
of this event persisted at particular airports. Conversely, it proved that the regional arrangement is not 
important for classification in the first place. Moreover, it turned out that if the cluster analysis was used 
for closer examination of the data structure from different perspectives, it is not good to restrict itself 
just to division into “ideal” number of clusters.

A side clustering of the airports here requires another type of analyses of available data, especially of 
trends and changes in them, and the reasons behind eventual changes. Unfortunately, these problems 
are behind the scope of this paper. On the other hand, our preliminary results based on so called change 
point analysis as described, e.g. in (Antoch et al., 2007; Antoch et al., 2004; Antoch et al., 2008; Antoch 
et al., 1997; Antoch and Jarušková, 2017), show very promising results. It appears that if we take into 
account the fact that these types of data are obtained sequentially in time, the cluster analysis with time 
series analysis and change point analysis can lead to more profound explanation of studied problems. 
We will cover this approach elsewhere.
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Abstract

This study contributes to the empirical literature on augmented neo-classical production function. It is done 
by introducing steel production into macro-production function of the European Union. The data is collected 
from the World Development Indicators and the World Steel Association from the period of 1980–2014. We 
apply second generations of unit root tests to examine stationarity and panel cointegration with cross-sectional 
dependence to analyze long run relationship between national income and steel production. Robustness 
of tests is also reached by using 23 estimators and country specific slopes. Whereas, to detect the cause and 
effect, Granger and Dumitrescu-Hurlin causality tests are applied. Uni-directional causality from national 
income to steel production is found. Recommendations are made on the basis of empirical results.
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Introduction
Steel is not a nascent alloy, however, its manufacturing at commercial scale and organized trade started 
only after industrial revolution. Events related to changes of fuel industry and collection of technological 
advances during 1600s, 1700s and 1800s laid the foundation of the contemporary steel industry. During 
1830 to 1860, steel was used as a semi-precious metal in expensive products. ‘The Great Transforma-
tion’ era (1860–1900) was mainly attributed to by low cost ‘open hearth’ and ‘Bessemer’ methods of steel 
production that spurred the growth of steel production by seventeen fold. Establishment of US steel 
companies led to consolidation period during 1900–1920. However, steel industry also felt depression 
during 1930s due to ‘Great Depression’ and the rise of labor movement. The revival of steel industry was 
triggered by World War-II during 1940-1945. Warring European countries used steel for manufacturing  
arsenals, tanks, trucks, ships and other war weapons rendering steel industry a giant industry. The post-war 
period (1946 to 1970) is called the ‘period of prosperity’ due to growth of steel industry, evolution 
of recycling segment of industry and development of substitute, such as aluminum.
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Alongside prosperity, steel also witnessed ‘troubled times’ during the period of 1970–1989, when 
many plants were closed, production declined and layoffs took place. The intensity of this trouble was 
mitigated during period of 1990–2001 which is called the era of ‘uneasy trouble’.

The usage of steel is universal as the World Steel Association states, “steel is everywhere in your life”. 
Related benefits include employment generation and infrastructural effects of providing infrastructure 
to industrial and modern sectors. In 1970 steel industry employed 531.196 people and even after its 
decline in 2000, it still had 225.000 on its payroll. Its backward & forward linkages play a significant role 
in development via providing critical inputs like machinery for developmental projects. In addition to 
assistance to developmental projects, public sector also gains from tax revenue by steel industry. Steel 
industry can also indirectly contribute to foreign exchange reserves by assisting industries in the produc-
tion of exports. In addition, steel industry also contributes to agriculture sector by providing tractors, 
aerial spray, and harvesters etc. that increase the per acre yield of crops which will ultimately increase 
the national income.4

4  	For more on sectoral contribution of steel industry, visit website of the World Steel Association.

Figure 1  Mechanism of Contribution of Steel Industry in National Income

Source: Authors’ formulation

Steel Production 
↓  ↓  ↓  ↓  ↓  ↓ 

Construction  Automotive  Machinery  Energy  Appliances  Containership 
↓  ↓  ↓  ↓  ↓  ↓ 

Increased Output, Employment and Individual Income Generation 
↓ 

Increased National Income 
 

Based on the pictorial explanation in Figure 1, this paper attempts to quantify the relationship between 
steel industry and national income in the European Union. 

Hypothesis
Based on the objective, following hypothesis shall be tested:
HA: There exists a causal and long run relationship between steel production and national income 
of the European Union.

1 LITERATURE REVIEW
Subject of this research has not been chosen by many of the researchers and it is due to the fact that there 
exists limited literature on it. Jeferrson (1990) using Chinese data investigated the productivity varia-
tion among enterprises within China’s steel and iron industry. He found enhanced productivity growth 
during reform period within the industry. Labson and Crompton (1993) studied relationship between 
income and five industrial metals for Japan, OECD, USA and UK for the period of 1960–1987. However, 
they proposed slight explanation to support the existence of long run relationship between two vari-
ables. Hoechle (2007) studied the energy efficiency of China’s steel and iron sector for the time span of 
1994–2003 using Malmquist decomposition index. Provincial panel data was used permitting various 
energy inputs and outputs. Results revealed that empirical productivity of China’s steel and iron sector 
increased by 60% from 1994 to 2003 which is a sign of technological progress.

Evans (2011) analyzed the long run relationship between crude steel and economic activity production 
in United Kingdom. He used integrated processes and allowed for the possibility of changes in equilibrium 
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path. Evidence is found in support the long term relationship. Huh (2011) studied the short run and long 
run relationship between steel production and GDP in Korea from 1975 to 2008. He used vector error 
correction and vector autoregressive models. He found a long term causal relationship, running from 
GDP to total steel production. He also found the bi-causal relationship between flat product consump-
tion and GDP. Ozkan (2011) analyzed the relation between steel production consumption, import & 
export, GDP and industrial production. They applied error correction model, Engle-Granger cointegra-
tion and Granger causality test. Their results revealed a positive relation of steel export and production 
with GDP. A positive relationship was also found between industrial production and steel export. Both 
relations showed causality effects.

Siddique, Mehmood and Ilyas (2016) analyzed the relationship between economic growth and steel 
production in Pakistan. They used time series data to apply Philip Person (PP) and Augmented Dickey 
Fuller (ADF) test and Cointegration with Bai-Perron structural breaks test to check the long run rela-
tionship between the two variables. Their results show a positive relationship between steel production 
and economic growth with causality from economic growth to steel production.

Review shows that majority of studies are limited to a single country not allowing the benefits of 
panel data analysis. Moreover, possible effects of common shocks are not incorporated either. Impor-
tant variables like capital and labor that play a critical role in any production are also missing in till-date 
empirical literature. Though steel industry is capital intensive, yet labor employment is also substantial 
due to need for manual labor in mega-structures. European Union (EU) is the largest producer of steel 
after China. Research on this sample should allow for improved policy directions. Current paper does 
so by choosing a sample of EU.

2 ESTIMABLE PRODUCTION FUNCTION
The estimable production function for testable prediction that steel production and national income have 
nexus in European Union countries is given as follows:

      NIi,t = f (STi,t, CPi,t, LBi,t),� (1)

where:
NIi,t  = GDP (constant 2005 US$),
STi,t  = Steel production (thousand tones),
CPi,t = Gross fixed capital formation (constant 2005 US$),
LBi,t = Labor force, total,
i and t stand for cross-sections and time periods, respectively.

2.1 Methodology – Data Sources
Depending on the availability of data, 28 EU countries are selected while the number of years is 35 
(1980–2014). Sample countries are Austria, Belgium, Bulgaria, Croatia, Republic of Cyprus, Czech 
Republic, Denmark, Estonia, Finland, France Germany, Greece, Hungary, Ireland, Italy, Latvia, Lithuania, 
Luxembourg, Malta, Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden 
and UK. Collection of data is done from World Development Indicators (WDI) and World Steel Associa- 
tion.

3 EMPIRICAL ANALYSIS
3.1 Static Estimations
In order to examine the empirical relationship of national income and steel production, following 
analysis is conducted. We estimated static models that are devoid of any lagged dependence  
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3.2 Dynamic Analysis
3.2.1 Unit Root Test Results
Table 2 reports the results of unit root tests meant for investigating stationarity in the series, selection 
of the appropriate lag length was made using the Schwarz Bayesian Information Criterion.

of dependent variable. These include pooled OLS (POLS: NIit = α + βST .STit + βCP .CPit + βLB .LBit + εit), 
fixed effects (FE: NIit = αi + βST .STʹit + βCP .CPʹit + βLB .LBʹit + εit), random effects (RE: NIit = αi + βST .STʹit + 
βCP .CPʹit + βLB .LBʹit + β0 + εit) and first differenced fixed effect (FD: NIit = βST .ΔSTʹit + βCP .ΔCPʹit + 
βLB .ΔLBʹit + Δεit). The estimated coefficients are statistically significant at 1% in POLS, FE, RE and at 5% 
in FD estimations, respectively. The range of statistically significant coefficients is from 0.0018 to 0.0731.  
Capital and labour also show desirable signs of their coefficients. R2 also falls in reasonable range.

Table 1  Static Analysis – POLS, FE, RE and FD-FE Estimates

Table 2  Unit Root Tests

3.3 Cointegration Tests
Results of LLC tests in Table 2 show that NIit, STit, CPit and LBit have a mixed order of integration, i.e. I(0) 
and I(1). Eberhardt and Teal (2010) suggest the use of macro-panel data techniques when time span is 
more than 20 years. Here t = 35, so we can resort to macro-panel data techniques. Since the series involved 
in our analysis is not integrated of same order, Pedroni and Kao tests cannot be applied. Therefore, we 
employ three econometric techniques that allow for mixed order of integration i.e. Mean Group (MG), 
Dynamic Fixed Effects (DFE) and Pooled Mean Group (PMG). Pesaran and Smith (1995) provided MG  
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Table 3  Dynamic Analysis – Cointegration Estimation

estimator  of dynamic panels for large number of time observations and large number of groups. In this 
method separate equations are estimated for each group and distribution of coefficients of these equations 
across groups is examined. It provides parameter estimates by taking means of coefficients calculated by 
separate equations for each group. It is one extreme of estimation because it just makes use of averaging 
in its estimation procedure. It does not consider any possibility of same parameters across groups. For 
MG estimator, each parameter is taken as: 

                                                                                                                             ,� (2)

where ui, θi and ϕi denotes intercept, long run integrating vector and error correction term respectively.
For the averages of the parameters MG estimator will give consistent estimates. Thus allows all 

parameters to vary across countries, but it does not consider the fact that certain parameters may be 
the same across groups.

Pesaran and Smith (1997) suggested PMG estimator of dynamic panels for large number of time 
observations and large number of groups. Pesaran et al. (1997, 1999) added further in PMG and 
extended it. Pooled mean group estimator considers both averaging and pooling in its estimation 
procedure, so it is considered as an intermediate estimator. PMG allows variation in the intercepts, 
short-run dynamics and error variances across the groups, but it does not allow long-run dynamics 
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to differ across the groups. Adopting from Pesaran et al. (1997, 1999), PMG estimable model 
has an adjustment coefficient φi that is known as the error-correction term (ECT). In fact,  
 explains what percentage of adjustments take place in each period. In addition to MG and PMG, DFE 
is also used to estimate the cointegrating vector. DFE specification controls the country specific effects, 
estimated through least square dummy variable (LSDV) or generalized method of moment (GMM). 
DFE relies on pooling of cross-sections. Like the PMG, DFE estimator also restricts the coefficient 
of cointegrating vector to be equal across all panels.

Results in the Table 3 reveal the comparison of panel cointegration estimation using MG, DFE and 
PMG. All three alternative methods of cointegration (MG, DFE and PMG) show the long run relation-
ship between the national income and steel production. It is evident from error correction terms (φi),  
which are less than unity and negative in terms of sign with statistical significance at 1% level of signifi- 
cance. However, the most efficient of the three estimators should be relied upon. Its selection is done 
by employing the Hausman test. The results in Table 5 show statistical insignificance which implies 
superiority of PMG over MG and DFE. Therefore, the relationship is established under the assumption 
of absence of cross-sectional dependence.

3.4 Cross-Sectional Dependence
Results of CD test in Table 1 show the presence of cross-sectional dependence in the estimable model. 
Values of CD test are 87.60, 87.60, 83.03 and 17.06 for POLS, FE, RE and FD respectively. All are statisti-
cally significant at 1%, affirming cross-sectional dependence (CD) in residuals of the estimable models. 
In real life, CD is due to reasons like oil price shock, global financial crisis and local spill over and is 
common in most of panels.

We examined the CD in residuals and variables using further tests. Friedman (1937) proposed a non-
parametric test (Rave) based on Spearman’s rank correlation coefficient. It helps in determining cross-
sectional dependence. One of the most well-known cross-section dependence diagnostic is the Breusch-
Pagan (1980) Lagrange Multiplier (LM) test statistic. Frees (1995) proposed a statistic (R2

ave) which is 
based on the sum of the squared rank correlation coefficients. Pesaran (2004) proposed a standardized 
version of Breusch-Pagan LM test (LMs) , suitable for large N samples. Since (LM) and (LMs) are likely 
to exhibit worsening size distortion for small Tij for larger N, Pesaran (2004) proposed an alternative  
statistic (CDp) based on the average of the pairwise correlation coefficients. This test is already used 
in Table 1. The null hypothesis of this test is cross-sectional independence against the alternative 
hypothesis of cross-sectional dependence. More recently, Baltagi, Feng, and Kao (2012) presented a simple 

Table 4  Tests for Cross-Sectional Dependence in Residuals of Estimable Model
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asymptotic bias corrected scaled LM test (LMBC). In Table 4, six statistics are estimated to scrutinize 
the presence of cross-sectional dependence in residuals of estimable model. All are statistically signifi- 
cant at 1% supporting the assumption of cross-sectional dependence in the residuals of estimable 
model.

Table 5 delves deeper by estimating four statistics, while considering the presence of cross-sectional 
dependence, in estimable model. All four tests are statistically significant at 1% showing cross-sectional 
dependence in the variables of estimable model.

Table 5  Tests for Cross-Sectional Dependence in Variables

3.5 Stationarity Tests in Presence of Cross-sectional Dependence
Cross-sectional dependence has a strong presence in residuals as tested in Table 4 and Table 5. It calls 
for checking stationarity using second generation of unit root tests since first generation of unit root tests 
(Im et al., 2003; Levin et al., 2002) do not account for cross-sectional dependence in testing for stationarity.

Considering the evident cross-sectional dependence, we use second generation unit root tests 
proposed by Pesaran to shed light on the findings. Mathematically:

                                                                                                           � (3)

where ai is a deterministic term, ȳt is the cross-sectional mean at time t and ρ is the lag order. ti(N,T) 
denotes the corresponding t-ratio of ai and is known as cross-sectional ADF [CADF, attributed to Pesaran 
(2003)]. The average of the t-ratios gives the cross-sectional IPS [CIPS, attributed to Pesaran (2007)]. 
In Table 6, these tests are estimated with a constant term at level and first difference. Mutual consensus 
of both, CADF and CIPS tests, reveals that variables are stationary at level and at first difference i.e. I(0) 
and I(1).

3.6 Dynamic Analysis with Cross-sectional Dependence
Dynamic analysis is suitable in case of relationships where current values of the explained variable are 
inclined by past ones. Growth regressions, such as in this paper, are mostly characterized by a lagged 
term of explained variable (NIi,t – 1). 
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In case of dynamic analysis, presence of CD requires implementation of improved versions of MG 
approach. In Table 1 and Table 3, CD tests have shown the presence of cross-sectional dependence 
in POLS, FE, RE, FD and MG estimates, respectively. Therefore, it is logical to deploy estimation tech-
niques that cater cross-sectional dependence. Pesaran (2006) forwarded Common Correlated Effects 
Mean Group (CCEMG) model with estimator βj(= β + ωj) which implies a common parameter β across 
the countries while ωj~IID(0,Vω). CCEMG has the tendency to asymptotically eliminate CD. Moreover,  
it allows heterogeneous slope coefficients across group members that are captured simply by taking 
the average of each country’s coefficient. 

Attributed to Eberhardt and Teal (2010), Augmented Mean Group (AMG) is a surrogate for CCEMG, 
which also captures the unobserved common effect in the model. Moreover, AMG estimator also mea-
sures the group-specific estimator and takes a simple average across the panel. The highlight of AMG is 
that it follows first difference OLS for pooled data and is augmented with year dummies. 

The estimable model can be written as follows:
                                                                                                        

 � (4)

Table 6  Second Generation Unit Root Tests for Individual Variables

where, i stands for cross-sectional dimension i = 1,…,n and time period t = 1,…,t and αi represents 
country specific effects and dit denotes heterogeneous country specific deterministic trends. αi is related 
with the coefficient of respective independent variables                                  and                 that 
are considered as heterogeneous across the countries. It is also assumed that the short run dynamics  
and their adjustment towards long run take place via error term                          ft characterizes the vector 
of unobserved common shocks. ft can be either stationary or nonstationary, which does not influence  
the validity of the estimation (Kapetanios, Pesaran, and Yamagata, 2011). AMG estimation finds 
an explicit estimate for ft which renders        (common dynamic process) economic meaningfulness. 
Total factor productivity (TFP) is one of the plausible interpretations of        . Its coefficient di represents 
the implicit factor loading on common TFP. In addition, the cross-sectional specific errors εi,t are permis-
sible to be serially correlated over time and weakly dependent across the countries (Cavalcanti, Mohad-
des, and Raissi, 2011). However, the regressors and unobserved common factor have to be identically 
distributed.

3.6.1 Interpretation 
In Table 7, the main variable of concern i.e. steel production  shows statistically significant positive rela-
tionship using augmented mean group (AMG) as well as under common correlated effects mean group 
(CCEMG) estimation. CCEMG is estimated with ‘without and with country specific trend’ assumption. 
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Whereas AMG is estimated with an additional assumption of ‘with and without common dynamic process 
(CDP)’. This allows for 4 variants of AMG. The significant positive relationship holds true for all variants 
6 of CCEMG and AMG in Table 7. AMG being the most sophisticated is to be relied on.

Table 7  Dynamic Analysis with Cross-Sectional Dependence

3.7 Robustness Check
In Table 8, twenty-three (23) slopes are estimated using difference estimators and their variants and 
compared in order to check the robustness of results of hypothesis. These include Pooled Ordinary Least 
Squares (POLS), Fixed Effects (FE), Fixed Effects with Driscoll & Kraay standard errors (FE-DK), Ran-
dom Effects (RE), Generalized Least Squares (GLS), First Differenced-Fixed Effects (FD), Pooled-Fully 
Modified Ordinary Least Squares (P-FMOLS), Weighted Pooled-Fully Modified Ordinary Least Squares 
(WP-FMOLS), Group Mean-Fully Modified Ordinary Least Squares (GM-FMOLS), Pooled-Dynamic 
Ordinary Least Squares (P-DOLS), Weighted Pooled- Dynamic Ordinary Least Squares (WP-DOLS), 
Group Mean-Dynamic Ordinary Least Squares (GM-DOLS), Difference Generalized Method of Mo-
ments (DIF-GMM), System Generalized Method of Moments (SYS-GMM), Dynamic Fixed Effects (DFE), 
Mean Group (MG), Pooled Mean Group (PMG), Common Correlated Effects Mean Group (CCEMG) 
and Augmented Mean Group (AMG). 

CCEMG and AMG are further estimated with and without country specific trends (WoT and WT). 
In addition, AMG is further estimated without common dynamic process under the assumptions of 
with and without country specific trends {(WoT)CDP and (WT)CDP}. In case of steel production, majority 
(83%) 19 out of 23 estimators give desirable results in terms of expected sign and statistical significance 
that adds to the robustness of the Steel production-growth relationship analyzed in this paper. Moreover, 
AMG – the most sophisticated of estimators – shows desirable results with all of its variants (with and 
without country specific trends and common dynamic process). 

Notes: �WoT and WT stand for estimation without and with country specific trends. CDP is the common dynamic 
process. In parenthesis, standard errors are given whereas a, b and c show statistical significance at 1%, 5% 
and 10%, respectively. NST stand for Number of Significant Trends. RMSE stands for root mean squared 
error and uses residuals from group-specific regression.

Source: Authors’ estimates
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3.8 Impetus of Relationship
At country level, robustness of the results is also affirmed by estimating country specific slopes                  . 
Majority of countries show highly significant positive relationship between steel production and nation-
al income. Whereas remaining countries either give unexpected sign and/or statistical insignificance.

In similar veins, country specific error correction terms (ECT) are also estimated. Ones listed in the 
Table 9 fulfill the following conditions:

                                                                                        � (5)
These countries are major contributors to overall statistical long run relationship.

Table 8  Robustness Slope Parameters

Notes: �WoT and WT show estimates without common dynamic process ‘without trend’ and ‘with trend’ 
argument. (WoT)CDP and (WT)CDP show estimates with explicit common dynamic process ‘without trend’ 
and ‘with trend’ argument. a, b and c show statistical significance at 1%, 5%, and 10% respectively. 
S.E stands for standard error.

Source: Authors’ estimates
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Countries including Croatia, Czech Republic, Estonia, Finland, Germany, Greece, Italy, Latvia, Lithu-
ania, Netherlands, Romania, Slovakia, Slovenia and Spain show both expected significant slope as well as 
country specific significant ECT. These countries contribute to the overall positive sign and significance 
of relationship between national income and steel production.

3.9 What Causes What?
3.9.1 Panel Granger Causality Test
Work of Granger (1969) laid the foundation of causality test that uses the bivariate regressions in a panel 
data context: 

                                                                                                                  � (6)

Depending on the assumptions about homogeneity of the coefficients across cross-sections, there are 
two forms of panel causality test. First and conventional type treats the panel data as one large stacked 
set of data and performs the causality test in the standard way, that assumes all coefficients same across 
all cross-sections. 

                                              � (7)

Results of panel Granger causality are shown in Table 10.

Table 9  Imputes of Relationship

Note: �a and b show statistical significance at 1% and 5%. S.E stands for standard error. ECTi are the country 
specific error correction terms.

Source: Authors’ estimates
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Uni-causality from national income to steel production is evident from results in Table 10. Under 
the hypothesis in the Introduction, causal relationship is set for investigation. Siddique, Mehmood & Ilyas 
(2016) who explain the mechanism of causal linkages from the national income to steel production 
(demand following view) is showed in Figure 2. ‘Demand following view’ holds in case of EU since 
results in Table 10 show evidence of causality from national income to steel production. Due high growth 
rates of national income the need for innovation, industrialization and mechanization increases. Such 
raises the demand for steel that causes increased steel production. Same seems to be case of EU countries 
during the time span under consideration.

Table 10  Panel Granger Causality Test Results

Figure 2  Demand Following Hypothesis for Steel Production and National Income

3.9.2 Rationale for Dumitrescu-Hurlin Causality
However, one of the main issues specific to panel data models refers to the specification of the heteroge-
neity between cross-sections. To consider the heterogeneity across cross-sections, Dumitrescu-Hurlin  
(2012) made an assumption of allowing all coefficients to be different across cross-sections. In this causa- 
lity context, the heterogeneity can be between the heterogeneity of the regression model and/or in terms  
of causal relationship from x to y. Indeed, the model considered may be different from an individual to 
another, whereas there is a causal relationship from x to y for all individuals. The simplest form of regres-
sion model heterogeneity takes the form of slope parameters’ heterogeneity. More precisely, in a ‘p’ order 
linear vectorial autoregressive model, four kinds of causal relationships are defined. Under the Homoge-
neous Non-Causality (HNC) hypothesis, no individual causality from x to y occurs. On the contrary, in 
the Homogeneous Causality (HC) and Heterogeneous Causality (HEC) cases, there is a causality relation-
ship for each individual of the sample. To be more precise, in the Homogeneous Causality (HC) case, the 
same regression model is valid (identical parameters’ estimators) for all individuals, whereas this is not 
the case for the HEC hypothesis. Finally, under the Heterogeneous Non-Causality (HENC) hypothesis, 
the causality relationship is heterogeneous since the variable x causes y only for a subgroup of N−N1 units.

Authors based their version of causality test on the Granger (1969) and extended to non-causality test 
for heterogeneous panel data models with fixed coefficients.

Considering linear model:

                                                                                                                 � (8)

where x and y are two stationary variables observed for N individuals in T periods.
and the individual effects αi are assumed to be fixed in the time dimension. It is assumed that there are lag 
orders of K identical for all cross-section units of the panel. Moreover, autoregressive parameters         and 

Source: Authors’ formulation
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the regression coefficients         are allowed to vary across groups. Under the null hypothesis, it is assumed 
that there is no causality relationship for any of the units of the panel. This assumption is called the Homo- 
geneous Non-Causality (HNC) hypothesis, which is defined as:

                                                           
                    � (9)

The alternative is specified as the Heterogeneous Non-Causality (HENC) hypothesis. Under this 
hypothesis, two subgroups of cross-section units are allowed. There is a causality relationship from x to y 
for the first one, but it is not necessarily based on the same regression model. For the second subgroup, 
there is no causality relationship from x to y. A heterogeneous panel data model with fixed coefficients 
(in time) in this group is considered. This alternative hypothesis is expressed as follows:

                                                        
                � (10)

It is assumed that βi may vary across groups and there are N1 < N individual processes with no causality 
from x to y. N1 is unknown but it provides the condition 0 ≤ N1/N < 1.

The average statistic              which is related with the null Homogeneous non-causality (HNC) hypo- 
thesis are proposed:

                                                                         � (11)

where Wi,t indicates the individual Wald statistics for the ith cross-section unit corresponding to the in-
dividual test H0 : βi = 0.

Let Zi = [e :Yi :Xi] be the (T, 2K+1) matrix, where e indicates a (T, 1) unit vector and      

                                                                  is the vector of parameters of the 

model. Also let R = [0: IK] be a (K, 2K+1) matrix.
For each i =1,…,N, the Wald statistic Wi,t corresponding to the individual test H0 : βi = 0 is defined as:

                                                                                          � (12)

Under the null hypothesis of non-causality, each individual Wald statistic converges to a chi-squared 
distribution with K degrees of freedom for T → ∞.

                                                          � (13)

The standardized test statistic            for T, N → ∞ is as follows:

                                                                 � (14)

Also, the standardized test statistic            for fixed T samples is as follows:

                                                                                � (15)

where 

In addition to presence of heterogeneity among cross-sections, if cross-sectional dependence exists 
in panel, Dumitrescu-Hurlin causality is suitable. Results of CD tests in Table 1, Table 3, Table 4 and 
Table 5 show the presence of cross-sectional dependence. Whereas, stationarity is a basic requirement 
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Table 11 represents statistical significance of first         test statistic showing that null hypothesis 
cannot be rejected that STi,t do not homogeneously cause NIi,t, whereas it gets rejected in reverse causality. 
It implies that the causality is homogeneous from national income to steel production. This specialized 
form of causality provides the insights into the causal relationship without contradicting the primary 
result of bi-causal Granger causality in Table 10. Homogenous causality can be attributed to ‘uniform 
growth effects’ of economic growth on steel industries in economies that are ‘integrated’ in a union 
known as European Union.

CONCLUSION
European Union was chosen for investigating relationship between steel production and national 
income. Using sophisticated econometric techniques, the relationship is found to be robust. The causality 
gives support to ‘Demand Following Hypothesis’. Feedback effect of steel industry on national income 
can amplify the macroeconomic contribution of steel production. However, it is missing or too weak 
at this stage. Firm level studies can help in understanding the microeconomic foundations of causal 
linkage from steel production to national income. Such firm/industry specific studies are suggested for 
future. Role of substitute metals e.g. aluminum can also be investigated in terms of their macroeconomic 
contribution. In addition, to spur efficiency, state may increase the incentive and proportion of private 
sector in steel industry. Moreover, it may also re-allocate subsidies for steel industry and infrastructure 
sector. For reducing monopoly power, pricing policy can be effective.
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Abstract

The economic returns to schooling is a fundamental parameter of interest in many different areas of economics 
and public policy. The most common technique for estimating this parameter is based on the assumption that 
the ‘true’ coefficient of education in the earnings equation is constant across individuals. However, this may 
not often be wholly true and returns to schooling estimates may be biased and inconsistent. The objective 
of this study was to estimate the returns to schooling as a random coefficient and obtain accurate and reliable 
estimates that will be useful for policy recommendations. The restricted maximum likelihood (REML) method 
was used to estimate the parameters of a random coefficient model using data from a 2007/2008 Ghanaian 
twins’ survey. The results revealed that the REML economic returns to schooling in three selected cities were 
between 7% and 9%. Significant (p<0.05) variances around the mean returns to schooling implied that returns 
to schooling might vary among individuals due to unobserved factors.
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Introduction
The relationship between schooling and earnings is of key importance to the research community and 
policymakers in both the developed and developing countries. This is because studies have consistently 
confirmed that people with higher level of education earn more money, experience less unemployment, 
and work in more prestigious occupations than their less-educated counterparts (Card, 1999; Patrinos, 
2006). An important parameter of interest frequently estimated in the schooling-earnings relationship 
is the economic returns to schooling. It is an indicator of schooling impact on levels of output per worker 
and a determinant of relative wages (Kaboski, 2007). In addition, studies of returns to schooling along 
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with other research act as a guide for public policy decisions about the organization and financing of edu-
cation reforms (Psacharopolous and Patrinos, 2004). In the empirical literature, the standard approach  
used in estimating the economic returns to schooling is the ordinary least squares (OLS) method 
on a simple Mincer type earnings function.

Two major issues associated with the estimation of the returns to schooling using the OLS method 
have been pointed out by (Card, 1999; Pfeiffer and Pohlmeier, 2012) and others. Firstly, an assumption  
made in most empirical studies when estimating the standard Mincerian wage equation states that 
the return to schooling is homogenous, (i.e., constant across individuals) making the OLS returns to 
schooling a fixed coefficient (i.e., a single parameter in the population). However, the return of an addi- 
tional year of schooling may vary across schooling levels and across individuals of the same schooling 
level due to differences in observable factors (e.g. family background, school quality, level of schooling,  
etc.) as well as unobservable factors (e.g. cognitive and non-cognitive skills, peer group and network 
effects), Pfeiffer and Pohlmeier (2012). In such a situation, it may be better to regard the returns to  
schooling as a random coefficient subject to random variation (Hildreth and Houck, 1968). If this random 
coefficient is correlated with the schooling variable or the additive error term in the earnings equation, 
then standard OLS estimates of returns to schooling will be biased and inconsistent. Secondly, in the 
presence of nested and hierarchically structured data, such as individuals or twins within families, OLS 
techniques violate the assumption of independence of errors leading to imprecise parameter estimates 
and loss of statistical power, and subsequently increases the likelihood of rejecting a true null hypothesis 
(Raudenbush and Bryk, 2002).

Consequently, given these limitations an OLS estimation of schooling on earnings will fail to accu-
rately identify the schooling earnings relationship and its usefulness with respect to policy recommen-
dations will be limited. A number of economists have used the instrumental variable (IV) approach 
(Heckman, 1998) to address the inefficiency of OLS when returns to schooling vary across individuals. 
However, as noted by (Card, 2001) even the IV technique based on ideal instruments will produce es-
timates that are weighted averages of the returns to schooling for each individual with higher weight 
placed on those individuals most likely to have been affected by the instrument of choice. As a result, 
the IV will be a biased estimate of both the average return to schooling and the return to schooling 
of the group affected by the instrument if returns to schooling varies across individuals. They both con-
cluded that in several instances the IV estimates are not precise and cannot effectively estimate policy 
relevant parameters.

The dominant approach to the random coefficient model estimate in recent years is based on the prin-
ciple of maximum likelihood (ML) estimation (Bickel, 2007). The reason being that when the assumptions 
of independence of observations and residuals are violated as in the case of varying parameter estimates, 
maximum likelihood estimators provide parameter estimates that are relatively consistent, asymptoti-
cally normal and efficient (Card, 2001). However, the ML estimator of variance components in a linear 
model can be biased downwards because it does not adjust for the degrees of freedom lost by estimating 
the fixed regression coefficients. Patterson & Thompson (1971) introduced the restricted maximum likeli- 
hood (REML) estimator to address the limitations of the ML. REML in contrast to ML, adjusts for the 
degrees of freedom lost due to the estimation of the fixed effects parameters by maximizing the likeli-
hood of linearly independent residual error contrasts to obtain unbiased estimates (Laird and Ware, 1982; 
Lindstrom and Bates, 1988). REML provides unbiased regression coefficients even with small samples by 
considering the number of parameters used in model estimation (Nunnally and Bernstein, 1994). Con-
sistent with this trend, Ashenfelter and Krueger (1994) identified an income premium related to higher 
educational attainment by using data from an Ohio Twinsburg survey. Their REML returns to schooling 
estimate was about 16%. Mazumder (2004) also analyzed data from the 1979 National Longitudinal  
Survey (NLSY79) in the United States using the restricted maximum likelihood (REML) method. 
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His findings indicate that more than half the variation in the log of wages among men is due to differences  
in family and community background. Sadeq (2014) investigated differences in wage penalty between  
formal and informal employment using labor force survey data from three countries. His REML rate  
of return to required years of education for formal employees ranged from 7.8% to 8.4%. Likewise, 
Anger and Schnitzlein (2013) analyzed data from the German Socio-Economic Panel Study (SOEP), using 
a Restricted Maximum Likelihood (REML) model. They find substantial influence of family background 
on the skills of both brothers and sisters. Their sibling correlations of the personality traits range from 
0.24 to 0.59 indicating that even for the lowest estimate, one fourth of the variance or inequality can be 
attributed to factors shared by siblings. Sibling correlations in cognitive skills were also higher than 0.50, 
indicating that more than half of the inequality in earnings could be explained by family characteristics.

The objectives of this paper are to (a) to estimate the return to schooling as a random regression coef-
ficient, (b) to determine the influence of individual and family background characteristics on the returns 
to schooling and to (c) to decompose the variance around the mean return into family  heterogeneity, 
individual heterogeneity and residual error.

1 MATERIALS AND METHODS
1.1 Data 
There is no national twins database in Ghana and therefore primary data was collected by a team of five 
interviewers during a twins’ survey in December 2007 and January 2008 in three cities in Ghana, namely 
Accra, Kumasi and Takoradi. Questionnaires were administered through face-to-face personal interviews 
to gainfully employed adult twins aged between 18 and 65. Twins were identified through various chan-
nels including twins registered at the twin’s clubs, various work places, markets, shops, colleagues, friends, 
relatives, and households. In Kumasi 404 respondents were identified, whereas in Accra and Takoradi 
the total of 96 respondents were identified. Altogether, 500 respondents were identified. 50% of twins 
identified were randomly selected and interviewed giving a total of 250 respondents made up of 125 twin 
pairs. Out of the 250 respondents, 144 individuals were dizygotic (DZ) twins and 106 were monozygotic  
(MZ) twins. This data set provides a unique and rich source of information on the socio-economic 
characteristics (age, gender, marital status, earnings, education, family background characteristics such as 
sibling education, father’s and mother’s education etc.) of twins’ in Ghana. Data analysis was performed 
using three samples (Pooled, Monozygotic and Dizygotic) in order to identify the comparative roles of 
genetics and family background as mediating influences in the returns to schooling.
 
1.2 Modeling Framework 
The modeling technique used for estimating the return to schooling as a random coefficient was the hie- 
rarchical linear Model (HLM) by Raudenbush and Bryk, (2002). The multilevel characteristic of HLM 
captured the inherently hierarchical nature of the family-twins dataset (i.e. individuals/twins observations 
(level 1) nested within families (level 2)). The mean effect of education on earnings and the variance in 
returns around this mean were represented as fixed and random effects respectively. Observable diffe- 
rences in returns across individuals were controlled by the influence of siblings and family background 
characteristics (e.g. parental education) on earnings. Family-specific random returns were also estimated 
as deviations around the sample average return to schooling. An individual-specific random intercept 
was also introduced to control the unobserved heterogeneity which is usually interpreted as the return to 
an individual’s innate ability or skill. The proportion of the total variation in earnings that lies “between” 
individuals in terms of an intra-class correlation (ICC or ρ) was also calculated to describe how strongly 
twins in the same family resemble each other. 

As a first step in the HLM analysis of the returns to schooling, the ICC was determined using 
the unconditional or null model. The null model (contains no explanatory variables) expresses 
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the individual-level earnings Yij for the ith sibling/twin in the jth family (i = 1, 2; j = 1, 2, k) by combining 
two linked models: one at the individual level (level 1) and another at the family level (level 2) as:

Level-1 (sibling/twins-level) model is:

                        , where 
                         

.                           � (1.1)

Level-2 (family-level) model is:

                         , where
                           

.           � (1.2)

The level-1 and level-2 equations are combined into a single model equation and represented as:

                                , where                           ,                         ,� (1.3)

                                         ,                              , 			    

where Yij refers to earnings for the ith sibling/twin in the jth family, β0 is the overall mean, μ0j is the ran-
dom effect for the jth family and eij is an individual-specific random error component with  population 
variance σ 2e . The intra-class correlation ρ is then specified as:

                        ,                     � (2)

where σ 2μ  0 captures the variance in annual earnings that is due to differences between families while 
the σ 2e  captures the variance in annual earnings within families.

Secondly, a two-level hierarchical linear model which involves the estimation of fixed effects, random 
returns to schooling coefficients, the variance components and individual and family variables to explain 
differences in returns to schooling across individuals can be written as:

Level 1:

                                            , where                         ,        � (3.1)

Level 2:

                                             ,      � (3.2)

                                           ,                        � (3.3)

where (γ00 and γ10)  are the intercepts or overall means for (β0j 
and β1j ) from the second-level models, 

(γ01 and γ11) are the regression coefficients (slopes) from the second-level models, (μ0j and μ1j) are 
the random effects or residuals for (β0j 

and β1j), X and Z are matrices containing explanatory variables.   
X represents an explanatory variable for individual (twin) i nested in level 2 (family) unit j, and Z repre-
sents an explanatory variable for level 2 (family) unit j.

Substituting Equations (3.2) and (3.3) into Equation (3.1) gives the combined model as: 

                                                                                              ,   � (3.4)
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where                          and                                                 = T,

where                         ,                         and                                 .

Yij is a function of the mean intercept (γ00), the regression coefficient or mean slope (γ10) for the first 
explanatory variable (e.g., education) at level 1, plus two random parameters (variation of the intercepts 
(μ0j) and variation of the slopes (μ1j) and the residual variation (eij). Xij and Zj are matrices containing in-
dividual and family level variables (e.g., education, age, marital status, parental education, etc.). 

In the two-level HLM, the (γʹs) are the fixed effects parameter estimates that are assumed to be con-
stant across individuals from Equations (3.2) and (3.3), β0j 

and β1j are the random effects parameter es-
timates that vary across individuals from Equation (3.1). (eij) is the variance of the first-level residuals 
from Equation (3.1) and (μ0j and μ1j) are the variances of the second-level residuals.

The variance around the mean returns to schooling is decomposed into three components as:

                                  =                            ,                              ,                             ,

where μ0j 
is family heterogeneity (i.e., variance component common to all siblings in family j), 

μ1j is individual or sibling heterogeneity (i.e., variance component unique to individual i in family j) and 
eij represents residual error due to measurement errors and other transient errors which are associated 
with earnings and age-related earnings differences.

1.3 Parameter Estimation
The two-level hierarchical model involves the estimation of three types of parameters, namely the fixed 
effects, random effects or random coefficients and the variance-covariance components. The restricted 
maximum likelihood (REML) estimator (Patterson and Thompson, 1971) was used to estimate the para- 
meters. With the REML method only the variance components are included in the likelihood function 
and the regression coefficients are estimated in a second estimation step. The fixed effects are represented 
by (γ00, γ01, γ10 and γ11) in Equation (3.4) and were estimated by the generalized Least Squares (GLS), 
Laird and Ware, (1982) given variance-covariance estimates calculated by the REML method (Rauden-
bush, Bryk, Cheong and Congdon, 2001, p.7). The random coefficients are represented by (β0j 

and β1j) in 
Equations (3.2) and (3.3) and were estimated by the empirical Bayes approach or the best linear unbiased 
prediction (BLUP) method. The variance-covariance components were estimated by REML method 
and they include (1) the covariance between level-2 error terms (i.e., cov(μ0j, μ1j = τ01), (2) the variance 
in the level-1 error term (i.e.,var(eij) = σ 2e ) and (3) the variance in the level-2 error terms (i.e., var(μ0j, μ1j) 
= τ00 and τ11, respectively). The three parameters in the HLM were estimated using the Statistical Analysis 
System (SAS) model notation of the two-level HLM in Equation (3.4) specified as follows:

                                           ,	 j=1, 2,J,� (4)

where Aj = XjZj, Aj and Xj, and are known design matrices, Zj is the level 2 covariate, γ is a vector of fixed 
effects, μj is a vector of random effects and ej is a vector of random errors. The random effects and the 
random errors are normally distributed with:
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The fixed effects (γ’s) were estimated using the GLS. The GLS estimator which provides weighted es-
timates of the second-level regression coefficients can be written as: 

                                          , where                                          .� (5.1)

The variance of    is given as:

                                   .� (5.2)

The random effects (μ ’s) were estimated using shrinkage estimators, namely the empirical Bayes 
method or the best linear unbiased prediction (BLUP) according to the equation below:

                                     .� (5.3)

The variance-covariance components (σ 2e  , τ00  τ01 and τ11) were estimated using the restricted maxi-
mum likelihood (REML) method. REML estimates of the variance-covariance components (G and R) 
were calculated by maximizing the REML log-likelihood function:

                                                                                                                                                 ,� (6)

where:                                                and                       .

The maximization was carried out using a ridge-stabilized Newton-Raphson algorithm (Lindstrom 
and Bates, 1988). Tests of hypotheses about the fixed and random effects and the variance-covariance 
components were carried out using an approximate t-statistics, Wald Z test and chi-square statistics 
(Polit, 1996; Agresti, 1990; Verbeke and Molenbergs, 2000). Statistical analyses were conducted using 
SAS Version 9.1.3 PROC MIXED with REML option.

2 RESULTS
Overall, female twins slightly outnumbered male twins by about 2.4% (Table 1). MZ twins earned more 
on average than DZ twins and fathers acquired more education than mothers (Table 2). 
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Table 1  Total Number of Monozygotic (MZ) and Dizygotic (DZ) Twin Respondents in the Three Survey Areas

Source: GTS authors’ calculation

Area
MZ DZ

Total
Male Female Male Female

Kumasi 42 36 60 64 202

Takoradi 4 2 4 6 16

Accra 8 14 4 6 32

Total 54 52 68 76 250
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2.1 The null model or unconditional model
Table 3 represents the parameter estimates and standard errors for the null model of Equation (1.3). 
Results of this model reveal that the fixed effects intercept terms are approximately 7.18, 7.37 and 7.05  
for pooled, MZ and DZ twins, respectively. The variance of the twins-level residual errors denoted 
by σ 2e  is estimated as 0.1544. Likewise, the variance of the family-level residual effect denoted by σ 2μ   
is estimated as 0.5714. All the parameter estimates are positive and the Wald Z-test indicates that they are 
also significant. The proportion of variance (i.e., the intra-class correlation coefficient (ICC)) in annual 
earnings that occurs between families for the pooled sample of twins is calculated as p = 0.5714/(0.5714 + 
0.1544) = 0.787. This estimate which is very high tells us that about 80% of the total variation in earnings 
of twins can be accounted for by family background effect. Moreover, the ICC estimates (0.88 and 0.70) 
for MZ and DZ twins respectively (Table 3) indicate that about 12% and 30% of the variances in the two 
models are attributable to individual traits of MZ twins and DZ twins, respectively. These estimates show 
the extent to which observations are related within each family and therefore suggest that MZ twins are 
more closely genetically related than DZ twins. Overall, the correlations describe the proportion of variance 
associated with differences between families and indicate that family background effects contribute 
a sizable percentage of the variation in the returns to schooling for twins than individual effects. 

Furthermore, the results of the ICC (which are greater than 10% of the total variance in the model) 
indicate that the HLM is an appropriate model for the estimation of the regression relationship that varies 
by family using multiple level data (siblings/twins nested within families, Table 3). The residual variance 
for all three samples are significant (p<0.01) and therefore supports the alternative hypothesis that aver-
age annual earnings may vary across individuals or twins with the same level of schooling. 

Table 2  Descriptive Statistics – Means and Standard Errors

Note: Standard errors in parentheses below means.
Source: GTS authors’ calculation

Variable Pooled sample Monozygotic twins Dizygotic twins

Own education (years)
12.576 14.009 11.521

(0.343) (0.535) (0.427)

Co-twins education (years)
12.692 13.840 11.847

(0.345) (0.550) (0.429)

Male (proportion)
0.488 0.509 0.472

(0.032 (0.049) (0.042)

Age (years)
32.816 31.887 33.500

(0.649) (0.905) (0.907)

Married (proportion)
0.432 0.321 0.514

(0.031) (0.046) (0.042)

Mother’s education
5.776 6.189 5.472

(0.408) (0.638) (0.530)

Father’s education
8.288 9.557 7.354

(0.462) (0.723) (0.591)

Log of annual income
GH¢7.184 GH¢7.368 GH¢7.049

(0.054) (0.084) (0.068)

Sample size 250 106 144
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The results of a second model which includes some demographic characteristics such as number of 
years spent schooling, age, gender, marital status, father’s education and mother’s education as explana-
tory variables are presented in Table 4. Average annual earnings (5.68, 5.02 and 5.88) for the pooled, 
MZ and DZ twins’ samples respectively, are highly significant (p<0.01), suggesting that the effects of 
education on earnings vary from one family to another and among individuals. The findings also indi-
cate that data used is dominated by a hierarchical structure, which may affect both the intercepts and the 
slopes (returns to education) of earnings functions. The results further indicate that expected earnings 
for the three data sets were similar irrespective of the type of model (null or random coefficient) used. 
However, the expected earnings of the different groups were higher for the null model compared to the 
second model. Apparently, accounting for the variation in sibling earnings by including demographic 
variables decreases expected earnings (intercepts) by about 1.5 and 1.2 points for MZ and DZ twins 
respectively when compared to the expected earnings of the null model which did not have any covari-
ates. This suggests that demographic characteristics explain a proportion of the variation in annual ear- 
nings. The effect of an additional year spent schooling on individual earnings ranged from 7% to 9% for 
the three data samples (Table 4) and it differed significantly from zero (i.e., p<0.01). Returns to schooling 
estimates for MZ twins were lower than that of both the pooled and DZ twins. This may indicate the exis-
tence of some upward bias for MZ twins REML estimates due to omitted unobserved characteristics and 
also confirms the fact that failure to take account of unobserved heterogeneity leads to biased estimates 
on the returns to schooling. It may also suggest that high-ability MZ twins find it easier to acquire more 
education. Father’s education significantly (p<0.05) affected REML returns to schooling for MZ twins, 
whiles mother’s education had a significant impact on  REML returns to schooling for DZ twins. The re-
turns to schooling estimates (Pooled = –0.15, MZ = –0.10 and DZ = –0.16) for gender measured by the 
dummy male were negative for all three samples and significant at the 5% level for the pooled and DZ 
twins’ samples. This inverse relationship implies negative average returns to education for male twins and 
suggests that an additional year of schooling has a higher pay-off for females than for males. This means 
that while females have lower wage levels than men, they have higher average returns to education. The 
effect of age on earnings for every additional life year was significant (p<0.05) for MZ twins but insignifi-
cant (p>0.05) for DZ twins. This finding may be associated with age being a better proxy for actual work  

Table 3  Results from the Null Hierarchical Linear Model (HLM)

Note: * = p < .05, ** = p < .01. Standard errors in parentheses below means.
Source: GTS authors’ calculation

Fixed Effects Pooled MZ twins DZ twins

Family intercept, γ00 

7.1846** 7.3686**      7.0492**

(0.0720) (0.1158) (0.0889)

Random Effects  Variance components

Family mean, τ00 
0.5714** 0.6639** 0.4687**

(0.0830) (0.1396) (0.0969)

Residual effect, σ2
ε

0.1544** 0.0925** 0.2000**

(0.0195) (0.0180) (0.0333)

ICC, ρ 0.7873 0.8777 0.7009

Model Fit

–2 Res log likelihood 510.9 194.7 304.1

AICc 514.9 198.7 308.1

N 250 106 144
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experience for MZ twins than it is for DZ twins. Moreover, the MZ twins sample are on average younger 
than the DZ twins and therefore a decline in earnings could come about at older ages. The effect of the 
proportion of those who are married on earnings was negative and not significant (p>0.05) for all three 
data samples, indicating that being married does not guarantee an individual an increase in earnings.

2.2 Variation around the mean returns to schooling
Comparison of the variance components corresponding to the random intercepts (family-level variance) 
between the null and second models (Tables 3 and 4) shows that family-level variance components for 
MZ twins decreased by 70% in the second model (Table 4). This indicates that individual and family 
characteristics explain a larger portion of the differences in the returns to schooling for MZ twins and 
that an earnings-education model that does not take into account these characteristics may overestimate 
the returns to schooling. Although, the family level variance for MZ twins in the second model is not 
significantly different from zero (p>0.05), the variance around the mean returns to schooling is, how-
ever, significant (p<0.05), Table 4. 

Table 4  Results of the Hierarchical linear Model (HLM) including Covariates

Note: * = p < .05, *** = p < .001. Standard errors in parentheses below means.
Source: GTS authors’ calculation

Fixed Effects Pooled MZ twins DZ twins

Family intercept, γ00 

5.6777**      5.0160**      5.8847**

(0.2372) (0.2999) (0.3070)

Schooling (years) slope, γ10

0.0878**    0.06801**     0.0886**

 (0.0113) (0.0173) (0.0133)

Age (years)
0.0141* 0.0399** 0.0085

(0.0061) (0.0084) (0.0076)

Gender
–0.1488**     –0.1022 –0.1643**

(0.0570) (0.1315) (0.0587)

Married
–0.0038 –0.0286 –0.0024

(0.0896) (0.1368) (0.1034)

Father’s schooling (years)
0.0061 0.0323**     –0.02051

(0.0112) (0.0111) (0.0169)

Mother’s schooling (years)
0.0137 –0.0093 0.0430*

(0.0130) (0.0132) (0.0191)

Random Effects  Variance Components

Family variance, τ00 0.7652**      0.1835 0.9521**

(0.2105) (0.2632) (0.2884)

Schooling slope, τ11 0.0031** 0.0031* 0.0028**

(0.0012) (0.0019) (0.0011)

Residual effect, σ2
ε 0.07456**     0.0827**    0.0698**

(0.0102)  (0.0163) (0.0135)

Model Fit

–2 Res log likelihood 398.1 164.8 242.0

AICc 406.1 172.8 250.0

N 250 106 144
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The variance components for the returns to schooling coefficient in the second model is denoted 
by τ11 and estimated as 0.0031 and 0.0028 with standard errors of 0.0019 and 0.0011 for the MZ and 
DZ twins’ respectively (Table 4). These variances are higher than their standard errors suggesting that 
the second model picks up most of the variance in the returns to schooling that exist across families, 
though this variation is still significant (p<0.05). The significant variances of the regression slopes for 
the MZ and DZ twins data imply that returns to schooling varies across families and the values of 0.07 
and 0.09 are just the expected returns across families (Table 4). This indicates that there could be some  
level of unobserved differences between MZ twins which may be attributed to individual characte- 
ristics. Similar random coefficient variance estimates are also associated with the returns to schooling 
for the pooled and DZ twins datasets and are significantly different from zero (p<0.05) using the Wald 
Z-test. This shows that the returns to schooling for these twins differ more than one could reasonably 
attribute to chance. REML returns to schooling results from Table 4 show significant (p<0.05) variation 
in the estimated intercepts and slope coefficients and therefore suggest that there exists heterogeneity 
in the returns to schooling. Since the random effects for the MZ and DZ twins are assumed to follow 
a normal distribution, about 67% of the returns to schooling regression coefficients for the MZ twins 
are expected to lie between an interval of (0.0123 and 0.1237) and about 95% are predicted to lie be-
tween (0.0411 and 0.1771). Similarly, about 67% of the returns to schooling regression coefficients for 
DZ twins are expected to lie between (0.0357 and 0.1415) and about 95% are predicted to lie between 
(–0.0151 and 0.1923). Thus, a return to schooling corresponding to the lower interval would indicate 
that if an employee is a DZ twin, annual family earnings is decreased by approximately 1.5% when com-
pared with returns to schooling for non-DZ twins. Likewise the returns to schooling that corresponds  
to the upper limit of the interval would mean that annual family earnings for a DZ twin employee 
increased by 19% when compared with returns to schooling for non-DZ twins. A returns to schooling cor-
responding to the lower interval would indicate that if an employee is a MZ twin, annual family earnings 
are decreased by less than 5% when compared with returns to schooling for non-MZ twins. Likewise 
the returns to schooling that correspond to the upper limit of the interval would mean that annual 
family earnings for a MZ twin employee increased by 18% when compared with returns to schooling for 
non-MZ twins. 

Furthermore, the Wald-Z test pointed out that the residual components which measured the varia-
tion not accounted for in the hierarchical linear models for both MZ and DZ twins in the null and 
second models were statistically significant (p<0.05). Interestingly, the residual variance associated with 
the returns to years of schooling for MZ twins in the second model decreased by about 11% whiles that 
of DZ twins decreased by about 65% (Table 4) when compared to the null model residual variances. This 
suggests that there is still some unobserved variation in returns to schooling for both MZ and DZ twins 
which could be attributable to measurement error in reported schooling levels and possible individual 
differences in inherent ability, among other reasons. Additionally, the significant REML residual varia-
tion is essentially due to the randomness of observed rates of returns to schooling and is an indication 
that returns to additional schooling varies randomly across individuals due to factors unknown to both 
the researcher and the individual at the time of their decisions. 

According to the smaller-is-better rule for the information criteria, Model 2 has a smaller (AICc) (406.1) 
and a lower Restricted log likelihood (–2RLL) (398.1) compared to (AICc – 514.9) and (–2RLL – 510.9) 
of the null model and is therefore considered the best model. The probability chi-square of the difference 
in the log likelihood test of the models for the MZ, DZ and Pooled data sets, revealed that there were sig-
nificant (p<0.01) differences between the null and the second model with explanatory variables (Table 5). 
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 3 DISCUSSION
Returns to schooling have been estimated as fixed coefficients using OLS methods in a number 
of labor economics studies. However, the OLS estimates may be inconsistent and biased when the returns 
to schooling vary across individuals as a result of observable factors as well as unobservable factors. Card, 
(1995) observed in a number of studies that different individuals acquire different returns to schooling 
and the same individual’s returns to schooling vary with the level and type of schooling. In such situa-
tions the assumptions of non-varying slopes and intercepts, and uncorrelated residuals in standard OLS 
estimates are violated. Maximum likelihood estimators address the violation of the assumption of fixed 
coefficients by permitting intercepts and slopes to vary from one group to another. Moreover, in real life 
situations data collected are mostly of a hierarchical nature and statistical measures must be taken to ex-
ploit the opportunities offered by multilevel data structures.  In order to obtain efficient and consistent 
estimates of the returns to schooling for a set of fully employed MZ and DZ twins, we used the REML 
estimation procedure in a hierarchical linear model to estimate the returns to schooling. Three types 
of parameters, namely the fixed effects, random effects and the variance-covariance components were 
estimated. REML estimated an unbiased variance around the mean returns to schooling parameters by 
accounting for the degrees of freedom lost by the estimation of the mean returns to schooling.

The estimated rates of return to schooling for the pooled, MZ and DZ twins ranged between 7% and 
9%. These rates of returns to schooling are comparable to that of Conneely and Uusitalo (1999) who 
estimated a random coefficient model using Finish data that allowed for endogenous schooling and ability 
bias with an estimated maximum likelihood mean return to schooling of 6%.  Similarly, the REML 
returns to schooling estimates of Sadeq (2014) using a hierarchical linear model varied between 7.8% and 
8.4%. Moreover, Ashenfelter and Krueger (1994) found a higher restricted maximum likelihood estimate 
(16%) of the returns to schooling. Altogether, these results provide consistent and efficient estimates 
of the returns to schooling across individuals. The positive and somewhat large returns to schooling 
in the hierarchical linear model also indicate the importance of accounting for unmeasured ability and 
motivational factors that affect the returns to schooling. 

Interestingly, MZ twins’ earnings were significantly affected by fathers’ education whiles mothers’ 
education significantly influenced DZ twins’ earnings. Thus, MZ twins’ had better educated fathers who 
increased their children’s education through transmission of innate ability, whereas DZ twins’ had bet-
ter educated mothers who raised their children’s education by enhancing the “family learning environ-
ment.” The effect of family background characteristics, i.e., parental education on returns to education 
is an important topic in the economics literature (Griliches, 1979). Part of this importance stems from  
the strong correlation between the educational attainment of parents and children, which may contribute 
to the transmission of socioeconomic status and inequality across generations. Parental education was 
found to positively and significantly affect the earnings of both MZ and DZ twins. Similarly, Anger and 
Schnitzlein (2013) concluded that family background variables play an important role in generating  
variation in the return to schooling. However, using twins data, Ashenfelter and Rouse (1998) are 

Table 5  Testing the significance of 2 Hierarchical linear Models for MZ and DZ Twins

Source: GTS authors’ calculation

Item Difference in Log likelihood 
(–2LL) Difference in df p>chi-square

MZ – Model 1&2 29.9 2 3.21586E-07

DZ – Model 1&2 62.1 2 3.27459E-14

Pooled – Model 1&2 112.8 2 3.20473E-25



2017

115

97 (1)STATISTIKA

of the view that the effects of family background (and ability) on returns are small. Altonji and 
Dunn (1996) also measured the effects of family background on the returns to schooling and found 
a positive though small effect of family background on returns in their preferred fixed effects speci- 
fication. 

Observed rates of returns to education may vary across individuals within the same educational 
group because of risk and unobserved heterogeneity. This study therefore added individual and family 
factors to the HLM to account for some of the variation in returns to schooling. The variance around 
the mean returns to schooling was decomposed into family heterogeneity, individual heterogeneity and 
risk. Significant (p<0.05) individual differences in the variance around the mean returns to schooling 
were observed for both MZ and DZ twins. However, in contrast to DZ twins, there were no significant 
unobservable family differences around the mean returns for MZ twins. This confirms the fact that MZ 
twins have similar ability and similar family background. This is consistent with findings by Ashenfelter 
and Krueger (1994) and Yew (2000) who did not find any statistically significant (i.e., p<0.05) sources 
of heterogeneity in the returns to schooling for MZ twins. These MZ twins’ results suggest that indivi- 
duals from higher ability families receive a lower marginal benefit from their human capital investment.  
On the contrary, significant family heterogeneity for DZ twins indicate that able individuals may attain 
more schooling because of higher marginal benefits to each additional year of education. Similarly, Bing-
ley et al. (2005) exploited panel data using mixed model to show that there were significant variances to 
the returns to schooling estimates and found that individual variance in returns is smaller for MZ twins 
than for DZ twins. Correspondingly, Chen (2002) used US panel data (NLSY) to separate the variation 
in the returns to college into heterogeneity and risk components, and found that almost all the variation 
in returns is accounted for by the heterogeneity component. 

Investing in education is always associated with some amount of risk (Hartog, 2011). This risk is the 
variation in the returns to education due to factors unobserved by the individual. The residual variance 
estimate which represents individual earnings risk was about 8% for MZ twins and 7% for DZ twins. 
These estimates are in line with some of the existing literature. Koop and Tobias (2004) apply the model 
to the NLSY and find a mean return of 12% with a dispersion of 7%. Chen (2002) also finds that the dis-
persion in returns to a US college education is 7%. Thus, the risk is quite large, even though we have al-
lowed for differences by observable characteristics and it implies that a large number of the twins data set 
show very low returns to education. Interestingly, the residual variance for both MZ and DZ twins were 
statistically significant suggesting that the earnings risk associated with an additional year of schooling 
is important and therefore needs policy interventions. This earnings risk may result from lack of know- 
ledge about individual ability and unanticipated changes in market conditions.

CONCLUSION
In this paper we have examined the restricted maximum likelihood (REML) estimation of a random 
coefficient model for earnings and its potential to provide unbiased returns to schooling regression coef-
ficients. Results from our statistical and econometric analysis show that the mean return to schooling in 
the three selected cities in Ghana is between 7% and 9% which is comparable with worldwide estimates. 
Using the REML approach, the study also observed that there were significant variations around the mean  
returns to schooling across individuals which may partly be due to unobservable differences in indivi- 
dual ability and family background characteristics. The study further observed that family background  
characteristics (i.e. parental education) positively and significantly affect the earnings of both MZ and 
DZ twins. This is an indication that family background characteristics may play an important role in the 
relationship between earnings and schooling for genetically identical and similar twins. Consequently,  
the REML approach provides a robust alternative to the ordinary least squares method when returns 
to schooling vary across individuals and when data used is hierarchically structured. REML approach  
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to the estimation of the returns to schooling offers a measure of the true effect of schooling on earnings  
which has important implications for policy formulation and decision making within the education 
sector especially for developing countries. 
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