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encouraging and stimulating environment in whiclytipresent results of their research to
the scientific community. TRANSCOM has been orgedisegularly every other year since
1995. Between 160 and 400 young researchers apdtists participate regularly in the
event. The conference is organised for postgraditatients and young research workers up
to the age of 35 and their tutors. Young workeesexpected to present the results they had
achieved.

The conference is organised by the University difhZi It is the university with about
13 000 graduate and postgraduate students. Thersitivoffers Bachelor, Master and PhD
programmes in the fields of transport, telecommatiins, forensic engineering,
management operations, information systems, in argchl, civil, electrical, special
engineering and in social sciences.
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Residential Services, Comprehensive Network Architecture
and Devicesfor Home Networking

"Bohumil Adamec, Vladimir Hottmar
"University of Zilina, Faculty of Electrical Enginexeg, Department of Telecommunications and
Multimedia, Univerzitna 8215/1, 01026 Zilina, Sldie,
{Bohumil.Adamec, Vladimir.Hottmar}@fel.uniza.sk

Abstract. This paper describes the reference network aathite, where the main residential services
are identified. It reveals the home reference &echire and places the home network into an erahtb-
network architecture. This paper also presentitiiee access gateway role and reviews some hardware
architectures.

Keywords: Multimedia services, interactive services, enao- network architecture, home gateway,
residential gateway, home networking.

1. Introduction

Connecting each house to broadband access netwepkssents a great opportunity to
offer added-value services and broadband Interrestess to residential users. The
provisioning of broadband networking services teidential users requires a comprehensive
broadband end-to-end digital network infrastructspeead from the service provider to the
customer premises. This paper describes the refeneetwork architecture and discusses the
modern multimedia services.

The major obstacle in the home-network area isisbéation of residential in-home
networks. The requirement for interoperability beém isolated home network and
interworking between different home appliances cwdrome-network structure, along with
the demand for high-speed Internet access, gedetlideneed for a new device, the home
access gateway. This paper presents the home ayatessy role and reviews some hardware
architectures.

2. Residential Services

A grouping of future home services is shown in fegul. It consist of home
communications, automation, security, small offfeame office (SOHO) and entertainment
services [1; 2; 3].

2.1. Communication Services

Evolution of today’s narrowband communication seegi is expected to be among the
first service segments to develop. Future commtioicaservices will include applications
like shared Internet access from multiple home B@$ value-added voice services, such as
voice over IP (VolP), videophone and so on.
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Fig. 1. Future home services.

2.2. Automation Services

Remote and unified control of smart, network-endbt®nsumer-electronic devices and
appliances will be a key service for future homémoeks. Modern future home automation
services provide the ability to connect to your lkometwork remotely and control your home
devices.

2.3. Security Services

The convergence of security systems with home andsa networks, along with modern
monitoring and sensing devices represents a newatnpotential. Subscribers will be able to
monitor their homes remotely via Internet browsersmobile PDA, or receive automatic
e-mail if something happens.

2.4. Small Office and Home Office Services (SOHO)

The number of telecommuters working from smallee§ and home offices is increasing
rapidly. To work efficiently from home, telecommrgemust establish a SOHO network,
access the corporate Intranet properly and secuaatg establish cost-effective voice
communications.

2.5. Entertainment Services

Key service for home entertainment segment is viatedemand (VoD) and services that
include video streaming such as multiplayer netwgaknes.

3. Comprehensive Network Architecture

The provisioning of broadband networking servicegluding emerging, interactive,
streaming multimedia services to residential usecglires a comprehensive broadband digital
network infrastructure spread from the service jewto the customer premises [2; 4]. The
architecture is organized into three segments:

= The content or service provider segment.
= The central office.
= The home network.

12



3.1. TheContent or Service Provider Segment

The content or service provider segment is respémdior preparing, storing, and
manipulating the multimedia content. Videos areene®d mainly in analog format from
various sources (for example satellite connecti@msjog wireline or wireless broadcasting
networks, or cable TV networks). Analog streamscameverted to digital MPEG format via
MPEG real-time video encoders (RTE). Subsequenthg digital video streams are
multiplexed over Internet Protocol via multiplex"lUX) and distributed over the core
network. A service manager host synchronizes th#eovi encoding, multiplexing and
distribution process.

3.2. TheCentral Office

The multimedia content is distributed over the coeéwvork to the central office. At the
central office are considered various servers:
= Avideo cache server for temporal caching of thetpopular films.
= A session and resource manager server, respoiisibéetting sessions and allocating
the required network resources.
= A billing system server, that provides billing infioation.

3.3. The home network

Finally, at the user side, customer premises eqelipnis required to decode and
decompress the digital signal and handle upstreamanications. Digital set-top boxes
coupled with TV screens or multimedia PCs are etqubto be appropriate customer premises
equipments. The point of connection between theehneiwork and the access network is the
digital residential gateway.

Content provider

@7 Central office
3,

Service
§ manager | @ @
@ Video @ Billing
@ caching
Session/resource
~ = manager Home network
Broadcasting video
Analog TV network

network

Gigabit
switch/router
with QoS

@7

Services
manager

)

RTE MUX

Camera

Analog video
database

PSTN/ISDN
network

Server film encoder

Fig. 2. Comprehensive network architecture.
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4. Residential Gateway

Digital home gateway is compact and scalable platfthat aggregates multiple services
(voice, data, and Internet) and interconnectionicgebetween the access and in-home
networks providing network termination, device nojgerability, and service delivery [5].
Home gateway may be a key element in the deploywiehtoadband services to residential
users. This chapter presents two approaches toottne gateway hardware architecture — one
modular and the other compact.

4.1. Modular Hardware Architecture

The modular architecture, shown in figure 3, tasgee small offices and home offices
and the small-business market.

peripheral feature cards (FC) peripheral feature cards (FC)

Optical Ethemet FC ' Ethernet router FC
FTTHFC controller I IEEE 1394 FC

,{ IEEE 802.11b FC i
Cable modem FC .L >< [ ATMF25FC '

3 i
:: | TS Firewie
/ ™ aan
MMDS/LMDS FC PSTN/PBX FC e by :LN S
switching unit P ol
't
ISON FC. —— Home avomaton ‘ W =
I I I 10/100Base-T // s i

: -um:s

xDSL FC

AN 7

I

USB IrDA RS232

Fig. 3. Modular hardware architecture.

It consists of a switching backplane, which intemoects various peripheral feature
cards. Each feature card provides two-way commtinitdbetween network devices and is
responsible for physical layer transmission andtrobnanalog-to-digital signal conversions
and vice versa, protocol translations, and dataneonications with the backplane in a
common data format. The backplane provides adewitehing capacity to support most
existing or forthcoming indoor and access interfack controller feature card provides the
overall supervision and control. It controls theitsthing unit, coordinates the signaling
communications between the feature cards and pFeviior a single point of home gateway
management. Finally, a number of narrowband intesa(such as USB, Bluetooth) and
input/output interfaces (such as LCD display, céssiiR/RF remote control) may be directly
attached either to the backplane or to the comtrolThe design philosophy behind the
modular architecture is to create an expandableehgateway that can accommodate any
viable interface or protocol. Whether, the feattaed is simple or quite complex, the modular
home gateway is able to support it. Moreover any, amerging or evolutionary interface can
be introduced on-demand, according to user needsrueice provider offerings [2]. Although
the modular design is a very flexible and expanglatblmay lead to a quite expensive and
complex multiprocessor system.

4.2. Compact Hardware Architecture

As an alternative, compact home gateway architedtushown in figure 4. The compact
home gateway targets only the residential-user etaf®. In the compact home gateway
version, a set of modules and interfaces is corsiimandatory or default. This set includes
the RAM and flash memories, some standard intesfaoeh as USB, Ethernet and at least one
access interface. Vendor differentiation will mgible based on the processor speed, system

14



functionality, selection of the additional

interfaces.

USB IrDA RS232 A\
processor [ interface
IEEE 802.11b
RAM interface

I

2 |IEEE 1394
a ;
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8 xDSL
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S MMDS/LMDS
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Fig. 4. Compact hardware architecture.
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Of course, the compact residential gateways a® theodular and scalable; however,
they are also cheaper and this is a very impoftator in the consumer-electronics area. The

compact architecture is shown in figure 4.
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Radio Map Framework for GSM Positioning
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Abstract. This paper introduces radio map framework for ttoeaof GSM (Global System for Mobile
communications) network radio maps. These radiosrae structured in the way that they can be
utilized later on as a data source for fingerpnigtbased localization methods. Attributes of
fingerprinting localization method as well as pautar radio signal parameters are explained. The
framework handles data measurement, data transfedata visualization scenarios. Data are basically
various radio signal parameters coupled with pmsitioordinates. These data make up a databaséd) whic
allows centralized storage and opens a path tdceeoviented localization architecture in the fetur
Visualization provides means to verify radio mapldy, distribution and density in perceptible amskr
friendly way as well as means to present and pulsichieved results. Entire system is aimed to pevi
usability by multiple users and further optimizatioCentralization allows easy implementation of
changes and system maintenance at one place.

Keywords: Localization, fingerprinting, radio map, GSM, reaa signal strength.

1. Introduction

There was undoubtedly great progress made in tha af localization systems and
services over last few years and current marketigggs numerous navigation and localization
devices. Location based services attract more sbbss every year (see [4]) and have great
potential. However, there are also drawbacks af tichnological advance. Growing number
of standards, technical recommendations and resaxicaustion (e.g. radio wave frequency
spectrum) reduces possibilities for developmemtest and independent technologies.

This work is aimed to show solution that uses @égstechnologies and algorithms and
combines them inteadio map framework for localization in GSM network. The framework
is basically a set of measurement algorithms, conication interfaces and database of
various signal parameters usable by fingerprintmgthod to provide localization itself.
Fingerprinting method is briefly described in cteapl.1 below. Framework architecture is
described in Chapter 2.

1.1. Fingerprinting

There are many ways to determine position of madig¢ion within cellular network, for
instance cell identification, angle of arrival, #nof arrival, received signal level or their
mutual combinations [3]. But all of these suffeorfr inaccuracy caused by estimation of
distance between Mobile Station (MS) and Base Stat{8Ss) influenced by radio channel
effects such as multipath propagation or delayapre

The fingerprinting method even benefits from afoeationed radio channel properties.
It is based on unique “fingerprints” of radio sigm@operties measured at certain spots.
Accuracy of the method in radio networks is acamgdio [1] and [2] determined by two
factors. Firstly, signal properties vary very muatirelatively small area. For instance, in few
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meters range, signal from a BS can attenuate, lobe eplaced with stronger one. Secondly,
these signals are relatively constant in timelltvwes data gathering and their use in future.
These fingerprints form the radio map shown in Eignd described below.

A disadvantage of the method is sensitivity for ismmment changes — movement of
pedestrians and cars, construction and demolitfolbbuddings or weather conditions — they
altogether affect signal properties. It is necessarupdate the map, but basically, buildings
and walls affect the signal most of all and themefapdate is not needed very often.

Fingerprinting method consists of two steps. Astfiradio map for particular area is
created. It is basically a database of spots withwi position (coordinates) coupled with
various signal properties, e.g. received signall@@xLev), signal angles or propagation time.
This step is calledffline phase. The offline phase is to be facilitated hg tadio map
framework presented in this paper.

1P
g
10—

3 - . Signai vecior at
spot number N

[ ] |
%]
=
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Fig. 1. Radio map for fingerprinting using RxLev.
After the radio map is created, second phase cké pdace. MS measures signal

properties at unknown spot. Then the radio mapasched to find a best match from existing
spots. This step is callexhline phase. The online phase is not part of this paper.

2. Radio map framework architecture

The radio map framework consists of two parts -ggasubsystem and radio map itself.
Gauge subsystem is used to measure various signampters and transfer them to central
database. Radio map is actually the central datafradegathers all information needed for
fingerprinting online phase.

2.1. Gauge subsystem

Fig. 2 shows components that make up gauge subsyB& 1BS 2andBS_Min Fig. 2
represent GSM base transceiver stati@BS satelliterepresents Global Positioning System
(GPS) network utilized to read “precise” positiam fadio map spotssaugeis a device used
to measure GSM as well as GPS signals, interpegh tAnd transfer (upload) measurement
results tocommunication servefThe communication servethen callsradio mapdatabase
interfaces to append new results to database dachgtfied if there were any errors.

Measurements were performed using pocket computer iIPAQ hw6515d with
Microsoff® Windows CE 4.21 and Microsoft .NET Compact Framework 2.0 installed. This
device is able to measure GPS position as web asilize Subscriber Identity Module Toolkit
(SIM TK) to measure GSM signal parameters. Radio miambase is stored in Oracle®
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Express 10.0 database, which is free to use butlitmited capabilities. This allows data
access using standardized Structured Query Land$4je).

éé

Radio map database

GPS satellite

————Measure upload=——p- g

Gauge Communication
(pocket computer) server

Fig. 2. Gauge subsystem.

2.2. Radio map

Radio map consists of spots. Every spot represenist pn real world, where
measurement was performed. Tab. 1 shows a snifpahitiio map database.

Spots are uniquely identified bspot_id, which is its database identifier and is not
related to GSM or GPS network. Position of the sp@defined by their position coordinates,
which arelatitude (in degrees)longitude (in degrees) andltitude (in meters). As shown in
Tab. 1, columns with same spot_id have same pogsitordinates. There can be up to 7 GSM
signal measurements performed for every spot dépgnoh a number of available base
stations. There are 3 measurements for spot 288d 42 aneasurements for spots 28915 and
28916 shown in Tab. 1. Parameters measured from @&Work are:

= RxLev - received signal strength (in dBm) of BS under mesgs

= CI — cell identity, which is unique identifier of BS ®SM network. It is not always
available, therefore BCCH and BSIC are measured as well,

= BCCH - Broadcast Control Channel number,

= BSIC —Base Station Identification Code. Together with BCCltjuely identifies BS
in GSM network.

SPOT ID | 28914 28914 28914 28915 28915 28915 28915
RxLev -73 -67 -78 -79 -65 -73 -78

CID 20872 24343 24342 22401 39893 20872 24342
BCCH 3 13 8 10 20 3 8

BSIC 29 27 27 24 26 29 27

Latitude 49,20206 49,20206 | 49,20206 49,20204  49,20204 49402 49,20204
Longitude | 18,72063 18,72063 18,72063, 18,72065 18,72065 1685720 18,72065
Altitude 390 390 390 391 391 391 391

Tab. 1. Radio map database example from Zilina-Banova;a&ia, GSM operator Orange Slovensko.

3. Future works

Future works can be focused on radio map extrapalaivhich would allow estimation
of radio signal properties at unknown spots as aslcomprehensive visualization options.
This would also allow better accuracy in areasaafic map with weaker or missing signal
information.

The development of fingerprinting online phase congnt would enable radio map
framework to become usable service-oriented saidtio localization in GSM networks.
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For positioning in areas like buildings, where G$t§nal is not available in general,
extension of the framework could be proposed. luli@llow measuring signal parameters
without need of GPS signal. This would have allovirdbor and outdoor positioning using
only one device, if localization service had bemplemented.

4. Conclusion

Proposed solution shows combination of existinghnetogies to create robust
framework for further localization development. gtovides means to create radio map
database of any area covered by GSM signal witdapendency on certain mobile network
operator. By use of Oracle® Express database amdspamding SQL support, it gives a hand
to advanced data research.

The radio map framework data visualization, whishmade by web server and Google
Maps™ API, allows displaying of all spots from radio dbase at once as shown in Fig. 3 a).
Spots are shown as black dots. Besides, it allowlsing one BS and displaying all spots
where signal of this particular BS was availablstamvn in Fig. 3 b).

] .
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a) b)

Fig. 3. a) Radio map database with all spots; b) Radio aa#gbase filtered for BS with CID=4F81, BSIC=29 and
BCCH=15.
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Abstract. The economic insurance market seems to have atbteroclivity towards Internet,
e-business and e-commerce usage. The use of electmutions creates the conditions for winningvne
customers, increasing the loyalty of current cugimand in consequence allows to strengthen the
market position of a company. The article descrithes main e-business strategies as well as related
innovative distribution systems.

Keywords: E-business models, e-commerce, insurance market.

1. Introduction

Without any doubt the insurance sector is an esdezimponent of financial markets
and plays a very important role in almost everyamati economy. Many companies from the
insurance sector are functioning mostly in a tiadél way, which means that their customers
are reached mostly by their own offices and otheereal structures (e.g. insurance agents,
brokers and other dealers). But nowadays — dueetdantreasing liberalization process - the
insurance companies are forced to function on n@mré more competitive market and
subsequently they need to fight even harder far thstomers.

Such conditions cause, that insurance companiesyang to benefit from the use of a
relative new invention, which is Internet. The hmtet has an important part to play within the
new concepts of disaggregated value chains of “faatwrers” and “distributors”. The most
obvious applications apply to distribution with th&ernet acting as both - a distribution
channel and as an enabler for other more integmittdbution models. The Internet plays
also a significant role in other areas, such as datchange and customer services. In
consequence the new technology can enable companéger into the world of e-business.

(1]

Electronic Business, commonly referred to as "eBwssher "e-Business”, may be
defined broadly as any business process that reliean automated information system.
Today, this is mostly done with Web-based techniekd7]

Although e-business is relatively new, it is alnpadving a profound impact on business
strategy and operations. It is not limited to mgssa but instead it includes ways of helping
companies meet their goals, both in the marketpdaogell as in the back-office. Moreover e-
business can be used as well as in the stratedimahe operational dimension.

From one side companies believe that e-busineshielanthem serve their existing as
well as potential customers better, which is nowada key strategic goal. It's even more
important due to the fact, that many enterprise®yoare reorganizing to become centered
around customers. The new technology can helpadeige services “anywhere and anytime”.

(3]
On the other side the technology of e-businesH itsenabling companies to accomplish
new operational goals. Managing technology and iyuaf information remain key
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operational concerns for managers, and they seecegso streamlining and cost
control/efficiency as best ways to gain competitidwantage. [3]

2. Main e-commer ce strategies

In order to benefit from the use of Internet anblusiness, the companies have to adapt
also an appropriate e-commerce strategy. Obsernvaifoe-commerce utilization on the
insurance market shows that their business aets/¢ould be measured by:

= the way of e-commerce engagement. According toféltitor, one can divide insurance
companies:

o selling services only through electronic channels;

0 acting in traditional way and setting up separatganizational units
that are providing services with electronic chaameily;

o doing business in both, traditional and electroniay, within one
organization, with different grade of internal cdimiation of these
activities;

= the method of implementation of e-commerce valugedcchain. This allows to divide
companies to those which are:

0 concentrating only in selected segments of theevatided chain;

0 implementing e-commerce in the whole added-valaénch

Juxtaposition of the two, above mentioned, waysnefasuring business activities of
companies implementing e-commerce, allows to pouttfour basic e-commerce strategies.
The figure number 1 shows the four basic e-comms&tregegies pursued by the companies on

the insurance market.
Method of e-commmerce engagement
The hasis is the traditional The basis is the e-husiness
activities added-value chain activities added-walue chain

implementation of exclugive uge of e-cammerce
e-commerce in selected
added-value chain segments

Adaptation Migration

Range of e-commerce
added-value-chain
segments included

Multipiication Integration

traditional and electronic
channels functioning
independently

commerce value-added chain

Method of implementation of e-

integrated traditional and
electronic channels

internet channel

hetweenthe
traditional and

Level of coordination

Fig. 1. Basic strategies of e-commerce implementation.&oB. Birkhofer, E-Commerce als innovativer
Absatzkanal. Ein entscheidungsorientiertes MoéRelsch-Buch, Schesslitz 2001, p. 118.)

3. Basic e-business modelsin the insurance sector

As it was stated earlier in the article, the effeat e-business and e-commerce are the
subject of intense debate in the insurance induatilyough actual translation into solutions is
still in its infancy. Various e-business models araerging and compete with traditional
insurers. Newly established internet insurers arghe process of implementing the new
possibilities provided by technology and testingowative business models. [5]

Basically it looks that nowadays for companies thaht to use e-business technology
and operate on the insurance market there is gooperee different business models: [1]

= Independent elntermediary,
= Insurers’ own websites,
= elnfomediary.
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The independent elntermediary business model tddeegaditional agent or broker role
from the office and phone-based distribution anpliap it to the Internet. Under this model,
the user provides his details and requirementsthadnline broker provides a number of
quotes and suitable products for the consumer. guiestly the customer can choose from
the options proposed by the broker. There are d&jrezany companies in the Internet that are
using this model. One of the best examples cambedf in the USA — InsWeb, but there are
also numerous European sites coming online andyukis model, such as Screentrade or
Ironsure.

The second business model provides transactionzdbdiies on the insurer's own
website. Many established insurers noticing theaathges of e-business technologies and the
advancements made by the insurance market “newedmsing Internet have also begun to
restructure their business systems and set up@utlibnline sales channels.

Currently all (or almost all) companies acting oa thsurance market have created their
own website. One can find very simple as well ay w®mplex websites, but irrespective of
that, the basic application is enabling the custsmecess to information about company and
its products as well as cheap and ubiquitous conatian.

The more sophisticated websites allow customers p$

= to perform a simple needs-analysis,
= get quotes for insurances,
= buy products that may interest them,
and after acquiring a product:
= to get pending information about their insuranckcgo
= manage their accounts values,
= report an coverage accident and allow claim managém

Moreover the use of Internet-based informationesyst within an enterprise creates the
opportunity to maximize efficiency and effectivese its internal processes. Issues that can
be improved in his way are for example:

= more systematic use of the available data at g time of business process,

= more systematic information storage, which makemthvailable at another step in the
process, at another time or another place forrdiffeemployees,

= Dbetter connections of various information systems,

= storage of the data just in one place and subs#ywenheaper and easier maintenance
and keeping them up to date. [6]

However, re-engineering traditional business preegss expensive and often meets with
considerable opposition from within the companglitsCreation of an internal information
system is relatively easier, because the agentsottret company employees can feel the
benefits of such a system quite quick. But the nwhiallenge for insurers is to adapt the
existing agent-based model of distribution to tlee/rinternet reality and convince the agents
that there is no threat for them from the sidentéinet-based distribution.

Nowadays the companies try to encourage more of ctiramodity business and
commodity transaction to go directly through th&etnet, reducing cost and commissions for
the agents. At the same time, the agents havecwsfon more added-value and complex
products like variable universal life insurancesjch will help to compensate for he loss of
earnings from simple products like motor insurances

The third business model combines the traditiohahoels with the Internet. The model
works around the Internet being used simply asnéormation source, which then refers the
consumer to an existing adviser in order to provittre tailored advices and carry out the
transaction. Examples of this type of model are siteb that provide insurance product
information from experts as well as from independmnsumers who can write their mind
about an insurance company or its products.
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The Internet represents an ideal medium for congsatd enhance customer servicing
and give individual information at any time, buteocan foresee that the elntermediary model
will develop into the main distribution network foommodity-type insurance on the Internet.
The independent elntermediary can offer more bentfithe consumer than a website of one
of the insurances companies because it compares pmoducts at one time and can tailor
better services for the customers.

But nowadays it is hard to compare different prosiuffered by different companies.
That is why most customers who wants to buy thesuiances online are using insurance
companies own websites which have more and moil@iésc

4. Conclusion

It is obvious that the Internet has a great infaeeon the insurance industry and many
companies are adapting it to their business prese&it many of them see the Internet just as
a channel of distribution. The Internet can be saemoth less and more than a channel of
distribution. [4]

On the one hand, the Internet is less than a chéecause it often needs to hand off to
other channels to close the deal. Customers maytfimdcompany via Internet, but the vast
majority will want to talk to an advisor by phone direct in person before decide to buy.
That's why Internet can be perceived in many casese of a lead-generation tool than a
distribution channel.

On the other hand, the Internet is more than aralan that the Internet is helpful tool
for all channels of distribution — for getting qast doing illustrations, getting the right forms,
viewing pending policy status downloading data, etc

Moreover the internet enables new entrants to theket to avoid the expensive and
lengthy process of setting up traditional salesvodts. Established insurers are thus facing
growing competitive pressure. [5] In order to steythe market and to be more competitive in
the future they are adapting the Internet and éabss, which enables them to link their
internal and external data processing systems rffigently and flexibly, to work more
closely with suppliers and partners as well asdttel satisfy the needs and expectations of
their customers.

Nowadays it seems that insurance companies (neemétew entrants or established
ones) should choose a market strategy, which freenside bases on both ways of functioning
- the traditional one as well as on the one thas tlse new technologies.
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Abstract. This paper deals with melody analysis of Slovalgleage sentences. It presents method of
sentence melody contour extraction from voice mdiogs. Extracted contours will be used at the
concatenative text-to-speech system for speechogyomodification. Method based on normalized
autocorrelation function (program Praat) is usediétermine overall pitch contour — aggregation of
sentence melody and shorter segments melody (weyliables). To diminish the number of incorrectly
detected values, software parameters are set awgdal speaker’'s voice characteristics. Overalthpit
contour is further analyzed; values exhibiting aestdinary jumps are removed. Finally, smoothing
method is used to remove short-term melody vanatiand extract melody contour of the sentence.
Smoothing method computes values in equidistan &wvents, which makes cluster analysis (finding
types of similar melody sentences) possible.

Keywords: text-to-speech, melody contour, autocorrelationak smoothing, weighted moving average

1. Introduction

Digitalization has influence to many areas of spgacessing, like VolP [10, 11], new
sampling methods [12] etc. In this paper we witlife on text-to-speech synthesis.

Text-to-speech (TTS) systems based on concatensyivihesis method achieve good
synthesized speech quality. Concatenative syntimethod is based on selection of voice
units from the TTS database. Units are concatenatedone waveform, and then prosody
properties (melody, intensity) are applied. Thiggr describes method of sentence melody
contour extraction in Slovak language. Overall rdgloontours are determined by the method
based on normalized autocorrelation function [Fid ahen sentence contours (suitable for
prosody generation and further analysis) using @ed smoothing methods are obtained. To
analyze large number of voice recordings, Pragptsowere programmed.

2. Applying Prosody at the Speech Synthesis Produced by TTSKIS

System TTS-KIS [1, 2, 3, 4, and 5] developed atDepartment of InfoCom Networks
uses concatenative synthesis (Fig. 1) to produeectp The basic speech units (segments),
stored in the TTS-KIS database are “diphones” (@ifgh— the signal from the mid point of a
phone to the mid point in the next phone). Incomiegt is converted into phonetic
transcription, and then couples of phonemes amaddr Corresponding diphones are chosen
from the system database and they are concateiratesdne waveform. Finally, prosody
properties (melody and intensity contours for woadsl for the whole sentence) are applied.
In the paper we focus on the sentence melody coetdtaction.
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)
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Fig. 1. Concatenative method of speech synthesis in theKTE®ystem, based on speech synthesis unit “dighon

3. Obtaining of Overall Melody Contour Using Program Praat

We use program Praat [8] to determine overall melmzhtour for each one of recorded
sentences. Program detects voiced and unvoiced phathe speech and determines melody
contour (pitch contour, glottal frequency, f0) dgivoiced intervals (of Fig. 2).

M 79. Sound kapitola_prva_5-1
File Edit Query View Select Spectrum  Pitch Intensity Formant  Pulses Help

0722331

021

o 1296 Hz
y _LL A !I_u.;
0.722331 0.453088
] “isible part 1.215420 seconds 1.215420)
Total duration 1. 215420 seconds
all in aut | sl P | J _L]JU' E{raup

Fig. 2. Melody and intensity contour of sentence "Kapitotad” (upper part of the figure — waveform witlotgél
pulses, lower part — blue dicontinuous curve — hgio Hz, yellow curve — intensity in dB).

Pitch contours at Fig. 2 were computed by “To Pitab)” method [9]. This method
implements algorithm [7] to detect periodicity @egch signal. Speech signal is multiplied by
window function, and then autocorrelation functisrcomputed. Resulting values are divided
by autocorrelation function of the window.
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At each time event more fO candidates are detednifer each candidate preference is
computed (Fig. 3). Finally, algorithm chooses cdaths forming optimal path along the
sentence (preferences and parameters: Octave Coft,&] are taken into account).

M 31 Pitch kapitola_prva_5-1 9= 3]

File Edit Query Wiew Select Selection Help
0607710

11 DCOO0EEE4345054T 11111244 3323335222221 112111 000C00000000000D  fiden

intens| 2111698677311 005/ 7753111

||
0.607710 0.607710
0 Wisible part 1.215420 seconds 1.2154200
Total duration 1.215420 seconds
o[ in fou] e, \ o |[¥ Grow

Fig. 3. Melody contour computed by “To Pitch (ac) “methaf¢program Praat (default settings: analyzed fraque
range 75 Hz — 600 Hz).

To eliminate incorrectly determined high frequesqiBig 3, upper right cornet) and low
frequencies (f0/2), analyzed frequencies range wlaanged according to the speaker
characteristics to 100 Hz — 350 Hz (Fig. 4).

M 33, PitchTier kapitola._prva 5-1
File Edit Query View Select Point Help

257 Hz

90 08 H

0 Visibls part 1 215420 secands 1.216420

Total duration 1 215420 seconds
I S IS N J |V b
Fig. 4. Melody contour obtained after restriction of analgZrequencies to range 100 Hz - 350 Hz (Praat: we
extracted the PitchTier object from sound Manipatabbject).

Melody contour was further analyzed; values exmmigiextraordinary jumps (80 Hz and
more) were removed.
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4. Melody Contour Smoothing

Overall melody contour obtained by program Praaimiposed of the sentence melody
and of shorter segments melody contours (wordsaldgk). Smoothing method is used, to
remove short-term melody variations and to extsmsttence melody contour. We designed
smoothing methods computing pitch values in eqtadistime events, which make cluster
analysis (finding types of similar melody sentenqesssible:

1. Moving average (given interval length). We divide duration of the sound (sentence
sound) into “m” equal length intervals (m — denotequired number of smoothed
values), then we compute smoothed value in theecétit of each time interval as
follows. Values of overall melody contour belongitwinterval (t — d, t + d) are
taken and arithmetic mean is computed (d — dertb&ewindow size in seconds). See
Fig. 6 and 7, contour 1.

2. Moving average (given number of points). “N” values of original melody contour
are taken (n/2 values to the left and n/2 valuethé¢oright from the time event “t”),
and then arithmetic mean is computed. See Figd&/anontour 2.

3. Weighted moving average (given number of points). This method is similar to the
second method. Values of overall melody contour wesghted, then weighted
average is computed: (y1liw y*w, + ... + y*w,) / (Wl +w + ... + W), where i =
1, 2 ... n, y— overall melody contour values; wweights, w=a*|t-t| + b, a, iJ
R. (See Fig. 5; Fig. 6 and 7, contour 3).

4. Exponential smoothing. Overall melody values {f (i = 1, 2 ... n) are taken,
smoothed valuesQ = a * fi;; + (1 -a) * O; are computed, where parametdr (0,

1). Final values in equidistant time events we obtgirinear interpolation. See Fig.
6 and 7, contour 4.
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Fig.5. Computing weights in Method 3: Weighted moving ager (given number of points).

To exclude short-term melody variation, we setlémgth of interval d = 0.3 sec (method
1), number of points n = 15 (method 2 and 3), patana. = 0.4 (method 4). Required number
of contour points “m” was chosen proportional te tumber of words in the sentence.

On unvoiced interval, method 1 exhibits high jumgdrequency (Fig. 7, contour 1), also
method 2 does not grow continuously (constant tréigl 7 contour 2).

Method 3 was designed to improve the second onéadetThis method achieved
continuous growth.

Given low valuen, method 4 underestimate long falling melody trdhtharger valuesy
are used, this method does not remove short-terfimdyeariations.

We chose method no. 3 to be the best one and wputermelody contours of recorded
sentences.
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waveform "Kapltola prva"

pitch contours (f0)

moving average interval e i
0.3 sec

0 1.215

Fig. 6. Choosing the best method of smoothing. ContoutBetentence “Kapitola prva”. (0 — contour fronady
1 — Moving average (given interval length), 2 — Mmyvaverage (given number of points), 3 — Weightex/ing
average (given number of points), 4 — Exponentiaathing.)

waveform
"Tak také to teda je"
0
pitch contours (f0)
g g kL
- 2 A .
; ) .“‘ L Y e Er ) /4 __:----‘
\/ 1
moving average interval
0.3 sec
0 1.595

Fig. 7. Choosing the best method of smoothing. Contoutleofentence “Tak, takeé to teda je”. Stress idien t
word “také” (0 — contour from Praat, 1 — Moving age (given interval length), 2 — Moving averagedg number
of paints), 3 — Weighted moving average (given nandf points), 4 — Exponential smoothing).
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5. Conclusion

We presented method for sentence melody extraftion voice recordings in Slovak
language. Method “To Pitch Tier” (program Praatysed to obtain overall melody contour.
Proper parameter values were set, to eliminateriacbdetection of f0. To extract sentence
melody from overall melody contour, different smuoyy methods are examined. The
“Weighted moving average (given number of pointagthod is chosen as the best one and it
is used to compute melody contours for recordedesers. To deal with large number of
sound files, scripts in the Praat program were émgnted. Obtained contours can be used at
the TTS-KIS system to add prosody to the generspedch.

Contour values are determined at given number ofdefjant time intervals, which
makes cluster analysis possible. Our future work fatus on topics: melody comparison of
different length sentences; finding of typical cants for different sentence types [6] in
Slovak language; melody analysis of shorter spesgments (words, syllables); intensity
contour analysis.
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Abstract. In this paper, we describe how can be the theory of effective bandwidth applied at dimensioning
the capacity of work conserving link to guarantee the maximal packet loss probability for given stochastic
input process. We suppose that stochastic input process is independent and identically distributed.
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1. Introduction

Dimensioning different network elements to guarantee different quality of service (QoS)
parameters of communication networks is very actual problem. This problem cannot be solved
easily, because there are many different network elements and many different input processes for
which we can define many QoS parameters. So it is hard (or impossible) to solve such problem
in general.

Theory of effective bandwidth can solve some parts of this problem. It focuses on stochas-
tic input processes and on few types of network elements like work conserving link, multiplexer
and router. The theory also allows us to connect these basic network elements to arbitrary acyclic
networks.

In the present paper we will focus at problem how to guarantee packet loss probability for
work conserving link with constant capacity. To avoid any misunderstanding, first, we define all
used notations.

2. Preliminaries and Notation

We consider a discrete-time system with time indexed by r = 0,1,2,... We describe a
discrete-time arrival process of a traffic source by a sequence of random variables A = {A(¢t)|t =
0,1,2,...}, where A(r) is the cumulative number of arrivals by time 7. We assume that there are
no arrivals at time 0, i.e. A(0) = 0, and that A(¢) is increasing. Let a(t) = A(¢t) —A(r — 1) be the
number of arrivals at time ¢t = 1,2,... Following the terminology in communication networks,
we call an arrival a packet. Packets are assumed to be of the same size.

We say that sequence of random variables {a(r)|f = 1,2,...} is independent and identically
distributed if for any times ¢, s and any values x,y it holds that Pr(a(z) > x|a(s) >y)) =Pr(a(t) >
x) and Pr(a(r) > x) =Pr(a(1) > x), respectively. Shortly, we say that such sequence (or process)
is i.i.d.

Work conserving link with constant capacity ¢ (Figure 1) is network element, which has
infinite buffer for arrival packets and which can serve maximum ¢ packets per unit of time (per
time slot). We denote number of packets in buffer (queue length) at time ¢ by ¢(¢). We denote
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the output from a work conserving link by B = {B(¢)|t =0, 1,2,...}.

— ot) <D—B>

Figure 1. Work conserving link with constant capacity ¢

The queue length satisfies Lindley equation
qt+1) = (q(t) +alt+1) = )", (1)

where (x)" = max{0,x}. In the case that ¢(r) +a(t + 1) > ¢, the number of packets in the buffer
at time 7 4 1 is simply the sum of the number of packets at time ¢ and the number of arrivals at
time ¢ + 1, subtracting those ¢ packets that depart at time 7+ 1. In the case that ¢(¢) +a(t+1) <c,
the becomes empty at ¢ + 1.

For i.i.d. process {a(t)|t = 1,2,...} we can define effective bandwidth function o(0) fol-
lowing

«(6) = élnE[ee“(l)}. )

In [2] is proved that a(0) is increasing for 8 > 0 and is bounded between average rate and peak
rate of process a(1). Moreover, in [2] is proved following upper boundary for queue length of
work conserving link. If ¢ > a/(0), then

Pr(q(t) > x) <B(O) -e %, 3)

where B(8) = (1 —e®®®=¢))~1 (note that B(8) does not depend on x). It means, that probability,
that queue length is more than x, decay at least exponentially fast with exponent —0x.
In [2] is also proved following limit behavior of Pr(g(¢) > x). If ¢ = (), then

lim llnPr(q(t) > x) = —6. “4)

X—00 X

This means, that upper boundary from (3) is tending to real value of Pr(g(z) > x) as x — oo.

3. Application of the theory of effective bandwidth

3.1. Traffic source with binomial distribution

Suppose we have a traffic source which generates one packet per time slot with probability
p and zero packets per time slot with probability 1 — p. The effective bandwidth function for
such process is

@®) = Ln(pe(1-p)-e09)

R
—~

D
~

Il

1
6ln(pee+ 1—p).

Let p = 1/2, then we have
1 1
a(8) = éln(feeJr -), (5)
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which is plotted on Figure 2. Note that o(0) is tending to average rate 1/2 as 8 — 0, and it is
tending to peak rate 1 as @ — co.

ool , | : | | | ——

al)

0.7F : : 4

05 | | | I | I |

Figure 2. Plot of effective bandwidth function for concrete binomial distribution

Let 8 = 3, then we have o(0) = 0.7851. Let ¢ = 0.8, then from (3) we have
Pr(g(r) > x) < 22.9455-¢7%, (6)
For example for x = 10 we have that Pr(g(¢) > 10) < 2.1472-10~'2. This means, that if we set
the capacity of work conserving link to 0.8, than the probability that queue length will be more

than 10 is less than 2.1472 - 10712,

3.2. Traffic source with Poisson distribution

Suppose we have a traffic source where a(1) has Poisson distribution with parameter A =
E[a(1)]. From Possion distribution we know, that for all k = 0,1,2,... it holds

Pr(a(1) = k) = ——. @)

The effective bandwidth function for such process is

1 > ok 7\.’“877‘
of) = 6~ln(k§66 S )
f—1
) = A )
(o) -
Let A = 1/2, then we have
a() = <! (®)
20 7

which is plotted on Figure 3. Note that a(0) is tending to average rate 1/2 as 6 — 0, and it is
tending to oo, because Possion process has no peak rate.
Let 6 = 0.85, then we have o(0) = 0.7880. Let ¢ = 0.8, then from (3) we have

Pr(g(r) > x) < 98.7657 - e -85, )
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Figure 3. Plot of effective bandwidth function for concrete Poisson distribution

For example for x = 10 we have that Pr(g(r) > 10) < 0.0201. This means, that if we set the
capacity of work conserving link to 0.8, than the probability that queue length will be more than
10 is less than 0.0201.

Notice that the upper boundary from (6) is better than upper boundary from (9) (for the
same capacity ¢ = 0.8). This means that we can guarantee packet loss probability better for
binomial process with mean value 1/2 from first example, than for Poisson process with same
mean value from second example. It is true, because variance of first process is 1/4 and variance
of second process is 1/2. So the second process has bigger standard deviation than first process.
Notice, that standard deviation is measure of how is random variable spread around its mean
value.

4. Conclusion

In this paper has been demonstrated how can be the theory of effective bandwidth used for
dimensioning the capacity of work conserving link to guarantee packet loss probability. Goal
of future work will be to extend this theory to other network elements, especially on a token
bucket.
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Abstract. In this paper, an overview of Shot Boundary Detect{SBD) principles as an essential
element for various video-processing technologiéh specially focus oriented on the cut detection i
presented. A lot of scientists have been concetrain creating accurate shot boundary detection
algorithms in recent years. However a truly aceuraethod of cut detection still eludes researchers
general. On the other side, the basic type of dkrapsition called “cut or hard cut” is better eleted
than types of gradual transitions like dissolvelefaut/fade in or wipe. Moreover, in Slovak TV news
streams, generally, the hard cuts are widely used.

Keywords: group of picture (GOP), shot boundary detectidB¥}p cut, dissolve, fade in, fade out, wipe

1. Introduction

In this paper, the algorithm of video cut detectisrintroduced. Our study on semantic
analysis of digital media falls under the domain loformation and Communication
Technologies. Digital video collections are growirgpidly in both the professional and
consumer environment, and are characterized byadity increasing capacity and content
variety. Since searching manually through theséectibns is tedious and time-consuming.
The development of video archiving and retrievadteyns are based on the algorithms for
video content analysis. These algorithms are builuind the models bridging the gap between
the syntax of the digital video data stream ands#mantic meaning of that stream. The task
is to find each shot boundary in the test collectemd identify it as an abrupt or gradual
transition where any transition which is not abrigptonsidered gradual.

The paper outline is as follows. In the next sexwjcan overview of the video structure
and the video transition types are introduced. &lgorithm theories of the SBD (Shot
Boundary Detection) are presented in section nod3the feature extraction for accurate cut
detection in section no. 4, respectively. Finatlye brief summary of achieved results and
future tasks are discussed in conclusion.

2. Problem background

In content-based video analysis, video can be dd/tth the six structural levels, namely,
key frames, frames, shot, scene/view, story/evetitvideo sequence, as shown in Figure 1.
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Fig. 1. Six structured levels for content based video aisly

Digital video is also organized into frames fronvesal frames up to 60 per second.
Above the frame, the next largest unit of videohbsyntactically and semantically is called
the shot, [3] . There are various types of the stamisitions, namely:

« abrupt transition of shots (cuts), Figure 2a,

e gradual transition of shots:

o dissolves and fades in/out (two scene crossingyres 2b-c,
0 wipes (special graphical transitions), Figure 2d.

a) b)
e e e e G B B
c)

g ‘Q!I’”HHIIM@?:*
L
Fig. 2. The shot transitions, a) cut, b) fade in/out,isydlve, d) vertical wipe.

|
d)

3. Algorithmsof shot detectors

Each method for cut detection works on a two-plpaseiple:

» Scoring - Each pair of consecutive frames ofgitali video is given a certain score
that represents the similarity/dissimilarity betwekese two frames.

» Decision - All scores calculated previously avalaated and a cut is detected if the
score is considered high.

The major techniques used for SBD are differencekiimnance or color values of
pixels, statistical measures, histograms, edgesifilzegtions, level of compressions, motion
vectors, textures, level of segmentations, lowigh lmatio of DCT coefficients DCT (Discrete
Cosine Transform), and a many more. Nowadays, thsrecomplex algorithms generally
using the bottom principles.

3.1. Pixel differences

Equations in the manuscript are of the style “eigndt Equations are numbered as
shown in the following example: The easiest waydébect if two frames are significantly
different is to count the number of pixels thatrda in value more than some threshold. This
total is compared against a second threshold rméate if a shot boundary has been found
[1]. This method is sensitive to camera motion. Wénportant is the color primaries
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composition which defines the color space. The humge is more sensitive to gray level
intensities than to color. A lot of color spaces aot based on the linear tristimulus principle
but on the luminance and chrominance componergs,Y&V, YCbCr, YPbPr, YCC, HSV,
HMMD, etc. [2]. In these cases, the differencesuiminance components can by measured
only.

3.2 Statistical differences

Statistical methods expand on the idea of pixdedihces by breaking the images into
regions and comparing statistical measures of itkedgin those regions. Kasturi and Jain [1]
compute a measure based on the mean and standeatiasieof the gray levels in regions.
This method is reasonably tolerant of noise, budlasv due the complexity of the statistical
formulas. It also generates many false positives, hanges not caused by a shot boundary).

3.3 Histograms

Histograms are the most common method used to tdehet boundaries. The simplest
histogram method computes gray level or color histms of the two images. If the bin-wise
difference between the two histograms is aboverestiold, a shot boundary is assumed. In
[5], used the color histogram change rate to §hdt boundaries and gray level histogram
differences in regions, weighted by how likely tlgion was to change in the video sequence.

34. Compression differences

The differences are in the size of JPEG comprefsaates to detect shot boundaries as a
supplement to a manual indexing system, or shondaies by comparing a small number of
connected regions - uses differences in the DCTficmats of JPEG compressed frames as
their measure of frame similarity, thus avoiding tieed to decompress the frames [1]. It was
obtained by sampling the frames temporally andgusifform of binary search to find the
actual boundary.

35. Edgetracking, edge changeratio (ECR)

ECR attempts to compare the actual content of twadga[1]. It transforms both frames
to edge pictures, i.e. it extracts the probabléirmg of objects within the pictures. Afterwards,
it compares these edge pictures using dilatatiamtopute a probability that the second frame
contains the same objects as the first frame. EQRésof the best performing algorithms for
scoring. It reacts very sensitively to hard cutd aan detect many soft cuts by nature. In its
basic form even ECR cannot detect soft cuts suchipes\as it considers the fading-in objects
as regular objects moving through the scene. YER Ean be extended manually to recognize
special forms of soft cuts.

3.6. M otion vectors

Motion vectors are determined from block matchimglétect whether or not a shot was a
zoom or a pan or they are extracted as part ofahmn-based pixel difference computation
described above to decide if there is a large amofuoamera or object motion in a shot [5].
Because shots with camera motion can be incorregdtgsified as gradual transitions,
detecting zooms and pans increases the accuracy $8D algorithm. Motion vector
information can also be obtained from MPEG commeésgdeo sequences. However, the
block matching performed as part of MPEG encodielgds vectors based on compression
efficiency and thus often selects inappropriatdascfor image processing purposes.
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4. Feature extraction

4.1. Evaluation criteria

The accurate boundary detections are evaluated thighground truth in terms of
precision and recall. Recall is defined as the amafindesired items that are retrieved.
Precision is defined as the amount of retrievechstehat are desired items. Recall measures
the ability to present all relevant items, whileegsion measures the ability to present only
relevant items. Recall and precision are in thervaleof [0,1]. The recall and precision
measures are defined as follows:

recall =R=C/(C+M),  precission=P=C/(C+F). 1)

F1 is a combined measure that results in high véjuend only if, both precision and
recall result in high values. The formula for tha&lcalation of the F1 may be written as

follows:
F, =2PR/(P+R). 2

The symbols stand for: C - the number of correcéitedted cuts, M - the number of not
detected cuts and F - the number of falsely dedemités.

For the SBD algorithms testing, the annotated telgoscontained a total of 277 frames
and 23 shot transitions (14-abrupt and 9-gradaakitions) was created. In experiments, are 3
hard cuts (yellow blocks), 3 dissolves (green b#)cB fades out/in (blue blocks) and 3 wipes
(red blocks), as shown in Figure 3 were establisiibdre are three Slovak TV news streams:
STV 1, MARKIZA, JOJ, where the abrupt dominant siéion are localized.

C - Cut
c D - Dissolve
Shot transmons F - Fade In/Out
’ W - Wipe
c C D c F c w cC cc D w €C ccDbDC F (9 w
§83 8§ 8 § 8 g 328 8 3§ 88388 % 8§ B
Fig. 3. Shot transition structure of the test video.
w 160 ¢
2 140 h
R c fee ¢ c
80 | ¢ (o H c.C ﬂ ¢ ﬁ | A h
eof | 1 | <l | | H |
aof | ‘ | I ‘\ | H “ “‘ I | MM
2o 7L | 7JL/f‘\//\\\,,77,‘Uu‘ngfir\,q‘LN~~~‘ J| /J\J u“u‘ \/VLJA ﬁJL/ U\

0o 50 100 150 50 .. 300
Frame position

Fig. 4. Averaged Absolute Frame Difference feature.

The cut detection of annotated test video is shdwrFigure 4, where symbol C
constitutes the shot transition — cut. The choitéhe detection threshold is decisive for the
success of the cut detection. Is used the differewhich exceeds high threshold — hard cut.
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The estimated difference between consecutive framme®mmonly used to decide whether
there is cut at frame k. Is used a threshold,éafftame difference from frame k-1 to frame k
exceeds a given value t (threshold), then thecatigt this position.

5. Conclusion

In this work is the brief description of the methfmt video cut detection - the SBD
algorithms testing, an overview of shot boundargdiéon and the possible algorithms of shot
detectors. Scene - cut detection is usually theainstep and an important part of video
segmentation, which has various applications iragety of fields such as video retrieval,
indexing, analysis, semantic description and cosgioe. The future goal is to find the best
discriminator that maximizes the overall accuratyhe transitions detection in three Slovak
TV news streams.
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1. Electronic commerce in 21st century

Electronic ways of shopping appear to be both enhg effective and progressive ways
of direct purchase and sale in the present timés {Brms electronic commerce or e-
commerce represent a wide range of facilities. Evoerce has become integral part of the
world and domestic economies proving a rapid anigwawth by over 100 per cent. The
examples of e-commerce activities are as followsclpase orders by means of “Electronic
Exchange of Dates” (EDI), the use of fax and entlad,credit card, the internet and on-line
services. All of these means make it possible txelcontracts on the “electronic market’,
which is, however, comparable with the “classicathat’[2].

2. Aspects of electronic commerce

Each way of doing business is supposed to be li@btertain legal rules, which allows
for the observation of rightness or legitimacy atle attempt. It is possible to say that the
internet has not been subject to any specific gaarents yet, and that is why there may not
exist many documents focused on e-commerce regofatbr specifications in the Czech
Republic.

Nevertheless, e-commerce has become one of the meested and one of the most
interesting areas noticed and frequently used lgrge number of experts, specialists and
scientists. All this opens a great chance for corigsato invest, to develop their activities and
to become successful entrepreneurs [1].

3. Joint statement of EU and USA concerning electronicommerce

The importance of the whole of e-commerce phenomeram be illustrated by a large
number of conferences, declarations and statentiesttdrave been reflecting the most recent
processes of investigations and innovations iratiea. The global e-business significance was
evident as early as 10 years ago when the Joitegrs¢at of the EU and the USA Concerning
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Electronic Commerce was released on 5th October.IB98n, e-business was presented as
part of perspective future based on the followhegis [3]:
e Global electronic commerce will become a significand essential
driving force of the 21st century world economy.

« E-commerce will offer new job opportunities in mgerts of the
world.

e Small companies will be able to do business wordidgwin a wide
range of goods and services.

* E-commerce will increase productivity in all sestaf economy. It
will facilitate multilateral trade, and will suppothe existence of
new business areas and new forms of marketinghpeecand sale.

Large global competition (i.e. among companieslb$iaes with low-cost investments)
will result in a larger variety of choice on thensomer side and in this way will boost
economic activities and innovations (e.g. logisspects will play a more important role in
e-commerce in terms of mail order trade which alyednfluences further logistic
development).

4. The subject matter in view of JUDr. Jakub Svab

JUDr.Jakub Svab presents his own view of the stibjedter in the article of 10th April,
2003 as follows: ,Currently, electronic commercesash is liable to no legal rule. Certain
regulations take e-commerce into account, be it Goenmercial Code or the Electronic
Signature Act. However, there is no comprehensimennso far which would govern both
rights and duties dealing with e-commerce. On toip, the legal nature of the Internet seems
to be rather complicated. The Internet is neithamnaible thing nor a purely incorporeal good,
such as franchise or asset value. That is why ttalitional law" based classifications of
some negotiations carried out via internet may apg#ficult[3].

5. General view of legal documents for e-commerce

From the general standpoint we may say that theoppipte protection of intangible
assets as well as legal interests should be endwedncompromising and unanimous
application of the existing legal documents. Howew® far dispensable decision making
court which would standardize the solution of cotrneroblems and situations that appear on
the Internet by introducing model patterns usediiilar cases would be a most welcome
body to be established [3].
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The collection of the most important legal docursesmid rules in the Czech Republic which
in my opinion deal with e-commerce comprises the¥ang:
< the Electronic Signature Act. 227/2000
e Personal data security Act. 256/1992
< Intellectual property security acts
o Copyright/Authors” Act.121/2000
o Patents” Act. 527/1990

6. Rules for e-commerce and standard business

As a rule, the regulations that apply to both staddbusiness and e-commerce are
identical. In case an entrepreneur does busings®utihaving the right trade licence, he or
she will offend the law. It will make no differenaghether it was “only* an e-commerce
transaction or not. In the same sense, the legalenaf contracts entered by means of
guaranteed electronic signature is the same deghémode of contracts entered by classical
means. All business relations will abide by thesubf the Commercial Code.

The UN commission for international trade and I&MNCITRAL) prepared a so called
model legal code for e-commerce. However, the mdedghal code has not become an
obligatory rule of law yet. There is a possibilitiiough, that parties involved in the contract
may accept the proposed rule of law as obligat8}y [

7. Conclusion

The systematic use of e-commerce in the presergstioffers a large proportion of
advantages and many ways of its use on the ongaidine other side there appear worries,
states of uncertainty, and also expectations asidns that should be dealt with by means of
specifically e-commerce defined rules and reguteias well as particular laws. Such rules,
regulations and laws do not exist so far, and ithathy it is essential to follow the existing
documents valid in standard business. However,jdw wof worldwide increasing electronic
commerce activities the need of specifically e-caroea defined legal documents is becoming
more and more urgent.
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Abstract. This paper brings information about the automoipitistry in the situation when automobile
factories fall into economic problems.

Keywords: Automobile factory, Restructuring, Cost reductiomdvation.

1. Introduction

The European Union belongs to the world automohienufacturers producing 18
millions automobiles annually, i.e. approximateheethird of the world production. The first
problems within the automobile industry have apeéaturing the last half of the year as a
result of consumer resistance in countries likenéeaand Spain.

Facts: Since this year automobile factories statideldave been influenced by economic
crisis completely, therefore the member stateshefEuropean Union adopt survival plans.
Behind all problems there is consumer resistanceate of new automobiles. In 2008 the
number of sold cars in the European Union decrebgel] 2 millions. In January 2009 there
was 27% decrease compared to the previous year [2].

All these data only confirm that automobile indyss in a recession and automobile
sales curve indicates downtrend. The current silmanakes a pressure on the automobile
producers who are forced to rationalize productioa to both reduction in orders and decline
in sales.

When automobile factories wish to be further cotitige and survive at this
unfriendly times they have to focus on the follogverctivities:

1. Restructuring

2. Cost reduction

3. Innovation and model offensive

2. Company restructuring

The main factor that is to be applied within restming is absolute pragmatism. It is
necessary to treat each stage of the project isideration of the specific and precisely
defined goal; otherwise the given changes failctueve the desired effect.

In general, the process of restructuisginderstood to be some specific
methodological approach to relocation of compamgsources. In addition, as one of the
possible means of management changes includes,rigttility and correlation of all subjects
within the business activity. It is just optimizati of these two parts that constitutes a basis of
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any internal and external restructuring effortse Whole restructuring process of the company
is divided into stage of consolidation and develeptneach with its further subdivisions. First

of all, company (concern) is reduced that makesoite effective in order to expand gradually

again later. The consolidation stage is chara@drizy reduction in activities and searching

for the internal reserves of the company.

At the present crisis the automobile factoriesitite with lack of funds and surplus
production capacities. Therefore, within the coiustlon process liquidation is to be ensured
firstly and then outlook and cleansing of econonas lto be taken. In other words, it is
necessary to know producer’s situation, what issthérce of his profit but also of loss, prices
of products and the capacity of company. Followtrdgficiencies, mostly within orders, are
to be eliminated in order to ensure everything mnet Then, reorganization of human
resources should follow, i.e. modification of orgamion structure, what relates to employee
saving but also to reallocation of responsibilitessd competences. The last stage of the
consolidation process is represented by motivaifgmeople; mainly it belongs to the tasks of
the subject who manages the whole change. As sotireaconsolidation process is completed
everyone within the company should be fully empthyEhe noticeable output is cost saving.

The development stage requires both vision arategty. Firstly, it is important to
define what kind of product the manufacturer wisteegroduce in the future. Then, within the
second step of the development stage comes upetmdidification of management system,
most often the company passes to the proceduraageament, eventually the already existing
management adapts to new conditions. As to the skext, the producer should focus on
revenues and margins because profit is essentiathf functionality. The fourth step is
focused on investing in either technologies or wraimns. The last step of the development
stage can be marked as acquisition - the compagidete for example to buy some
competitor or already existing factory; in fact, avhsearching for the subject convenient for
association it tries to gain a new strategy inwesto

3. Cost reduction

The most effective way how to increase market cditipe is to reduce price that also
means to reduce costs. The costs should be meaidiliced within the following areas:

Production and logistics

Transport of the individual components to consumepresents the largest cost-share of
the total logistics costs. Larger distance resultsost increase. On the other hand, the more
suppliers and the lower distance make large savidgs the typical example belong
automobile factories Porsche AG — all their importauppliers reside in distance of max.
200km from the factory. In case of such distancealiscomponent deliveries in the real time
JIT (just in time) are taken into consideratiormplementation of JIT philosophy into the
production process results in increasing laboudpetivity, reduction in both reserves and
storage accommodation, and quality improvementhAtpresent time the application of JIT
strategy within realization of inter-companies diggprepresents an essential advantage for
large consumers. In fact, specific order seemisetmnly some kind of “foreign storage on
wheels with components” that leads up to its asbelinte.

Personnel costs

Personnel costs within the automobile industryesent 15 up to 20 % of the total costs.
However, during the current economic crisis themoant increases because even though the
company does not produce it is obliged, under thbour Code, to bear the costs of the
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permanent employees. Both contract employees anagehcies represent one of the possible
solutions because they offer opportunity to resptmadhanges in market requirements. In
reality, labour costs (per 1 employee) of contmtiployees are higher than of permanent
employees. And in case of production stoppage tiselate pragmatism belongs to the key
factors of the restructuring projects because mmgytiwithin the projects takes into
consideration specific and precisely defined gdmding further elaborated into detailed
fragmental steps which are, despite occasionalssecg recondition with respect to parties
concerned, fulfilled in a precise way. However ytlvanish due to changes in market demand
- the agencies are paid for the realized serviegs been ordered in advance.

4. |nnovation and model offensive

The period when automobile industries experienop dn automobile sales is suitable
for innovations as well as their introduction t@agtice. What makes the situation easier is the
fact that introduction of innovation within the piwction process at the time of maximum
demand is ineffective due to losses arising frotroduction of innovation. Therefore, from
the economic point of view the period suitable fimtroduction of innovations is rather in
times of the economic crisis when production cdperido not indicates high usage level.
Existing factory units suffice to meet demand bilsbgrepare for new, more technological
and advanced units. In case of the economic cisik all these newly created factory units
will take advantages of it opposite to their contpmt. Currently, automobile factories focus
mainly on concept of so-called “hybrid power” tt@mbines either the power of petrol or
Diesel engine with electromotor and therefore affitie engine power of the above standard,
moreover, with low emission and improved economafs combustion. However, this
conception remains dependent on petroleum fuels.

Transportation is responsible for approximately%lof petroleum consumption in
EU. Automobile transport is 98% dependent on petnai fuel, remaining 2% comprises of
other power fuels (mainly electricity, gas). EurapéJnion tries to reduce sector dependence
on petroleum fuel, therefore set the following &rg until 2020 to substitute 20% of the
original fuels for alternatives [1]. One of the pilide alternatives is hydrogen. The main
advantages are:

* belongs to the most often element in the world,

e is an universal energy bearer - can be made &noyrsource,

e it can reduce both dependence on petroleum andeb@sions and pollution caused
by transport — reach a null value is possible acfice

Automobiles based on electromotor driven by hydroduel elements are more
effective, they use 40-60% of monopropellant energy

Battery-driven vehicle represents other kind oéralative. Power source is usually
accumulator that has to be charged from the eXtemace one day before driving. Trailing
throttle depends on accumulator capacity. Accumulbtlongs to the weakest elements of
this alternative whereas its capacity does notwaltbe similar kilometrical power as
combustion engines. Technical break within the dogttiriven vehicles development got
started with development of electricity, controsgms and new types of accumulators (for
example SCIB batteries), but mainly with fast incee@s energy costs, i.e. fuels — mainly
petroleum and gas. To the main advantages belolsgssampler automobile design with
location of power directly in wheels, electronicglaaccumulator set located in the floor part.
Automobile body construction can be therefore ameséd in a more variable way within the
same car chassis.
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5. Conclusion

Automobile industry belongs to the key factors gomomics of the European Union
states, therefore when automobile factory falle #tonomic problems it is necessary to:

provide the key changes within the company dioect
change the structure of the company

eliminate or reconstruct some company’s companent
encourage self-confidence and work on innovations

Only those companies which are able to adapt newlitons of the market are able to
survive. Whereas authorized capital for both maitemaof immediate crisis in times of
indebtedness of company and investment suppoikeéd fassets or sales has only short-term
effect; on the other hand, development, researchimplementation of new knowledge to
mass production help to ensure company survivalels as its perspective growth in the

future.
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Abstract. A linear phased antenna array is a system compdrord simply radiators (dipoles,
microstrip antennas) that together form desiredatemh pattern. Phased array antennas consist of
multiple stationary antenna elements that are fdgtently and use variable phase or time-delayrabnt

at each element to scan a beam to given anglepaices Variable amplitude control (adjusted using
weight functions) is sometimes also provided faieana pattern shaping. Arrays are sometimes used in
place of fixed aperture antennas (reflectors, l€nbecause the multiplicity of elements allows more
precise control of the radiation pattern, thus ltesy in lower sidelobes or careful pattern shaping
However, the primary reason for using arrays iproduce a directive beam that can be repositioned
(scanned) electronically. An array can form mugtiparrow beams towards different directions.

Keywords: Linear antenna array, radiation pattern, antedement, phase control, sidelobes, pattern
shaping, multiple beam, spectrum weights.

1. Introduction

A phased antenna array uses an array of antenmeme Signals induced on each array
element are combined to form a single output of #mtenna array. This process of
combination of signals from different array elenseistknown as beamforming.

For a given array the beam may be steered to diffedirections electronically. Beam
steering can also be accomplished by appropriatelstying the signals before combining.
This can be realized by means of signal phaseessift

The term adaptive antenna is used for a phasedrentarray when the weighting on
each array element is applied in a dynamic fashitme. amount of weighting on each channel
is not fixed at the time of the array design. Ihestwords, the antenna array pattern adapts to
the situation and the adaptive process is unddralasf the steering system.

The term smart antenna incorporates all situationghich a system is using an antenna
array and the antenna pattern is dynamically aeljuly the system as required. Thus, a
system employing smart antennas processes signlalséd on a sensor array [2].

The term multibeam array defines an antenna ahaydan form multiple narrow beams
towards different directions. This multibeam armagy be used in adaptive antenna systems or
smart antennas systems. So we can receive or titahgnsignal to several directions with the
same antenna array.

1.1. Multibeam Arrays

Multibeam array can form multiple beams toward$edént directions. For example, it is
desired to form three beams towards the steerigtgsh, 0,, 6.
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The weights for such a multibeam array can be pnbthby superimposing the weights of
a single broadside array, say;, steered towards three angles [3].
Equation (1) described corresponding scanning phiasehree angles.

¢, =kdcosd, . 1)

Fori =1, 2, 3. Equation (2) described array factormaitibeam antenna array steered
toward three angle;, 6, 6.

N-1
_ +jn(kdcosf +¢,) +jn(kdcosé +¢,) +jn(kdcos@ +¢3)
AF(0)=>"w,e Dk e 7+ w,e )@
n=0

Where :
k —wave number,
d — distance between antenna elements,
@ — scanning phase.
The basic broadside array weightg, can be designed to achieve a desired sidelobe
level or beam width.

2. Multibeam Array Synthesis

We use combination of Woodward — Lawson frequensampling design method and
Fourier transform method for multibeam array sysifieThe steps in the algorithm are:
We expressed the beam patterm icoordinates for three steering angles’,, 9.

Sif N=Dys s YN=
B(¢) :i e J( 2 j(¢ ¢')§W;ejn(¢‘¢i) , _@S@ (4)
i=1 n=0 /‘ /1
The beam pattern is sampled at:
N-1)\2mr
=|k-——|—, k=01..N-1 5
d, ( > j N 1 (5)

WhereN is number of antenna elements. We use equatidio (Eterminatd (k).
e
B(k)=B(p)e " *. ©
We find b, as the IDFT ofB(k) using equation (7).
1Nt kn2Z
b,==> B(ke . 7
\ e
We use equation (8) to find new array weights faitineam array.

W, = bne_jn”[NN_1j . ®)

2.1. Array Weightings Functions

There are several classes of array weightingsatetquivalent to various windows or
tapers used in the spectral analysis of time sddpsThe utilization of array weightings
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causes that the height of gide lobe decreases and the main beam width Bese&Ve used
these array weightings functions for the most comignased array weightings are there:

Name Mathematical expression Weight parameter
Uniform weighting Wy = %
; N-1 . N-1
. - e T | - <i<
Cosine weighting W, =sIn — |COS 7T— 2 T T 9
2N N _
(for all weightings)
o i =P, O-plg n
Ralsgd cosine W = C[ p+ (1_ p) } N 2 2N
weighting ! N _
p=02
Hamming go = 0,53836
weighting gl — 0,46164

Kaiser weighting

B=3

Blackman — Harris |\, — 5 +%COS(@)+%COS[EJ a, =042 a, =05
weighting N N a, = 008

Tab. 1. Spectrum weight functions

3. Experiments

We compare monobeam antenna gain and multibeanmrentgain for three steering
anglesé,, 6,, 6;. The monobeam antenna array is steered to thetidimewith maximum
incoming signal strength. The frequency is 2 GHz.

Beam Pattern - MOMNOBEAM Array

BT Y
151

-20 :

AF [d]

254!
-an 4
354+

a0t

g5 4

Fig. 1. Monobeam array beam pattern.
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Beam Pattern - MULTIBEARM &rray

AF [dB]

Angle [ 7]
Fig. 2. Multibeam array beam pattern.
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Fig. 3. Input parameters and measured data.

4. Conclusion

In this paper we describe multibeam antenna arhapry, simulate this system and
describe antenna gain. Antenna array simulatioaseated by the help of program Antenna
Arrays Simulator. This program was created in Batlddelphi 7. The final results are

described in Fig. 1, Fig. 2 and Fig. 3.
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Abstract. IT executives implement best practices becausg tieed to increase IT predictability and
efficiency, reduce support costs, improve custosegvice quality or meet regulatory requirementse Th
two most well-known standards - the IT Infrastruetllibrary (ITIL) and the Control Objectives for IT
(COBIT) - have existed for at least 15 years, suppdstoad range of management services, and have
been implemented by thousands of organizationd sizes.

Keywords: IT service, IT Service Management, ITIL, COBIT.

1. Introduction

IT organizations are under increasing pressure éetnthe business goals of their
companies. Compliance requires strong corporate rgamee capabilities that are
demonstrable to outside auditors. Because IT plagh a major role in business processes,
the IT organization not only creates complexity the business, but at the same time,
provides the means to demonstrate this compliance.

Organizations rely on guidelines such as the ITastfucture Library (ITIL) and Control
Objectives for Information and related Technolo@OBIT) to help understand and address
these challenges.

ITIL and COBIT can enable organizations to achievedtobjectives:

= Establish proven best practice IT service manageprecesses to manage IT from a

business perspective and achieve business goalsgliimg that of compliance.

= Put in place clear process goals, based on theniaggeon’'s business goals, and

provide a means of measuring progress against them.

= Ensure effective IT governance and control at threcgss level, and enable IT to

demonstrate that it meets or exceeds the requirsnsen forth by government or
external regulations. [3]

There is, however, confusion in IT organizationmea@ning these frameworks. Some
think they are two alternate approaches to the sgmag and others think they are mutually
exclusive. Actually, they are highly complementaapd together provide greater value than
using just one or the otheZOBI T outlines what you need to do to meet these challenges
and ITIL showsyou how to get there.

2. ApproachestoIT Service Management

The INS (International Network Services) companyndicted a web-based survey on
approaches for IT Service Management, which waspbeted by 227 IT professionals around
the globe in 2006. This survey was designed to beffanizations manage their IT service
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processes, and the reasons driving its adoptiois. dt follow-up to a survey on IT Service
Management conducted by INS in September 2004.

Based on this research from year 2004 and 2006,and COBIT are most widely used
frames for managing IT services.[7]

2.1. Comparison of ITIL and COBIT

IT control definition, testing and progress meamgnt are task categories that are
natural COBIT strengths. The COBIT model is very spedif its definition of the processes
and the auditable controls that need to be in ptacensure reliable and predictable IT
processes.

The processes defined in COBIT are grouped into $eparate domains that align with
the IT implementation cycle. They are: Planning a@dganization, Acquisition and
Implementation, Delivery and Support, and Monitgrif2]

Business objectives

coeit

Information
# Effectivonass
& Efficlancy
= Confidentiality
* [mtagrity
= Avaiiability

& Compliance
= Rajiability

IT resources
= Paople
= Application systems i
»Technology Wﬁ'ﬂm“‘“d
implementation

= Facilities

Fig. 1. The COBIT model. [2]

COBIT and ITIL are more complementary than they amgetitive.

COBIT focuses on the definition, implementation, &adi measurement and
improvement of controls for specific processes #dn the entire IT implementation life
cycle. As such, it is an excellent reference mofdel IT governance across the entire
implementation life cycle.
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The primary focus of ITIL is to provide best praeti definitions and criteria for
operations management. More specifically, ITIL @ity focuses on defining the functional,
operational and organizational attributes that nedsk in place for operations management to
be fully optimized in two key categories. Theseegaries are called Service Support
Management and Service Delivery Management, easkhath has a number of supporting
subcategories.

The management subcategories for Service Supparagdament include Service Desk,
Incident, Problem, Configuration, Change and Releaseagement, while those for Service
Delivery Management include Service Level, Finahc@apacity, Service Continuity and
Availability.

Service Level

Availability _ Financial

M anagement Ser_vme M anagement
Delivery ‘

IT Service

Continuity
M anagement

Incident
Management

Configuration
Management

Capacity
M anagement

Fig. 2. ITIL Service management processes.

Each subcategory definition includes best practidteria for many areas, including
organizational support, cross management compoimegration, management reporting,
product capability, implementation quality and cusér service quality.

If the goal is improving the quality and measurigpibf IT governance across the entire
networked application implementation life cycle mnplementing a control system for
improved regulatory compliance, COBIT would be a engifective choice.

On the other hand, if the objective is to contintlgtimprove IT operations efficiency
and IT customer service quality, ITIL would be thedter bet. [5]

Comparison between these two approaches is in tiogviog table 1.

COBIT ITIL
Function Mapping IT process Mapping IT service leve
management
Area 4 process and 34 domain 9 process
| ssuer ISACA, ITGI 0OGC
Implementation | Information system audit Manage service level
Consultant Accounting firm, IT consulting IT consulting firm
firm

Tab. 1. Comparison between ITIL and COBIT approach for ngan@gIT services.

As we can see from the table, ITIL is registeredi¢r mark of the OGC (The Office of
government Commerce), which is the government orgdion of the United Kingdom.
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COBIT s registered trade mark of the ISACA (Inforioat System Control Standard)
non-profit organization and ITGI (The IT Governanastitute). [3]

3. Conclusion

The main aim of this article was to introduce twa@imapproaches for IT service
management, which is ITIL and COBIT.

ITIL is a stand for Information Technology Infrastture Library. It is a set of
framework for managing IT services, issued by @ffa¢ Government Commerce.

On the other side, COBIT is a stand for Control Olbjest for Information and related
Technology. The COBIT main function is to help thenpany, mapping their IT process.

Although ITIL is quite similar with COBIT in many wa, but the basic difference is,
that COBIT set the standard by seeing the procesedbat risk, and in the other hand ITIL set
the standard from basic IT service.

COBIT is usually chosen by the company who perforniimfgrmation system audit,
whether related to financial audit or general atidiaudit.

The article also contains the comparison of these tT service management
approaches.
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Abstract. The paper deals with comparison of chosen mosteamindustrial communication buses
used in automation area. Three groups of charatitsriare formulated, such as physical, transport
mechanisms and performance characteristics.

Keywords: Industrial communication buses, comparison, plsbaracteristics, transport mechanisms,
performance.

1. Introduction

Generally, communication represents informatiorhexge between participants, which
may be technical devices, too. The information gnaission is realised via a so called
communication cycles which include activities asst@d with connection establishment
(subscribers interconnection), information transiois (often in a delimited time, for example
in real-time) and connection termination.

Because of a more explicit interpretation of importdigital communication terms it is
useful to point out some general definitions [1].

Interfaceis a common boundary between two communicatingsumihich is defined by a
characteristics of physical, signal and procedun&rconnection (a so called interface
aspects). The basic general interface parametertharwidth of transmission paths (number
of parallel bits), transfer rate (B/s), error remmste and extensibility (modularity).

Busis an interface with three or more units connecide: bus is defined by a set of physical
connections including the relevant conventions, petocols for information transmission
within communication network. The bus transmits raddes, data, commands and states,
therefore we distinguish the address, data, coatrdistate buses.

Protocolis a set of rules how to initialise, realise aadrinate the communication process.
The control algorithms of data transmission withiprotocol represent a group of guidelines
agreed between communication participants. Thegeriims radically don't refer to a
specific devices communicating. In automation eougpt within serial communication the
byte-oriented and bit-oriented control practicesiarplemented.

2. Industrial communication buses comparison

Tables 1 to 3 represent the comparison of indivish@dustrial communication buses in
chosen areas based on specified criteria [2],[3]]Aese data are usable during statement of
initial or limiting requirements for given applidgah and potentially for setting a narrower
group of technologies suitable for subsequentrtgstnd deployment.
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Table 1 summarises the characteristics of indivibduaes based on capabilities of usable
topologies, physical transmission media, maximumliner of nodes connected and maximum
coverage. In addition, references to individual beshnology project or vendor sites are
inscribed.

Topology Physical media Max. number of Max. coverage
nodes
PROFIBUS [11] line, star, ring twisted-pair | 127 nodes + 3 master| 100m between
(TP), fibre (F) | units segments (TP), 24km
(@]
INTERBUS-S[9] segmented with ,T* | TP, F, slip-ring | 256 nodes 400m/segment,
drops 12,8km overall
DeviceNet [13] trunkline/dropline TP for signal and| 64 nodes 500m, 6km with
with branches power repeaters
AS [5] bus, ring, tree, star 2-wire cable 31 slave units 00n, 300m with
repeater
Foundation star or bus TP, F, radio (R 240 nodes/segment, 1900m
Fieldbus H1 [7] 65000 segments
Foundation star TP, F (R) practically unlimited 100m (TP), 260(F)
Fieldbus High
Speed Ethernet
(HSE) [7]
WorldFIP [8] bus TP, F, R 256 nodes 40km
LONWorks[10] bus, ring, loop, star TP, F, R, powgr 32000 nodes/domain 2000m
line
ControlNet [12] line, tree, star or coax (C) 99 nodes 1000m 2 nodes (C),
combination 250m 48 nodes, 3km
(F), 30km (F) with
repeaters
CANopen [6] trunkline/dropline TP 127 nodes 25-1000m
Industrial bus, star, daisy-chain thin coax, thick 1024 nodes, 185m (C), 100m (TP),
Ethernet [14] coax, TP, F expandable via routers 2,5-50km (F)

Tab. 1 Physical characteristics

Table 2 characterizes the technologies in term piflied transport mechanisms and
reached parameters, such as communication mettnadsiission properties (rates), data unit
size, arbitration media, error checking mechanisthdiagnostics.

Comm. Transmission Data unit Arbitration Error Diagnostics
methods properties size method checking
PROFIBUS master/slave 9,6-500kb/s 0-244B token HD4 CRC station,
peer to peer passing module,
channel
INTERBUS-S | master/slave 500kb/s 1-64 B data, 16b CRC segment
246 B localisation,
parameters cable
DeviceNet master/slave, | 125-500kb/s | 8B CSMA CRC bus
multi-master,
peer to peer
AS master/slave data and | 31 slave master/slave | Manchester, | slave, device
power, EMI | with 4 in. with cyclic Hamming
resistant and 4 out. polling
Foundation client/server, 31,25kb/s 128 B scheduler, | 16b CRC remote diag.,
Fieldbus H1 publisher/sub multiple network,
scriber, event backup parameter
notification State
Foundation client/server, 100Mb/s variable CSMA/CD CRC -
FieldbusHigh | publisher/sub (TCP/IP)
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Speed scriber, event
Ethernet notification
(HSE)
WorldFIP peer to peer 31,25kb/s | unlimited central 16b CRC device
6Mb/s (F) message
expiration
LONWorks master/slave 1,25Mb/s 228 B CSMA 16b CRC CRC errors
peer to peer database
ControlNet producer/ 5Mb/s 0-510B CTDMA modif. duplicate node
consumer Time Slice CCITT ID, device
Device Multiple failures
Object Model Access
CANopen master/slave, 10kb/s — 8B CSMA 15b CRC error and
peer to peer, 1Mb/s emergency
multi-cast, messages
multi-master control
Industrial peer to peer 10, 100Mb/§  46-1500 B CSMA/CL CRC 32 -
Ethernet

Tab. 2 Transport mechanisms

The performance characteristics of chosen set diisinial bus technologies, such as
duration of digital and analogue cycles, duratidnl®8-byte data block transmission, are
presented in Table 3.

Cycletime: 256 digit. Cycletime: 128 analog. Block transmission of 128B
16 nodes with 16 1/0 16 nodeswith 8 I/0 1 node
PROFIBUS configuration dependent configuration dependent -
<2ms <2ms
INTERBUS-S 1,8ms 7,4ms 140ms
DeviceNet 2ms 10ms 4,2ms
ASI 4,7ms - -
Foundation < 100ms < 600ms 36ms at 31,25kb/s
Fieldbus H1
Foundation - ; latency < 5ms - ; latency < 5ms <1lms
Fieldbus High
Speed Ethernet
(HSE)
WorldFIP 2ms at 1Mb/s 5ms at 1Mbl/s 5ms at 1Mb/s
LONWorks 20ms 5ms at 1Mb/s 5ms at 1Mb/s
ControlNet <0,5ms <0,5ms <0,5ms
CANopen <1lms 5ms at 1Mb/s <2,5ms
Industrial Ethernet | application layer dependent application layer application layer dependent
dependent

Tab. 3 Performance characteristics

3. Conclusion

The paper maps the most common industrial commtioicauses from the perspective
of physical, transport, application and other cbtastics. The result is a transparent tabular
form enabling the choice of a suitable technolog wespect to weights set for the individual
characteristics.

Further work will be focused on formulation of réguments laid on properties and
parameters of analysed protocols and buses fgouhgoses of implementation in distributed
control systems and subsequent analysis, modedhidgsimulation of chosen set of protocols
and buses.
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Abstract. This work is about parallelization of prime numladgorithms. It is focused on algorithm
called Sieve of Eratosthenes. This article dessritgorithm it self, also advantages of its paliatigion
and additional options.
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1. Introduction

Sieve of Eratosthenes is a simple algorithm fodifig all prime numbers up to a
specified number n [1].

1.1. Algorithm definition

Sieve of Eratosthenes works on gradational “siéviigy of natural numbers. At the
beginning of the process of sieving, the list constaall natural numbers from 2 to n.
Gradually all multiples are reject from the list méitural numbers, begins with multiples of
k=2. Next number, which is not rejected, is alsionprnumber and there for all multiples of it
are reject as well. This process is repeated kniih. After algorithm finish the list contains
all primes until n [6].

2. Serial algorithm

2.1. Algorithm process

1. List of all natural numbers up to n is created R2..

2. Multiples of number k are rejected from the listegin with prime number k=2)
3. Next not rejected number is next prime number k.

4. Step 2 and 3 are repeated untiNks

2.2. Serial complexity

Algorithm works on list of n numbers. In every stéphas to make n/p-1 operation,
where p is prime number, which multiples are réjectAlgorithm is repeated x times, where
X is number of primes. There for:

For multiples of k=2: (n/2 -1)
For multiples of k=3: (n/3 -1)

I':'é)r multiples of k=p: (n/p —1)
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teer= (N/2 =1) + (N/3 =1) + (/5 —1) + (n/7 =1) ++.(nAn -1) 1)
Computing complexity of serial algorithm ig£O(rf)
Where time complexity of serial algorithm is O(Ngdog N)) , where N is top limit of
list [7].

2.3. Optimization of serial algorithm

Basic algorithm sieve of Eratosthenes is defineg etrarly and simply, because of that
it is not optimized. Some operations are unneci#gsapeated several times, therefore the
processor is not used effectively.

Some of defaults in algorithm can be reform eagilyr example, as is stated for basic
algorithm, all multiples of defined prime numbersshbe rejected. Based on commutation, it
is simple to reduce number of unnecessarily repestieps of rejecting multiples of define
prime. Instead of rejecting all multiples of defipeme, it can be reduce just to rejecting
multiples higher then? where p is defined prime. With this partial opiation algorithm
can be speed up of pteps.

Even after this partial optimization, some of numsbeill be rejected more then once.
This happens because of multi conjunction, where mmber can be a conjunction of more
numbers (17*30 = 17*2*3*5= 2*255=3*170=5*42 = 510 this case number 510 will be
rejected from list of numbers 4 times instead afeorA new condition can be applied for this
algorithm, where will be rejected just numbers dheir multiples which weren't rejected
before.

This partial optimization can speed up the algamittven more, since after rejecting of
all the k=2 multiples, we can reduce the amounthef next rejection on half, with k=3 on
third etc [8].

3. Parallelization of sieve of Eratosthenes algorithm

Eratosthenes sieve algorithm is simple algorithat,His parallelization isn’t so simple.
Main problem is dependency of steps following censigely. That means next step can't be
started until previous step finds next prime num®eithout rejecting multiples of prime 2, it
is not known which is next prime, in this casengi3). Next problem is that algorithm is
working on whole field of natural numbers <2..N>aribus methods exist to solve this
problems and despite of them parallelize Eratosthaieve algorithm. [2, 3]

Two basic models are known to parallelize seriafjoathms. First model is
parallelization algorithm on shared memory. Secomé is parallelization on distributed
memory. [4, 5]

3.1. Parall€eization of algorithm on shared memory

In case of shared memory model, every processgofithm works on one field <2..N>.
However every process works with another prime iangesponsible for rejecting its prime
multiples. In shared memory list of boolean valiesaved, where rejected multiples are
marked. And also last found prime p is saved here.

Steps to parallelize algorithm on share memory:

1. Field of natural numbers <2..n> is created
2. M processes are created
3. Process(i) begins for prime k&p=1,k=2)
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While rejecting its multiples, it sets next pringg.{).

Afterward Process(i+1) begins for k=ti=2, k=3)

Steps 3 — 5 are repeated untiNk< Processes runs in cascade.

If one of processes finished, next prime numbeklvélassigned to it.
Algorithm finished when all processes are finished

[process 1} [process 2] A préecessm
A A A

2 3 5 7. k<N
y y hd
II| last found prime shared memory
[2[afefe] [ [ [ [ [m [n]
2.n

Fig. 1. Schema of parallel algorithm on shared memory

3.2. Paralldization of algorithm on distributed memory

For model with distributed memory, is necessargitade the filed of natural numbers
<2..N>to m intervals, where m is number of proessintervals are divided equally, therefore
each segment will be n/m wide. On each segmenepsas run rejection of multiples for all
primes p, where p are of <gN>. All processes work with all primes, where evprgcess is
responsible for rejecting multiples on its segment.

Steps to parallelize algorithm on share memory:

ONoO~wWNE

M processes are created

Field of natural numbers <2..N> is created

This field is split to a m equal segments

One segment of field is assigned to each process

All processes run for prime kefi=1,k=2) and reject multiples on their segments
Process(x) set next prime k=3 (x=1) (x is increamsegty time when k<=x*n/m)
Steps 5 and 6 are repeated untiNk>

Algorithm finish when all processes are finished

process 1 process 2 - process
| m
A

I
2,3,5... %235 l
A 4 Y

‘ 2 .. nlm ’ ‘ nim .. 2n.fm ‘ ‘ 2nim .. mnfm ’

Fig. 2. Schema of parallel algorithm on distributed memory

3.3. Paralld speed up with communication requirements

As shown on figure 1, 2, computing time of paradigorithms is much shorter compare
to serial algorithm. But the strong dependency otpsses can'’t be forgotten, therefore higher
communication resources are needed. Those comntioniceesources increase the time
necessary for computing. On figure 3 is shown ddpeay computing time to number of
processes including communication resources [9].
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time

completion time

computing communication

number of processors

Fig. 3. Schema of parallel algorithm on distributed memory

4. Conclusion

Sieve of Eratosthenes is one of basic algorithmdirfiding prime numbers. It is proper
algorithm for parallelization, therefore it is pidde to watch influence of parallel environment
factors. Sieve of Eratosthenes algorithm has higimmounication demands, therefore it is
proper algorithm for observation influence of conmeation demands on overall computation
time.
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Abstract. In present communication systems, the role ofdngDoS (Quality of Service) providing for
video data transmission become an essential tdsk. faper reviews the techniques that have been
developed for error concealment in the past 20 syebr this document, the various classification
approaches oriented on methods for reconstructiagcorrupted or lost video data are mentioned. An
overview of three dominant video concealment caiegp namely, Forward Error Concealment
Methods, Post-processing Error Concealment Methadslreractive Error Concealment Methods are
analyzed.

Keywords: Video, error concealment, MPEG, forward error eotion (FEC), video quality metrics.

1. Introduction

In present narrowband or noise sensitive commuinitaystems, the problem with a lot
of transmission error can cause the lower qualityideo stream. There are two dominant
types of errors. First of one markedrasdom bit error is mainly caused by transmission via
imperfection channel. The other one callediasure error is mainly represented by packet
lost in the time, when the transmission systemaikife for a short time or in the case of
incomplete data receiving. There are three basiwiptes of error concealment techniques
whether the algorithms are oriented on the encadlroder or both sides, namely, FECM
(Forward Error Concealment Methods), PECM (Post-msiog Error Concealment Methods)
and finally IECM (Interactive Error Concealment Metisp.

The outline of the paper is as follows. In the ndxee sections, an overview about
FECM, PECM and IECM are introduced. The video evadnametrics for the video quality
measurement by objective and subjective critegapgesented in section no. 5. Finally, the
brief summary about present error concealment tquks and future tasks are discussed in
conclusion.

2. Forward Error Concealment Methods

To the class of FECM belong these error concealraklgyurithms where the encoder or
transmitting side of communication system play uiynrole. The error suppression is carry
out by source, channel, layered or transport codihgreover, in these algorithms the ECC
(Error Control Coding) and ARQ (Automatic Retransmissi@equest) as part of FEC
(Forward Error Correction) is widely used. On theesthand, these algorithms are not using
the error concealment techniques at the decoder Sidere are a lot of basic principles of
FECM, like transport level coding, entropy or wayef coding, multiple description coding,
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joint source and channel coding and layered codiitiy prioritized transport (mainly oriented
on MPEG-2 transport streams).

FECM techniques are developed for suppression ofkiwds of distortion observed at
the decoder side, namely, the quantization noisethe transmission errors. Most popular
technique from previous mentioned is joint sounceé ehannel coding, where the source coder
is producing the layered stream assuming thatlherel coder will guarantee the delivery of
the most important source layer [1]. Other mostytaptechnique is FEC coding that is used
not for error correction only but for error detectitoo. Besides, FEC is increasing the amount
of transmission data what is its disadvantage mdin video transmission via narrowband
communication channels (shown in Fig. 1).

Fig. 1. An example of FEC structure.

3. Post-processing Error Concealment Methods

The PECM are strictly oriented on the error cormctat the decoder side and by the
disposition of the transmitted data they can béddi into generations. First one are heuristic
based algorithms and second one context based imgpdel

3.1. First PECM generation

The first generation of PECM are developed for nstaucting the lost video data based
on heuristic approaches, which assume smoothnesmtinuity of the video data in different
domains as spatial, spectral and temporal domdiey Tare also called heuristic methods
consist of two categories: spatial/spectral andptal. Lost image information by the
spatial/spectral error concealment methods are neteated by interpolating from
neighboring pixels arranged in spatial, temporalspatial-temporal interpolation windows
specially oriented on MPEG-2 and MJPEG streams.elbl\gr, using the temporal error
concealment methods, lost data are computed byometictor estimation. There are other
methods based on POCS (Projection Onto Convex ,SEis)gh transformation, MRF
(Markov Random Fields), BMA (Boundary Matching Algarit), MFI (Motion Field
Interpolation), Hybrid Spatial/Temporal algorithmtc. can be included to the first PECM
generation

3.2. Second PECM generation

The algorithms of second generation of PECM wereeltped after the knowledge
achieved by transmission the content-based or bbgsed video data like MPEG-4 streams.
In this approaches, the video stream use alreadtaite ROl (Region Of Interest) or ORI
(Object Of Interest) information. PCA (Principal Coomgnt Analysis) or MPC (Mixture of
Principal Components) has been widely used to mobjeicts or ROI. The principle of PCA
modeling is shown in Fig. 2, where the lost DCT (éte Cosine Transform) macroblocks of
object-face are reconstructed by the same face pequire from other face models.
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Fig. 2. The adaptive POCS error concealment.

4. Interactive Error Concealment Methods

The IECM are based on the both side interaction é&etwthe encoder and decoder.
Previous mentioned FECM and PECM techniques havereated backward channel, thus
they are not available to specify a level or natfrthe video errors, to predict the changes in
transmission channel facilities or to adapt thednaission to the error concealment needs.
Thanks to backward channel, the coding parametetheacoder side can be adapted by
feedback from the decoder side. Moreover, the safoemation can be used for change the
useful video data to FEC data ratio too. There atetaf IECM algorithms, where the
principles based on the multicopy retransmissiefediive encoding, retransmission without
waiting, adaptive source coding, prioritized refmassion, etc.

5. Video evaluation criteria

From the point of view of measurement of video dyathere are two major approaches,
namely, subjective and objective ones. In genémnalcorrect evaluation of visual information
can be offered by subjective criteria only. Beingedily based on human eyes perception,
they are more expensive. On the other hand, thectig criteria like SSIM or VQM try to
substitute the subjective approaches. Moreovey, dne widely used worldwide as they offer
results closer to the response of Human VisualeégygHVS).

5.1. Subjectivecriteria

There are a lot of subjective methodologies statided by ITU-R BT.500 [6] and ITU-
T P.910. Among these criteria have one for exampleuble Stimulus Impairment Scale
(DSIS), Double Stimulus Continuous Quality Scales@RS), Single Stimulus Continuous
Evaluation (SSCQE), and Simultaneous Double Stimigu€ontinuous Evaluation (SDSCE)
or Subjective Assessment Methodology for Video @ualSAMVIQ) methodology.
Following the reasons given above, the subjectniter@a will be replaced by the highly
correlated objective criteria.

5.2. Objectivecriteria

The main problem of the objective approaches reéggrcbrrect evaluation of the visual
information is modeling the human eye, which isiffiadllt task. The objective criteria are
expected to unify and repeatability of the evalmatprocess. These criteria can by divided
into two classes.

In the first class have one simple criteria like evieAbsolute Error (MAE), Mean
Absolute Error Reduction (MAER), Mean Square ErrMSE), Noise Reduction (NR),
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Signal-to-Noise Reduction (SNR), Color Difference (CMotion Sum of Absolute
Differences (MSAD), PSNR, Blurring measure, Blockingasure, etc., which are focused on
a special image parameter. For example, MAE mesagureservation of image details and
edges, MSE measures suppression of image artif@ils,measures changes in image
chromaticity, etc. As to color image quality evdloa with the objective criteria closer to
HVS, a combination of more than one image paramiterthe image contrast, luminance,
color, structure, texture etc. must be included.

In the second class have one enhanced criteriaNigke Quality Index (NQI), VQM or
SSIM. They combine more than one image parametlieig them to be closer to response
of HVS than the first criteria category. At the geat time, the second class criteria are
preferred.

6. Conclusion

This paper offer an overview of available error @@ament methods and evaluation
criteria oriented on the processing of damagedost Video data transferred over the error
prone communication channels are introduced. Aouarierror concealment algorithms are
discussed and classified into three main categariesrror concealment methods, namely,
FECM, PECM and IECM. Present developing algorithars focused on the hybrid PECM
architecture joining the spatial and temporal cbigmstics of video stream. Besides, the
expansion of HDTV broadcasting in MPEG-4 standarthgs increased using the error
concealment techniques based on the modeling tteovbbjects. Hence, the hybrid second
generation of PECM algorithms could be dominant.
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1. Introduction

In the last decade, the mass explosion of digitaia happened. Mp3 audio players,
CDs, DVDs, internet and many more became part ofiees. With increasing amount of data
requirements to index and manage this data in daéab also increases. Various new
applications and services became possible with ahéval of a content-based audio
description, for example applications allowing usesearch, identify, filter and browse audio
data in databases. The text-based descriptioneofatilio used in the past has significant
drawbacks: in addition to being very laboriousange volume data it is not enough rich to
describe data for some application. The contentdagscription represents audio data by its
content (spectral energy distribution, fundamefriequency, harmonic ratio, spectral flux...)
rather than text. Efficiency of the descriptionafigre vector or vectors) used for comparison
and classification depends greatly on the particalgplication, extraction process and the
richness of the description itself.

2. General sound classification

Typical tasks of audio analysis exploiting sounthikirity and sound classification
approach are:

= segmentation of audio into basic elements - sparakic, sound or silent segment...

= segmentation of speech into segments with speakelifferent gender, age, identity...

= identification of speakers and sound events - estpig applause, laugh...

= classification of music into genres - rock, popssic...

= classification of musical instruments into classpercussive, string, brass...

For the cases of sound similarity, spectral featwesound which allow to distinguish

one sound from another, are very useful. Majoritysound classification systems has a
structure like depicted in Fig. 1 [1]. Segmentatimocess of the input audio signal may
include separation of input audio signal into basiements but also isolation of relevant
sound segments from the background (from instans&ument from background noise or
other sounds). Feature extraction stage obtaims @gmented audio meaningful information
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about its content and selection of used featurgeeris on the particular application. A
dimensionality reduction of the feature vector.(m@pping of the feature vector onto another
vector with lower dimension) is often performedeafthis stage. The classification stage
performs separation itself into classes accordimghie chosen application (for example
instrument classification). The sound classifiers aften based on statistical models. We
emphasize that the choice of the feature vectorthadahoice of the classifier are critical in
the sound classification design.

Audio mnput

Segmentation

Feature extraction
Classification

Decision

Fig. 1. General sound classification system

3. Audio featuresand dimensionality reduction

Audio classification systems generally use 3 caiegoof features that describe the
content of audio signal - temporal, spectral aatistical [2]. One of the most commonly used
audio features is MFCC. The MFCC (Mel-frequency cepstooefficients) is conventional
feature vector for the representation of humanevaied partially musical signals because it is
a compact representation of the spectral enveldpaudio signals which respects the
nonlinear human perception of pitch. Therefore ithe feature very often used in speech and
speaker recognition tasks and it is also able &tyae and represent the musical signals. In [3]
MFCCs are used for music genre classification. Oth&resting use of the MFCCs is in
gender recognition [4] and speaker age and sexifidation [5]. Along MFCC, there is
variety of the time-frequency features that canubed for sound classification, which have
been introduced in literature - loudness, pitclydiency, brightness, total spectrum power,
bandwidth... [13], [14], [15] - so an effort to selelse most significant ones (and/or to define
new useful features) has led to the acceptanceéaofisrd MPEG-7 (that includes audio as
well as visual content description tools and sctgme

The MPEG-7 audio feature are a set of time-frequegracameters standardized by MPEG ISO
group, and covers 17 low-level features, which @escribe and distinguish any type of sound
hence they are intended for an application in warisound classification tasks. The choice of
particular features (e.g. audio power, audio haipityn audio spectrum envelope...) depends
on the application. In [6] Casey introduces a usMBEG-7 standard for an automatic
classification of environmental sounds, musicalrimeents, music genre and human speakers.
He argued the classification accuracy of the emvirental sounds and music genre more than
90 % (80 in the worst case) that is comparable thighaccuracy of the systems using different
time-frequency features. Features and tools of MPESandard seem to be promising for
future work. A comparison of MFCC coefficients anddfo Spectrum Projection of MPEG-7

is presented in [1]. In the past, there were aidaiphed approaches using some other features
(for example spectral flux for the separation & #peech from music [7], LPC [8]).
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After the feature extraction and selection has ljmformed it is often very practice to
reduce the size of feature vectors that way tdrreteaximal amount of important perceptual
information. This will reduce the computational derds and hence decrease the time of
computation. Typical way how to do this is using af following techniques: Singular Value
Decomposition (SVD), Principal Component AnalysisCA), Independent Component
Analysis (ICA) or Non-Negative Factorization (NMF)]] [6], [9]. Other methods that could
be used for optimization of the feature vector disien follow evolution-inspired
optimization approaches such as Genetic Algorit{@#) [13] or Simulated Annealing (SA).

4. Classification

For the purposes of the sound classification haenbmost often used the model-based
classifiers that include:

= Gaussian Mixture Model (GMM)

= Hidden Markov Model (HMM)

= Neural Network (NN)

=  Support Vector Machine (SVM)
GMMs have been widely used in the field of speecbcgssing, mostly for speech
recognition, speaker identification and voice casian [1]. GMM models are very popular
because of their capability to model arbitrary padoibity densities and to represent general
spectral features. The greatest advantage of GMM&eir computational inexpensiveness.
The disadvantage is that only low-level informatiabout the sound is conveyed in the
temporal audio signal. Applying of GMMs is presehia [11]. HMM is a statistic method
widely used in the field of pattern and time-seri@assification - originally for speech
recognition and speaker verification. HMMs can mopecesses with the time varying
characteristics and after training it is possibbeanalyze the models more closely. The
advantages of HMMs include efficient applying iretkarge systems, easy integration of
multiple knowledge sources and capabilities of @fe sound similarity. The most
significant drawback is a poor discrimination (ordprrect models receive the training
information). Applying of HMMs is presented in [4§], [9]. Various NNs, such as Kohonen
self-organizing maps (SOM), multi-layer perceptr@MLP), time-delayed neural network
(TDNN) and hidden control neural network (HCNN) haween used in the field of speech
recognition and sound classification (in the megrihsegmentation into basic elements). The
advantages of NNs are excellent performance angp#&ameters. The disadvantages are slow
training procedure and the fact when a new souasisdls added to the classification system
the network must be retrained. Applying of NNs isegented in [2], [13]. SVMs have been
used in the tasks such as speaker identificatiomel/ classification and have been also
introduced for the classification and segmentatibthe audio stream and clips. SVMs have
the advantages such as unique solution for givassiflcation, insensitivity to small changes
of the parameters and often improved performandkercomparison with other classification
algorithms. Applying of SVMs is presented in [1f14], [15].

Beside these techniques there are more possibiliies to perform the classification. K-
nearest neighbor (k-NN) classifier was applied 2h for a singer detection and a string
instrument detection and in [12] for a segmentatido basic elements. [10] is an example
where authors used linear discriminant analysisX) far music genre classification or in [8]
is proposed using Bayesian classifier for the seggtien into basic elements.

Accuracy of individual classifiers differs from @so case according to a particular
application and features but it generally reachessalues of 90 % and more. GMM and SVM
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classifier is compared for the same classificatiasks in [11] (GMM is better) and a
comparison of k-NN, HMM and artificial NN classifies presented in [2] (NN is the best).

5. Conclusion

In this paper is shortly described the topic ofiawgignal classification, its capabilities,
audio features and different types of classifibe tan be used in a process of general sound
classification. As is written, for the proposalgufod working classifier are the choice of audio
features vector and the choice of classifier thetritoportant. In a work previously published,
audio features have been selected (or newly dedidmethe authors “a priori” and mostly
intuitively with accordance to the desired applimati.e. they have chosen features that they
considered to be the most significant for the gie@plication. In my future work | aim to
substitute man by machine so the process of featleetion will be managed by a computer.
Next the feature vector dimension will be optimizegl genetic algorithms and the audio
signal classification itself will be based on neyds of supervised learning algorithms. My
primal scope of interest will be the segmentatibthe audio signal into basic semantically
significant elements and | will concentrate onsbeof audio features of MPEG-7.
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Abstract. Electronic marketing and advertisement emissiod aantrol systems require adequate
representation of input data, processing algorittand decision support. This article presents the
applications of fuzzy and multi-objective optimizet with uncertain parameters in media planning,
which helps to build a more realistic representatip audience characteristics in a dynamic intéract
environment, as well as improving efficiency ansiowrce usage.

Keywords: multi-objective optimization, Internet, interaaiwmarketing, fuzzy modeling.

1. Introduction

The increasing importance of interactive technaedhas been brought about by the
development of a new media and is affected by métion technology. Kotler Ph. and
Postma P. emphasize that marketing is entering va er@ with a growing number of
applications and new interactive media within whiohoperate [6]. Interactive media allow
the development of new forms of communication veéifiplications in advertising operations
defined by Hoffman D. and Novak T. [5]. Traditionalass media use ane to many
communication model, where it is impossible to gpal direct effects and influence on
customer behavior [11]. The main distinguishingdiea of electronic media (and the Internet)
is two-way communication, which was the main reafswrcreating a new model. Thome to
one model allows information to be sent and feedbacke received. In this model sendgr
prepares messageaddressed to receive, and sends it to coding/decoding ubit;, where
the message is translated into the féfnthat is required by the medium (Fig. 1).

k K
1 1

- H ktl pl .

Sender N DC, Medium E Receiver O |

Fig. 1. Interactive communication model

In the next step the message is integrated witadaertising medium and, as a result of
the emission conducted by uiit personalized messagg is received by its targéd,. The
receiver has the option of generating feedbackimnébionz;, which after decoding is received
asz. Control systems responsible for emission planaimg request services contain dedicated
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modules responsible for different actions and negoptimizations at operational layers that
can be developed towards real time optimizatio®$ [This article presents fuzzy approach to
interactive media planning and decision supportetotbr resources optimization.

2. Audiencerepresentationsin uncertain environments

Decision support in online advertising emissionteys has an impact on results and
effectiveness. Most of the decision support mogetsented use deterministic parameters
based on average values and single optimizatiols g&. In control systems for advertising
networks uncertainty arises from changing effectéss and changing audiences [13]. On the
basis of historical data we can estimate that éenrtbxt time periodt+1 “about” n advertising
units may be emitted, which is a more real statérttean the precise statement that n units
will be emitted with representation based on fumzymbers defined by Zadeh L.A. [14].
Example data representing audience measuremengéwakulated from online data [7] using
time series addressed methods proposed in [4]nDgfresources for the next peritl can
be based on average values and deterministic agsaso that parameters like page views
(PV=473107) and unique visitors (UU=36886) do net characteristics for a changing
environment. Fuzzy representations of input datdf6(page views) UU (unique users) and
emission cost&€C that are presented in Fig 2 - 4 can be used ammeaers for decision
support models during media planning.
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Fig. 2. Emission resourc®y/ Fig. 3. Unique user&JU F

Q

The number of contacts with advertising content ¢en used for evaluations of
effectiveness and user engagements [9]. The detsedpproach will affect the final values to
be used for planning purposes, for example therogtic approach can be used for the period
t+1 values UU=49591, and the pessimistic approach B982. The number of users for
servicing publishers can be defined as fuzzy numbéth linguistic representations. Several
methods can be used for membership function crea{ib0] and an example is presented in
Fig. 5. A similar approach can be used with effesiess factors like conversion ratio or
audience transfer indicators. In some cases, ulsing emissions [1], a fuzzy campaign
budget can be allocated and that representatioresnalich parameters more reliable than
categorical values.
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Fig. 5. Membership function for the linguistic term ,nuertof users”

There is an unknown value of emission pk{ng,m,d), which is the defining number of
units of type d to be emitted by advertien target groupy, publishing service for the
period timet. For the deterministic version of that model metbdDAS-L was used [8].

3. Emission planning and optimization in advertising control systems

Resources usage and allocation model can be dedimeaulti criteria decision support
model with fuzzy parameters. Maximization of fuocti(1) increases the overall financial
performance of emission balance and the numberteffactions is important for effectiveness
and aggregated results, as described by functjon (1

fi(x)= Z;)(XEH(I, g,m,d) 0k (i, g,m d) - 2**(i, g, m,d))) - max )

where:x; — number of advertising units emissionscost of emission ad urp(j,m,d) for
target groupg using advertising space in publishierpaid for by the emission system
management organizatiok, - cost of emission of ad ung(j,m,d) for target groupy using
advertising space in publishempaid for by an advertiseEcrr - fuzzy effectiveness factor
representing the number of interactions (convajsfor advertisejj in target groupy and
publisheri. Other defined function§(x), f2(x), f3(X) represent financial results, aggregated
results of publishers and aggregated advertisedtsesSolutions were generated using the
ARBAN method proposed in [2]. Fig. 6 presents thaults for each function with a different
dissident approach to risk factors (optimistic, tr&luand pessimistic).

Optimistic approach Neutral approach Pessimistic approach

——&—— Agency revenue
- - -¢...Results [1/100]
4000 - ——»— Publisher revenue
3500 )
2000 | ’v,\/\/—\/
2500 + . *- e,
20004

1500 4

1000 §
500 Etap modelowania

12 3 4 5 6 7 8 9 10 1 12 13 4 15 16 7 18 19 20 21 2 23 24 2B X F 28 29 30

Fig. 6. Decision results modeling using fuzzy parametags@nstraints (Source: own research)

The interactive decision generating process waglelivinto several stages. In stages
1-10 for emission resources and budget constragatiszation levels where set at different
levels from 1 to 0.1 with zero values for paramet(r). For constraints realization at level
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1 (step 1) goal functions were above aspiratiorction values. Solution number 1 is the first
compromise solution received with an 'optimistigpgoach. In stages 11-20 for1 different
membership factow(z) was used: in stage 11 it was 0.25, in 12 it was @&nd in 13 it was
0.75 for all constraints, representing the 'neutigbroach’. At other stages different values for
w(z) where set. The solution from step 10 with0.1 delivers satisfactory levels of fuzzy
aspirationfy(xX)=2369, fy(x) =3678, f3(X)=226964 and is between the optimistic and neutral
level, which makes it more reliable for future usagor solutions with a low characteristic
there is a high risk that emission resources vdtl Ime available. For level 12 it is lower for
each function where calculatéfty;,(X)=1707, fg,(X)=3293, fgs(x)=186954), but factorsr=1
and wg)=0.5 for resource constraints arwdl and w(z)=0.5 for budgets causes a higher level
of expected constraints fulfillment. Using this imed and experimental data it was possible to
increase the number of interactions and resoursageuand achieve new approaches for
electronic media planning.

4. Conclusion

The complex nature of interactive online stems ireguan interdisciplinary approach
which integrates various academic disciplines @sychology, economics and computer
science. In electronic marketing an important islplayed by methods of data analysis used
as a methodological basis for advertising servatsraethods of extracting knowledge from
data bases designed for use in the Internet (elg.miring). Along with the development of
marketing techniques there is a corresponding dewe¢nt in the technology used in their
application, whilst new problems and areas of ne$eaontinue to emerge. The optimization
technique presented in this paper is an examptleeofise of a fuzzy model in the planning of
an advertising emission. One of these new areabdsstandardization and creation of
techniques for the personalization of advertisiressages and behavioral approaches.
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Abstract. In the article a procedure is presented of adgptibjects used in the interactive
communication process. It assumes object deconmposind identification of the system reaction
functions for different selected collections of uhpvariables with simultaneous minimization of the
number of variants.
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1. Introduction

The development of information systems and inteapilications takes place in the
technological and social aspect that more and nofen constitutes the basis for many
projects. The development of broadband Internetnade it possible to introduce new areas
of applications, the quantity of multimedia contdms grown and decentralization of
publishing functions has occurred. In many applicest focused on interactive environment,
there are problems with creation of data accessfattes and structure modeling to ensure
usability and generate specific effects. In thekrthe concept is presented of decomposition
of interactive objects into component elements umtecedure of searching for extreme
values of the response function, which identifigstesm characteristics and gives a possibility
to maximize expected effects in the adaptive pmcBsoposed method is based on adaptive
parameters selection with quantitative and qualgahput sets.

2. Evolution of data structuresin web applications

Along with the development of websites focused nline communities, new structures
of internet applications and different approactmscfeating and running them are used, i.a. in
the form of ontology and semantic networks whoseatiions for development are indicated
by J. Davies and R. Studer [6]. This phase in Irteavolution integrates elements: creation
of content by users, collective intelligence, degpositories of so far unprecedented scale,
social networks, scale effect, openness [1]. Asimdeated by M. Madden and S. Fox the
present stage of development is a result of natavalution taking place by way of
verification of various concepts known before [Bhese studies identify related areas (e.g.:
folksonomies [10], studies of social networks, mgstype web aggregators) in the period of
the greatest interest. Integrated are methods idibag structures of interfaces oriented on
exploring content of electronic commerce systemghia form of collaborative filtration
systems whose integration unified methods wereeptted by J. Wang and P. Arjen [13]. For
different applications one can identify typical alatructures used in communication with the
user. Measures of their usability, broadly discdsbg A. Granica and V. Glavinica [8],
enable identification of objects being a mediatimger between the user and the application
part, and are subject to modification and adjustmentime. S. DeLoach and E Matson
specify more accurately for the Internet environtrastaptive and agent approaches applied in
design of IT systems and interfaces where, astibe s0lution, regarded is implementation of

77



a system that adjusts to the changing conditionksusmer needs [5]. Quantitative parameters
Cy, G,,..., G, represent measurable characteristics of the objetits constituent parts which
include parameters of graphic elements and areesepted by continuous or discrete
variables. Discrete variables are included in tivenfof collections of alternative valu&®
={e;, &..., §}. When generating a version of interactive commation, selection is made of
the elements from the given set, based on the giwlection function

fs (X, z, n) responsible for selection of elemerfrom setz to cause communicatian which

is intended to maximize effects (for example adsi#ny campaigns) or object usability.
Selection of decisions support methods and alguoiithtion of the data analysis process are
important for effective attainment of the objectwe calculation and generation of structures.

3. Parameterization of interactive objects

Implementation of an adaptive system for generatimigractive objects requires
selection of analytic data processing methods amgisition of decision-making solutions.
Literature provides models of generating the steddractional plans (with the use of gradual
increment in the value of particular parametergnaed as the basis for this research stream
published i.a. in the works by C. Bayen and I. RuBinD. Montgomery [12] and S. Deming
and S. Morgan [6]. The development of methodii; &rea was initiated by reaction surface
methodology RSM suggested by Box and Wilson [14], cwhencouraged experiment
planning to set the extreme of a function of maasgiablesx= f(uy,W,...,4). In this method it
is assumed that functioffu) is unknown, continuous and has one extreme. Viasaly
(k=1,2,...,s)can accept values on two main levalg-Aus, UsgAUs. The method assumes that
the unknown characteristic can be approximatedhim meighborhood of a given point
Uro W --.,WoWith the use of hyper plane presented by meaesgaétion (1).

O

X =b, +bu, +---+byu, +bu’ +...+bu? ++b,uu, +...+b_u_u, @
whereby, by, ..., k, b, ..., Rs bio, ..., k.1, are coefficients that need to be determined.

In the case of presence of a large number of V@sadxperiment realization plans are sought

that will permit examination of the main factorstetenining function behavior. In such

situations Plackett and Burman plans shall applfindé as saturated due to the use of all

elements for identification the main effects withdegrees of freedom left [7].

4. Experimental results with adaptive objects

Examples of the procedure based on fractional pdmesillustrated for object with six
input parameters having continuous values, repteggoomponents of variables responsible
for visualization and selection of the color scafean interactive element. For different
parameters acceptable ranges of values have b&aedl&om RGB scale. In the first phase
initial plan selection method was used from Placked Burman experiment the experiment
system was generated. Initial central point wasnedf for value ¢; = 127.5. Incremental
matrix for each variable determines the directidncbanges in different steps of the
experiment. Based on this in the neighborhood ofcdrral point the initial experiment plan
is generated. The experiment plan is presentedypgriplane on Fig. 1. For different input
parameters evaluation was made of the object steieind ranks were obtained for different
variants of the plan. Fig. 2. presents the efféchanges in value of parametgn to response
of the system at values £= 0, ¢, = 178. Analysis of the object takes place in tigea
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process in which data from measuring systems atidlimalues of the parameters from input
systems are used. The function extreme value esmd@ied iteratively in several steps. In the
first one a small number of experiments are peréatrthat will find a locally orientated
mathematical description that determines the sarfieen by the following equation:

O
x=b, +bu, +b,u, +---+b.u, @

Coefficientsh,..., ky define the direction of gradient that permits sbas of the extreme
point. The method of searching for the directiontioé fastest possible function growth
(method of steepest ascent) assumes movement dirdation of experiment along the route
of object reaction function value growth.

Resp ()

N

i 100 200 300
110

Fig. 1. Starting plan for experimental stages Fig. 2. Response allocation for £c; =0, ;=178

(Source: own calculations) ( Source: own calculations )

After the first processing stage, model regressioefficients are used to identify the
path of searches. Changes in valgewhen moving along with function growth are
proportional to significance of the regression Goift. In the work [3] the model is
presented in the form of:

0

O o0 O O
Y=Bot BX+ L, X+ + B X 3)

Fastest possible function growth path is runniranfrthe central point of the project in the
direction of the greatest function value growth hwispherical limitation. Function
maximization procedure uses Lagrange multiplier:

Q04X %) = Bot D By X, —A(Z,ile -r?) @)

where for multiplierk stepwiseA parameter change values are defined and valueghef
variables are determined. Detailed methods of dixime solutions are discussed in the works
by R. H. Myers and D. C Montgomery [12] and A. |. Kihand J.A.Cornell [11]. The obtained
effects indicate a possibility for broader appliicatof planning methods for structures of
interactive objects and their versification involgi fractional plans. Depending on the set
target it is possible to identity the system reacfunction and look for combinations of input
parameters in order to maximize it.
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5. Summary

Growth in the complexity of internet applicationgyriability of data structures, use of
multimedia objects make it difficult to model infoation structures and design access
interfaces. The application potential is not alwaged and the obtained results maximized.
The presented procedure of identifying an intevactibject and selecting parameters may
constitute extension of existing adaptive systemshe Internet. The approach used gives
a possibility to verify various systems and minienithe space of the searches of the design
variant in web applications, where combinatoriguna of a job makes it difficult to use other
methods. In many cases it is useful to reflectsystem, and a mathematical analytical model
is determined on the basis of its behavior. Furttages of research assume construction of
a simulation environment and integration with Inedr systems for the needs of further
experiments.
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Abstract. In last fifteen months there is a lot of newshe airea of an online publishing and design of
new online tools. Some are a businesslike and somécused on online presentation and many have a
user interactivity support. This are a new trenglgirsst an old approaches with only basic interégtiv
when most of online tools offered only static imf@tion like HTML, images, audio and video. In this
paper | present a state of art. A practical apptioaof design of tools for education is preserttece.

Keywords: Education, Adobe Flash & AIR, Flex Builder, SUN JaXa Microsoft Silverlight,
AutomatFlash viewer.

1. Introduction

This paper gives an overview of the latest tools design of the online simulation
models which exists on Microsoft Windows platforAdl of them exist on Mac and Linux
platforms too. | shall not focus on too many dstaithich can be found on homepages of
mentioned tools. As all of them are rapidly develdpwe have to make a decision witch tools
are convenient for a particular area of our interes

In face of a wide use of computers and rapid dgreknt of hardware and software tools
there are only few areas where interactive multianéor education is used. One of them is
tool for design of simulation models from Mathwotke. (Matlab and Simulink) and similar
tools. Mostly all of them need installation of atitutal software on a user computer.

Now we look how internet browsers like Microsoftdmet Explorer, Mozilla Firefox
and Opera with installed related plug-in can belwesimulation environment.

2. Platform for Interactive Applications from Adobe Company

This platform represents at the present time a mplatform for online interactive
application development. Adobe Company offers fornsany years a stable solutions for
online publishing, online interactivity. One of ahtage is wide spread formats of their
production tools, for example PDF (Adobe Reader), FS{#dobe Flash), PSD (Adobe
Photoshop), Al (Adobe lllustrator) and many more.

There are some important requirements for new ardpective tools for the future.
Adobe Company every eighteen months comes with mgjdates of their all production
tools, even at this time come with important upgate

2.1. AdobeFlash & AIR Runtime Browser Plug-in

The Flash Player is the cornerstone of the AdobsH-& AIR platform [1]; it offers the
developer a single, cross-platform runtime withthl capabilities of the Internet today. It
supports more than just vector animation—it's asmultimedia player. In fact, the majority
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of all online video today is delivered via Flashthathe capacity to offer true High Definition
video.

A lot of effort has been invested into making suhat Flash-based RIAs work
successfully for the wide variety of devices andrating systems.

Adobe has successfully matured the Flash runtintearshort time that they’'ve had it as
a product. With each iteration, particularly Play® and 10, significant improvements in
performance have occurred; Player 10 now offersdvaare acceleration for advanced
graphical effects. Flash Player 10 also introdusew functionality, including 3D effects,
custom filters and effects, advanced text suppord, dynamic streaming for improved video
performance. Flash Lite 3 is a scaled-down versibthe runtime for use on mobile and
handheld devices and soon in High Definitions TV.

And then there’s Adobe AIR—a new category of rumtithat combines Flash Player 10
and WebKit (the web page rendering engine behirfdrSand Chrome) into a stand-alone
runtime capable of running offline applications. @mdows, OS X, and Linux.

Developers can use their web application buildikigssto create apps for the desktop
and deploy them via AIR. The AIR runtime incorpogtinctionality missing from the
browser (for security reasons, runtime represengdBox—a secure and isolated
environment), such as access to the file systecretate, delete, and maintain files and folders.

3. Platform for Interactive Applications from Micr osoft

This platform represents at the present time a rskamajor platform for online
interactive application development. Microsoft canedatively later with their solution—
Silverlight [2]. Therefore in less than fifteen ntbs it release three major versions Silverlight
1, 2 and soon this year it will be released vers3oriThis gives an advantage to Adobe
Company. There are more advantages of Microsoft. @greatest is that in coming new
operating system Windows 7, Silverlight will be artpof it. Microsoft has a mature
development tools—Microsoft Visual Studio 2008, Misoft Expression Studio 2 and well
established .NET platform tools. There is no maijifierence between Silverlight and Flash
Player plus AIR support. Linux platform has implenation of Silverlight known as
Moonlight [3]. There is a possibility that Moonlighersion 3 will be released at the same time
as Silverlight 3.

Microsoft Silverlight is a cross-browser, crosstflem, and cross-device plug-in for
delivering the next generation of .NET based meeigeriences and rich interactive
applications for the Web. Silverlight offers a flele programming model that supports
AJAX, VB, C#, IronPython, and IronRuby, and integsatvith existing Web applications. By
using Expression Studio and Visual Studio, desgraard developers can collaborate more
effectively using the skills they have today. Silight will support all major browsers on both
Mac OS X, Linux and on Windows.

4. Platform for Interactive Applications from SUN Company

SUN JavaFX is a rich client platform for buildingpss-device applications and content.
Designed to enable creation and deployment of intdrnet applications (RIAs) and behave
consistently across diverse form factors and devieenFig. 1. JavaFX 1.0 is from all major
platforms newest, but it marks the first step im'Sistrategy to enable rich immersive media
and content across all screens.
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Fig. 1. An overview of the SUN JavaFX 1.0 architecture.

The SUN JavaFX 1.0 platform [4] includes the foliogrcomponents: JavaFX 1.0 SDK
which includes the JavaFX compiler and runtime gpgraphics, media, web services, and
rich text libraries to create RIAs for the desktbmwser and mobile platforms. NetBeans IDE
6.5 for JavaFX 1.0 which provides a sophisticatgegrated development environment for
building, previewing, and debugging JavaFX appiar.

5. Online Education Tools for Simulation and Control

To design a series of useful tools for educatiostart with Adobe Flash CS4 and
Microsoft Expression Studio 2 SP1. After four manthchoose a Flash platform to continue
because it is well established. | started with Meawdia Flash 8 Pro, but two months later |
switched to Adobe Flash CS4 Pro and latest versfoAction Script 3.0. There is a lot of
learning tutorials of a first class quality [5], mabooks [6] and examples. All major operating
systems are well supported. Next we have a goosppetive in the future because of well
established Adobe Company on the market.

| designed and started create a series of an oappécations for education of subject
Logical systems—presentation of Moore and Mealypaits with build in interactivity and
reusability in more complex applications. Desigffladh application AutomatFlash Viewer is
presented in [7].

Main task is to create simple and reusable flasipliGgiions with extensible
characteristic usually XML based. The goal is ate a complex e-learning education course
for comprehensive study of mentioned subject. \Widlobe AIR technology e-learning course
can be simply studied online at web, but with apdymdrag and drop do desktop on Windows,
Linux or Macs we get a full-featured applicatiomn® e-books of a new style already exist
even in Czech and Slovak republic. Adobe Flash pl&yeAdobe AIR technology were
recognized as powerful platform. Designed flashiiappon AutomatFlash Viewer [8] is used
in more complex interactive application as showr-an 2.
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Fig. 2. Interactive flash application for three differgmbducts recognition based on AutomatFlash Viewer.

6. Conclusion

Each of three mentioned platform is under heavyelimment. Each one wants to
become a leader on the field of online publishimgst few years it was Adobe platform, but
there are more players in game, Microsoft, SUN, ereh Google.

As all hardware is evolving to be more and more gréw, all platforms are growing to a
full multimedia platform. We can notice that hardevasupport for acceleration is growing
very fast too, for example hardware decoder fol282.codec and massive parallelism.
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Abstract. The article deals with description of major betsefnat the WMS used during consolidation of
material and finished goods in logistics centre paovide to user. Author focuses also on a toot tha
helps to minimize mistakes and mismatches duriripg operations with the increase of speed of
picking and its efficiency at the same time. Apation is verified by feasibility study that inclugle
payback time calculation.

Keywords: pick by light, pallet, box, rack, warehouse mamaget system = WMS, logistics unit,
MOQ, RFID tag.

1. Introduction

Many logistics factories are just now working orplementation of modern system and
technologies focused on warehouse management timgsbmany benefits like easier and
faster warehouse operations, fast warehouse injenbeeck and information about necessity
for next material delivery into warehouse or frdme tvarehouse to production. In such kind of
situations warehouseman usually orders MOQ — mimmaorder qty that was initially
presented by pallet gty and now MOQ is usually @nésd by box gty as “new” logistics unit.
Change from pallet to box brings many benefitselample less necessity to own warehouses
of big capacity and heavy machinery in, less wdets handling and less money dropped in
material in warehouse as factories order only rietérat they really need based on demand
for their products and its order qty is roundedaipox qty. All risks caused by price drops or
material losses are handed over to suppliers.

To achieve this position in supply chain factofiese to change many processes and to
make change faster and more successful they canead®r mentioned systems like
Warehouse Management System designed by many I'pamies and that can be developed
exactly according to customers requirements fomgta with additional systems for faster
picking (Pick By Light) and order’s consolidatiodsne without mistakes.
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2. Warehouse Management System WMS — Controlled Warelise

WMS = Warehouse Management Systens the complex solution for atomization of
processes and material movements in controlledheaise. WMS is part of the supply chain
and primarily aims to control the movement andajerof materials within a warehouse and
process the associated transactions, includingostypreceiving, put away and picking and
enabling users to deliver superior customer serficémproving order accuracy, increasing
efficiency, streamlining materials handling, megticompliance requirements and refining
inventory control. The systems also direct andmijze stock put away based on real-time
information about the status of bin utilization.

Core of the system is presented by software thatrals all operations mentioned above.
This software is usually customized based on requént coming from customers who want
to successfully answer on upcoming requests likerease of frequency of supplies,
minimization of mistakes and mismatches during obidation and increase on efficiency and
productivity.

Additions to WMS
=  WIFI technology and SmartStock. WMS — it allows on-line connection of mobile

terminals to company information system — it is kbg part of paper less system based
on information displayed on terminal able to reasicbdes or RFID tags and without
any necessity to handle papers with notes duringratipns; all movements in the
system are done in the real time by simple scanafnigbels with barcodes that are
sticked on racking system and all picked materiadl @onfirmations are directly
uploaded to the inventory system and used for githgooses — planning etc. = core of
paperless system. In such kind of system of ratiss and material must be
unambiguously marked and labeled to make identiipaeasier and to allow to all
benefits coming from this system to come.

WMS helps in all kind of operations in the wholectfary from order receiving, via

material preparation, consolidation to expeditisnsadescribed on picture 1 below:

*Receiving

*QC

*Returns
*Putaway
*Cross Docking

INVENTORY
MANAGEMENT
*Pl/iCycle Count
*Kitting

*3rd Party Billing
*Labels & Documents
*Reports

Fig 1: Controlled WH (Source: www.google.com)
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By application of WMS in warehouse companies cdnea@ following goals:

= Easier inventory check and sure material movemeitkén company/warehouses.

= Increase of productivity by automatization and miation of warehouse operations —
providing better services to customers, operatiowaves, optimal place utilization

= Decrease on level mistakes and mismatches, miniimizaf human factor affects.

All these benefits usually help to have better v on material in WH, to satisfy
customers by faster deliveries right on time, afrect gty and at the right place. It also helps
to increase the work productivity, decrease trartation costs and increase quality of to
customers provided services.

3. Efficient Paperless Consolidation of Mixed Goods

Based on current situation companies have to fin@féicient tool for consolidation of
shipments from many different materials at one @labere an operator is the key-part of the
process and his ability to do all operations quicahd safely involves its performance.
Usually it is the operator who affects speed, bdlity, accuracy and error rate of operations
like material preparation, packing and expeditioratcustomer. Operators are more and more
pushed to do all stressful operations faster astefaThe operator usually handles printed
version of material lists and goes thru WH fromkrée rack, from bin to bin, picking material
to the basket directly from boxes or pallets, withany system of online pick confirmation
and without any confirmation if the picked mateigtorrect one for example by scanning of
PN from label (PN is unique code of material). Diperator marks picks to the paper by a pen
and when he is sure that he picked all requestétitee operator handles it to the next team
who pack it and send for the expedition. This wdydone operation doesn’t bring any
reliability, causes many mistakes and moreoverksttg and movements are not reported in
the real time.

With a view to maximize reliability and minimizedHail rate, many developers started
with development of supporting tools connectedh® information system to achieve main
goals — higher speed, better reliability and lowrate. The system will be connecting visual
tools without necessity to use papers and interfad®SM has been developed.

This system consists of SW racks, rails mounteagumh modules with diodes of more
colors, buttons and displays plugged in. One modutkedicated to one bin in the warehouse.
One bin is dedicated to one PN = material. Qtyefsorted to the WMS. The system is called
Pick by Light.
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Basic module is presented at the picture 2 below.

Fig. 2. Pick By Light Modul (Source: http://www.lightninggk.com/docs/TandyBrandsCaseStudy_Pick.pdf)

Application of whole system is at the picture 3dvel

Fig. 2. Application of Pick By Light (Source: www.googlerm, 2008.)

The main difference between the paper and the [egsesystem is that the operator is
order to pick the material and its gty by light. ghthe order is uploaded to the system, PBL
controller switches on lights installed on modubésé of related material that is requested to
be picked up. When OP goes through the Warehous@iaks the material from the bins OP
confirms these picks by pushing on button and laggltbmatically switches of as confirmation
of pick and successful system transaction. Theatpercan also set picked QTY or inform
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about missing material by pushing special buttarthe same time these picks are reported to
the inventory system for next purposes. This systambe updated for material PN scanning
that helps to increase currently high reliabilitp. case of implementation of more color
diodes, 7 operators can work in the WH in the séime because of the fact that one color is
assigned to one operator. On the other side, mperators can work on one order, if
supervisor decides to assign colors to ordersadsté assigning to operators.

Benefits of this technology are structured in tableelow:

System allows up to 70% increase on speed of miclkamd

1| Speed consolidation of mixed material orders.

> | Eail rate Eﬁls;rswlgg of this technology can be assured thater@tis not
3 | Directivity All displays and diods are easilyibig to avoid overlook

4 | Flexibility Due to 7 colors more operations candmne in the same time

5 | Expandability System can be expanded without any additional I &W

investments
6 Fast Inventory System connected to WMS can report gctual gty mnaiiany time
Check
7 | Effeciency By current application saves on manpaveer be acchieved

Tab. 1 Features of the system (Source: Paperless piekidgupply of material, KBS-GMBH.)

4. Feasibility study

The logistics centre had to face problems with obdation of small kits from various
material of low quantity that are then suppliectstomers. Regarding to results of analysis
that discovered high fail rate in picking and lopeed company has decided to implement
Pick By Light system to one of repacking lines used for kittafg kits that consist of
documents, books, CDs and others.

Assumption based on analysis results is below:
= 190 PN located in rack,
= 120 kits must be produced in 1 hour = 120 UPH,
= Current man power is 5 operators.

The department responsible for improvements prepare option that counts with
implementation of 4 racks, each rack with 48 bideme each bin is equipped with module
with one diode. First simulations of solution iafed information that is possible to increase
UPH of 40% or decrease necessary manpower fsoim 3.
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Fig. 3. D drawing of Pick By Light

Regarding to the simulation’s result simple Paybgicke in months was calculated.
Payback Time in months(PiM) indicator presents “How long will it take et my
money back” and is used for its simplicity. An istr@ent's payback period in months is equal
to the net investment amount divided by the averageth cash flow from the investment.

PT = & (1)
ZM

where IN presents costs of system’s implementaéind ZM presents income of the
project — in our case income is equal to safe @tisdor manpower.

INPUTS
Price of the system 450 000 CzK
Saved manpower per month 225000 CzK
CALCULATION
IN _ 450000
T=——=— =2 2)
Z, 225000
EVALUATION

Result PT = 2 presents that all invested money mgtlurn within 2 month after
investment is done. This return is caused by samaaanpower of 2 people.

5. Conclusion

Companies focused on logistics processes are jast facing to not satisfying
development on international and national marketd & economical situation of their
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customers. Companies are pushed to save moneyaletitease prices of their services and
products. One way how to increase the speed anddrey, decrease fail rates and optimize
place utilization what leads to money saving ignhplement new technologies as Pick By
Light connected thru interface to Warehouse managénsystem is. Regarding to the
feasibility study and its results it is possiblestny that this technology can bring measurable
benefits to investors very soon.
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Abstract. Model Driven Architecture (MDA) is modern softwamngineering methodology which
models information systems at four levels: Compateti Independent Model (CIM), Platform
Independent Model (PIM), Platform Specific ModelS{®) and Code. Modeling of the information
system on higher levels of abstraction brings athges in transparency and comprehension in the
development. Nowadays, development of informatigstesns and software applications based on MDA
concentrates on modeling lower layers as PIM and B& the highest layer of this architecture - CIM
has insufficient attention. This paper deals witisgible notations for modeling CIM in MDA and their
comparison.

Keywords: Model Driven Architecture, MDA, Computational Indeukent Model, CIM, Computational
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1. Introduction

System development life cycle (SDLC) of informatigystems or software applications
is a well known approach. Commonly, it has five g in following order: Planning,
Analysis, Design, Implementation and MaintenandgeHibwever, new methodologies are still
arizing which incorporate SDLC and provide a littie different view on system modeling.

One of them is Model Driven Architecture (MDA) [2MDA has been created by
established organization Object Management GrowdGPwhich is publishing standards in
the field of Software Engineering and developmérnfmormation systems. MDA is a model
driven framework for development of information t®ms and software applications. The
main idea of this concept is in creation of infotima models on different levels of abstraction
and their following transformation to final exeati code. According to the definition of
MDA the process of creation of software starts witformation models on computational
independent level (CIM) and transforms these intodebs on platform independent level
(PIM). These models are enriched and then trangdrimto platform specific models (PIM)
which after the last transformation result in exable source code [3]. This concept is
displayed on fig.1.
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Fig 1. Concept of Model Driven Architecture. Developmehan information system on various levels of adoton.

CiM

1.1. Computational Independent M odel

The CIM represents highest abstract level of modefiystem. It covers the first two
phases of SDLC.

The business process maps, workflows and orgaoiratiructure are modeled on this
level of abstraction. The CIM is describing theuatton in which the system will be used.
Such a model is sometimes called a domain modelklarsiness model. It may hide much or
all information about the use of automated dat@essing systems. Typically such a model is
independent of how the system is implemented.

A CIM is a model of a system that shows the systethe environment in which it will
operate, and thus it helps in presenting exactlgtwie system is expected to do. It is useful,
not only as an aid to understanding a problemalsdat as a source of a shared vocabulary for
use in other models. In an MDA specification of ystem CIM requirements should be
traceable to the PIM and PSM constructs that implarthem, and vice versa.

However, nowadays there is still a lack of the rodthto transform the requirements
identified on this high level of abstraction to tlmaver level models — PIM — that can be
described in UML.

The CIM models are the models closest to the gedlihey should be understood even
by people with no computer knowledge and therefsed for mapping of the functionality of
the real system.

Before the information system is designed, we rneegkt the whole picture of how the
real system works — we need to recognize procéssbe system. When such a model (CIM)
of the system is created we can see more cleaiighwirocesses are redundant and which of
them may be computer supported. These can furtheramsformed into lower level models
(PIM, PSM) and the information system is implemeraet of them.

1.2. Platform Independent M odel

The PIM describes how the system will be createthout any specification of
technologies used for the implementation of theesys|t does not express details specific for
a certain platform or technology (Java, MySQL, Gorh). The notation mostly used for
description of PIM is UML.

1.3. Platform Specific M odel

The PSM describes the platform specific detailshaf PIM model. It serves as the
mediator between the UML model describing the fiomality of the system and the final
implementation code.
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2. Notationsfor CIM

The notation used by IT architects for descriptdi€IM is often very different from the
notation used by business analysts. A businesysinedn be seen as a person with basic
computer knowledge but at the same time he is fegsmnal for the domain which will be
supported by the information system. Thus, it isyuyenportant that business analysts and IT
architects co-work in one team. Next important ésssl that a notation has to be easy
understandable for both sides because the CIM Ehalld be easily transformed to the PIM
level.

Many business analysts and IT architects use amtkratand Data Flow Diagram
notation (DFD) or Business Process Modeling Nota(BPMN) for CIM level modeling.

2.1. DFD notation

General idea of Data Flow Diagram notation is icaieposing of the modeled system
into lower-level subsystems. Each subsystem reptese process or activity and illustrates
how data are processed in the form of inputs anputst At the last level processes or
activities cannot be more decomposed. On the tapeohierarchy is the context diagram. It
represents simplified view on the modeled systexar(gle is on fig.2).

Rejected order

Goods

Order

Fig2. A simple example of the context diagram in DFRiation. It represents a process how a customeorckan
some goods.

The DFD [1] notation is used mainly in System Arsédyand Design. It is easy to learn and
understandable for people with no computer knowdedgo. But it has one important

disadvantage. It is an old notation from late T9Zhd probably there does not exist a
standardized metamodel of DFD notation based on XNcth could be used for the exchange
of DFD diagram layout information. The other prahlds that many modern software
engineering methodologies claim that DFD is noent@nymore and so it is hard to find a
software support for it in MDA tools. It would béen very difficult to make automatic

transformation from CIM to PIM level with this ndian.

2.2. BPMN notation

The Business Process Modeling Notation (BPMN) [dfwreated by OMG in 2004 and
is used for modeling business processes. The prigwal of BPMN is to provide a notation
that is readily understandable by all businesssigesm the business analysts that create the
initial drafts of the processes, to the technicadedopers responsible for implementing the
technology that will perform those processes, andllf, to the business people who will
manage and monitor those processes. Thus, BPMNesraastandardized bridge for the gap
between the business process design and processmemation [4]. We could say that is
relatively new notation. It provides graphical rtaia for business processes by Business
Process Diagram (BPD). The BPMN emphasizes datesfland represents a joint between
activities and data. It is very similar to activitiagram in UML.
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In the figure 3 we have displayed the same sitna®on figure 2, this time described by
BPMN.

Senrd Dudiereed

[

Fieected Orda LI

Ordered Goods

Customer

Fig. 3. Variation of figure 2 in BPMN notation.

In this case the diagram on figure 3 looks veryilasinto activity diagram in UML.
However pure UML is not sufficient for descriptiaf CIM because of its lack of some
expressions which can be found in BPMN. For exangplémilestone” that describes a
subpartition within a process and this way it issgble to describe much more complex
systems then with an activity diagram.

Unlike in DFD, there exists the BPMN metamodel diésd by XMI which enables
exchange of BPMN diagram semantic information. A&smentioned before, DFD is based on
dataflow modeling between processes and externtiesn Therefore the DFD notation also
lacks many possible expressions, for example ribtspossible to clearly express decision in
the process. The reader can see the difference edrmaparing the process of rejection on the
fig. 2 and fig 3.

3. Conclusion

In this article we have described and comparedilplesaotations for description of a
CIM in MDA. As the result of this we have choser BPMN notation as the most expressive
possibility for description of a system on the ldgh level of abstraction. It is easily
understandable by both business analysts and hitects and is further exchangeable thanks
to its diagram semantic information described XMl metamodel.

Our research will further continue in search for aromatic transformation of CIM
model based on BPMN into PIM model of the MDA.

References

[1] DROZDOVA, M. Sudy materials of Architectures of Information Systems. Faculty of Management Science and
Informatics, University of Zilina, 2008.

[2] OBJECT MANAGEMENT GROUPModed Driven Architecture (MDA). http://www.omg.org/docs/ormsc/01-
07-01.pdf, 2001.

[3] ANDREAS, M., LOOS, P Software support for the Computation Independent Modelling in the MDA context.
http://ftp.informatik.rwth-aachen.de/PublicationBACR-WS/Vol-376/paper5.pdf, ISSN1613-0073, 2008.

[4] OBJECT MANAGEMENT GROUP Business Process Modeling Notation — Specification.

http://www.bpmn.org/Documents/OMG%20Final%20AdogtadBPMN%201-0%20Spec%2006-02-01.pdf,
2009.

96



Transcom 2009, 22-24 June 2009
University of Zilina, Zilina, Slovak Republic

Access Networ k and Technology Cable Modem, xDSL, FTTx

) "Dagmar Kméovéa
" University of Zilina, Faculty of electrical engieéng, Department of telecommunications and
multimedia, Univerzitna 1, 01026 Zilina, Slovakilagmar.pajdusakova@fel.uniza.sk

Abstract. This paper describes access networks, which ubadéogies as FTTx (Fiber to the home),
HFC (Hybrid Fiber-Coax) and xDSL (Digital Subscrithéne). Millions of subscribers around the world
are today connected via broadband (cable, xDSLxJF&€cess. DSL, FTTx and cable modem are the
dominant broadband technologies in the world. DSthe most common technology with a 65% share
of the global broadband market. Cable modem comesdand place and than comes technology FTTx.
Utilizing this technologies independent from coiegrwhere they are offer.

Keywords: HFC, FTTx, xDSL, OLT, ONU.

1. Introduction

Most broadband access networks still rely on eithésted pair copper wires (DSL) or
coaxial cable (HFC networks). Currently, are adapttheir networks for triple play, the
combination of Internet, TV and telephone servickstributed over one network. HFC
networks evolved out of the original TV distributimetworks and combine optical fiber with
coaxial cable. An optical connection arrives inomtical node that feeds one service area (SA)
with a shared coaxial network [1]. Digital SubseriliLine is a relatively advanced method of
transmitting information over ordinary (copper)egghone lines. FTTH is simply the 100
percent deployment of optical fiber in the accestsvork.

2. Access Network

As noted previously technologies DSL, FTTx and @ablodem are the dominant
broadband technologies in the world. These teclyiedoare utilized in access networks.
Technology DSL in access network use device DSLA&Mle technology use device CMTS
(Cable Modem Termination System) and technology »Tuse OLT (Optical Line
Termination). Figure 1 shows architecture accessork with technologies xDSL, HFC and
FTTx.

2.1. Technology xDSL

DSL is a relatively advanced method of transmitiimigrmation over ordinary (copper)
telephone lines. The applications of DSL involve thansport of high-speed data, voice and
video, to residential and business subscribers. iDSjeneral describes the technology, while
XDSL represents individual varieties of DSL tectogyl. There are the following versions of
DSL technology:

« HDSL (High data rate Digital Subscriber Line) —sths a symmetric technique
needing two (currently) or 3 (in the future) twidtgairs. The maximum
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transmission speed is 2 Mbps and maximum range te @pkilometers (for 0.5
mm cable);

» SDSL (Single line Digital Subscriber Line) — thisd symmetric technique needing
single pair of wires. The maximum transmission spiee2.3 Mbps and maximum
range — up to 2 kilometers (for 0.4 mm cable);

 ADSL (Asymmetric Digital Subscriber Line) — this & asymmetric technique,
which means that data transmission speed to thecsbbr is higher than data
transmission from the subscriber. This techniquedeesingle pair of wires. The
maximum data transmission speed is 8 Mbps to thecsibber and 640 kbps from
the subscriber (for 0.5 mm cable);

e SHDSL (Single-pair High-speed Digital Subscribend) — this is a symmetric
technique with maximum transmission speed of 2.98Mnd maximum range of 3
kilometers. This technique needs single-pair wifetwo pairs are used, the
transmission speed doubles.

« VDSL (Very high data rate Digital Subscriber Line)in this technique the
transmission can be performed in symmetric or asgtrimway. It needs single
pair of copper wire. The maximum transmission spiees? Mbps and maximum
range — 300 meters [2].

Central
Network Office

Termination Remote
Node
<O
Moden}— ADSL2+@ )
FTTEX DSLAMA CN

cooper cable

Moden)-© svitch

= )

FTTCa [Moden}—- VDSt bSLAM— @ Et[ CN 1
MOde;:lfl | (switch)

HEC (Moden}__ DOCSIS Eiber NodF. @ [awra
[Moden}/ coax cable \(Amplifier
splitter
FTTB Mode :‘DSLZ \.\p' @) GPON (GPON
(PON Mode g OND OLT
FTTH ONT F %_ splitter 75y GPON (GPON
(PON ONT l[— OLT

Customer Network

Fig. 1. Access Network, technologies xDSL, HFC, FTTx.

2.2. Technology FTTx

FTTH technology represents an attractive solutarpfoviding high bandwidth from the
central office to residences and to small and nmmadsized businesses. Active and passive are
two commonly used FTTH architectures for FTTH dgplent. Active Architecture is also
called as Pont 2 Point (P2P) and Passive Opticaldtk (PON) architecture is called Point to
Multi Point (P2M) [3].
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Active Optical Network

Active optical networks rely on some sort of elmetly powered equipment to distribute
the signal, such as a switch, router, or multiplefgach signal leaving the central office is
directed only to the customer for whom it is intedd

Active Star Ethernet (ASE) architecture is a pompoint architecture in which multiple
premises share one feeder fiber through a remade faxated between the Central Office
(CO) and the served premises. The remote node eashéred between four to a thousand
homes via dedicated distribution links from the otemode (Fig. 2).

1 fiber
2N+2 optical
modem

Fig. 2.  Active Optical Network

Passive Optical Network
Passive Optical Networks are shared media, or ftointultipoint, networks in which

multiple users share the same bandwidth. In thiwark architecture, passive optical splitters
are used to divide the bandwidth from a singlerfilsong up to 64 users over a maximum
distance of 10-20km. In a PON, a CO-located OLTneats to customer-premise-located
ONTs to terminate the fiber. Both the OLT and theTOare powered. The architecture is
called passive because all splitters and interneediguipment located between the CO and
the ONT is passive (Fig. 3).

1 fiber Pas ;ive
Optical
Splitter

N optical
modem

Fig. 3. Passive Optical Network

2.3. HFC network

Although Cable TV was known to be a one way systemnbroadcasting TV programs.
One way transmission of information was sufficiémt these purposes. Customer’s demands
and competition had stimulated operators of cabtevorks to build this network not only for
one-way transmission, but also for the two-way drtee one-way components were replaced
by the two-way ones to ensure the communicatidsoth ways.

Nowadays a two way communication across the Cadti@arks is possible, and this step
helps in delivering new services to the users actios cable networks, for example DOCSIS,
Interactive TV, Pay Per View (PPV) etc.
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The structure of the cable network was followingatédnna system, Master station,
Distributional network [4].

New generation of cable systems (Fig.4) are theitiyiber-coax distribution systems
that consist of optical rings with additional huibsluded along the rings. The signals are
conveyed from the hubs to the nodes over the dilwars. In the nodes the optical signals
are converted into electrical. After that the sigraae distributed to the subscribers by coaxial
distribution system that has capacity for 500 t®@@@typically 500) subscribers. Hence,
previously built coaxial distribution systems wemmbined through the usage of optical rings
and in this way the subscriber service was locdlimeone headend [5], [6].

Data-Over-Cable Service Interface Specification®(3IS) is the standard technology
used by most cable operators to transmit dataat&fC network [7].

Primary Hub Em
Headend

Fiber
1550 nm Optical 1,1 RE Bit rate [Mbps]

Node  Ampiifer Standard (shared)
D5 Us
. . DOCSIS 1.0/1.1 42-56 10

00-2000 B =
Homes served | DOCSIS 2.0 42-56 31

DOCSIS 3.0 180 120

: Line RF Amplifer

@ Secondary

Hub
Fig.4.  Architecture HFC network

3. Conclusion

These technologies support telephony and data cesrvianalog and digital video
services, which are very interesting for customirshe present time and also in the future it
will be more and more interest of customers in [Eriplay service.
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Abstract. The marshaling yard system is a special casean§ortation system, where flows of goods
from primary sources to customers are concentrateterminals to create a bigger flow between
terminals. The problems with fixed cost in thisteys can have strong influence on the solutionhis t
paper we deal with two different ways of fixed derestimating to re-build of the current system to
more effective one.

Keywords: marshaling yard, fixed cost, many-to-many distiitou system, cargo railway system

1. Introduction

A cargo railway system is a transportation systesmich has approximately the same
number of primary sources as number of customets @ovides transport of carriages
between railway stations. Such a system is calMdr-to-Many Distribution System”. In
this case, demands of customers form a matrix aflyeflows of carriages from source
railway stations to destination railway stationse lenote this matrix &8 = {by; }, fors /S
andj /7 J, whereS is a set of source railway stations ahdenotes the set of destination
railway stations. The fact that unit cost of tram$ation is smaller when bigger bulks of items
are transported, approves concentration of flowsvéen different pairs of source and
customer to stronger flows at least on a part efrtivay. This flow concentration needs
marshalling yards, in which transhipment of tramgg items is performed and bigger bulks
are formed or, on the other side, where bulks
(direct trains) are split into smaller groups
(manipulating trains) designated to different
destination railway stations.

On the contrary to the classical
yards distribution systems, in which big bulks leave
primary source, another situation emerges in
Bulk transport | this  many-to-many  distribution  system.
Primary sources send relative small bulks of
Marshalling items and it is useful to concentrate them to
yards bigger bulks in the marshalling yards located

near the sources and then to send these bigger
\\ \ bulks to remote marshalling yards and to split
o0 o them there (see Fig. 1).

Destination stations We focused on the system, in which a

railway station is assigned to only one

marshalling yard and an exchange of the consigrsnkeetween the this station and other

stations is done via this assigned marshalling ,yasdt is shown in Fig. 1. Furthermore, we
consider the general case, in which any originatas a destination station simultaneously.
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We do not make any difference between an origitiostaand a destination station
hereafter and we introduce the 3ebf railway stations in general.

Matrix B gives the yearly volumes of the carriages denatedoefficientds, which are
sent from the object to the objecf and it gives the total yearly volume sent from okgectj
to the objecs by coefficientss. In the next sections we try to model a symmeltricany-to-
many distribution system with unique assignmertustomers to terminals.

2. Modéd of many-to-many distribution system design problem

Let us consider a case with a linear cost estimdtiaction with unit cosg, for transport
of one item along unit distance on the way fronoggin railway station to a marshalling yard
or from a marshalling yard to a destination railvegtion. Next, let us consider unit cest
for transport of one item along unit distance om Way from one to other marshalling yards.
Furthermore we denote a set of possible termirtations by symbdl, where each plade/7|
is associated with yearly fixed char§efor building and performance of a terminal at the
locationi and with unit cost; for transhipment of one unit in the terminal. ktardance to
the previous definition, we denote By the set of objects which mutually exchange the
carriages of the yearly total amoubtsfroms //J' toj £/J'. Symbold; denotes the distance
between locationsandj. Our objective is to assign each sending or réicgjmbject (railway
station) to exactly one terminal so that the tg&rly cost of the designed system is minimal.
If we denote by; /7{0, 1 fori [J/I the bivalent variable, which corresponds with dleeision
whether a marshalling yard will or will not be hudt the place and if we introduce the
variablez; /{0, I} fori 71 aj [JJ, which says whether the statiprwill or will not be
assigned to the pladgthan we can formulate the following mathematpralgramming model

of problem:
Minimisez iyi+z Z (&d; +gi)(z by +z by)z;+
i=1 i=1 j=1 s=1 s=1
+ z e.l.dikz z by z; z,s - (2)
i=1 k=1 j=1 s=1
Subject to z z =1 forj=1, ...,n 2
i=1
Zj Y, fori=1, ...,m,j=1, ..., n 3)
y. [7{0, 1} for i=1, ..., m, 4)
z; {0, 1} fori=1, ..., m,j=1, ...,n (5)

This model belongs to the discrete quadratic prognas due the third term ¢f).

3. Fixed Charges Calculation for the Re-building System

In the case, when we want to re-build the distidrusystem, we need to calculate new
fixed charges. We have few possibilities, how toagge it.

First alternative, we have, is to use the origifitedd charges. This possibility brings
several complications. The new solution can berdedd, since the model doesn’t take into
account the better equipment in the marshaling wattd bigger fixed charges.
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f. =f (6)

The second alternative is based on the calculafioime fixed charges using

f = ma>{f =lmlj=1 .n}— f; @

ij 1

In this case we estimate charges, which are negessa fully equipement of the
marshaling yard fully equipped as the yard with et fixed charges.

4. Solving Technique

To be able to use a specific solver for locationbgms, the model of the problem must
be reformulated to the linear form of the uncaded facility location problem. Let us focus
on the particular ways of quadratic term lineaf@at which consists in replacing the sum in
brackets by some terry, which doesn’'t depend on indd«x and which could be good
approximation of the sum.

2 2 ek, Z W%Z=eY, 2. > b 4,27 (®)

g kol joJ o jodt sad kOl

This replacing is done subject to constraE zZ =
kOl

The way of estimation makes use of so-calledk¢ets) of relevant locations to which
object (customer-sourcs)is allowed to be assigned. It should be noted tiexeprime cost of
one unit transport from terminalvia terminalk to objects is e;di+eqdks This transportation
chain is economically sensible only if this primestis less than cost of the direct transport
after fromi to s, what iseyd. This idea enables to establish the set of relelmations
K(i, s)={k/1: eidy+eqdks < €ydis} and to take into consideration ol from this set. We can

definet, = B.d, , where

Bs =( z dik/dis)/|K(iis)|- )
KOK (i,5)
what is the average of relevant ratios.
Obtaining estimation t; the term (9) can be rewritten as follows:

qz Z z bsj(z diZs)Z = qz Z (Z i) Z; » what is a linear expression.

ooy Gl o jod
Then the problenfl), (2)-(5)takes form of a Ilnear uncapacitated location @b which is
easy to solve using BBDual procedure [1].

5. Experiments

The set of test problems was created from a rdalank and from a real many-to-many
problem, which was formulated in the frame of thej@ct [1], in which railway infrastructure
and yearly carriage flows were analyzed. This aagiproblem, in which 53 possible
marshaling yards and almost five hundred railwati@hs-customers were considered, was
partitioned into sequence of smaller subproblentse ®riginal fixed and variable charges
were adjusted for a particular subproblem propodily to its total flow size to obtain non-
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trivial results. This way, 10 instances came inging for each problem size. A goal of this
investigation was to compare two ways of the fixbdrge estimations. In the Table 1 there
are solutions of both alternatives of fixed charged the 50 possible marshaling yards in the
system In the columnMarshaling Yardis the name of the marshaling yard candidatehgn t
order of importance), in the coluniix1 is the frequency of appearance the marshaling yard
in the solution of 100 solved subproblems with dixeosts (6), in the columRix2 is the
frequency of the marshaling yard appearance irsthation of 100 solved subproblems with
fixed costs (7).

Marshaling Yard Fix1 | Fix2 | Marshaling Yard Fix1 | Fix2
Bratislava UNS 35 100 Katy 47 9
KoSice 39 100 Michalany 26 0
Zilina 0 100 Vratky 4 0
Zvolen 13 78 Zohor 16 0
Nové Zamky 35 52 Firakovo 0 0
Leopoldov 31 18 Strézske 35 28
Cierna nad Tisou 10 4 Pachov 71 0
Komarno 0 4 Prievidza 36 27
PleSivec 21 18 Devinska Novéa Ves 65 0
Bansk& Bystrica 70 0 Galanta 45 0
Trergianska Tepla 25 22 Levice 0 0
PreSov 18 0 Poprad - Tatry 65 0
Trnava 9 0 Topokany 83 1
Starovo 926 16 Nové Mesto nad Vahom 11 0
SpiSska Nova Ves | 15 14 Kralovany 81 14

Tab. 1. Results for 50 possible locations of marshalingigar

6. Conclusion

In the comparison of the two different ways of th@d charge estimation for this type
of problem we can obtain better solution with atipgsfixed cost as cost, which we repair it
in accordance to the previous suggestion. In thatisa with original fixed costs the biggest
marshaling yards were not selected due to the bifiged cost and mostly in the solution
were selected less equipped marshaling yards axtbr fixed costs.
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Abstract. This publication primarily deals with orientatiand placement of RFID tags into postal
containers, which is one of the factors affectimg successful postal items reading. Publicatiortasos
several tests, which has been accomplished in losggstems testing centre located in Denmark. These
tests include combination of active and passivértelogy of radio frequency identification (RFID),
which is a form of automatic identification and aatapture (AIDC). Technology uses electric or
magnetic fields at radio frequencies to transnidrimation.

Keywords: RFID, Orientation, Test, Technology, Tag, Reader.

1. Introduction

RFID is a highly useful and exciting technology.skems that everywhere one looks
there is some article about RFID and the huge lisnigfe technology promises. Moreover,
there are many examples that demonstrate howetimblogy is fulfilling its potential. RFID
reduces costs and dangers, improves processesihadces entertainment. RFID tags can be
read through many materials (includes metal or fyaording identification without line of
sight. One question is - if is there any interdefgety between active and passive tag in
regard of its readability. This question will belaal later in this article. Next three sections
will provide answer of the following question:

 What is the architecture of RFID technology and wtype of the RIFD tags
exist?

* How depending tag orientation on its readability?

* How is interdependency between active and passige in regard of its
readability?

2. What isRFID?

Radio frequency identification is a wireless datallection technology that uses
electronic tags which store data, and tag readbishwemotely retrieve data. It is a method of
identifying objects and of transferring informaticabout the object’'s status via radio
frequency waves to a host database. RFID is notssacily a direct replacement for bar
codes, but as the costs of RFID systems continwketoease, the functional utility of RFID
will greatly surpass that of bar codes. [2]
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2.1. Componentsof an RFID System

An RFID system is a set of components that worletiogr to capture, integrate, and
utilize data and information. This section desilseme of them. The components are as
follows:

» Sensors, Tags, Antennas, Readers.
» Connectors, Cables, Networks, Controllers.
» Data, Software, Information Services.

2.2. RFID tagsand frequencies

An RFID tag is a small device that can be attadiean item, case, container, or pallet
so it can be identified and tracked. It is alsdezhltransponder. The tag is compodes of a
microchip and an antenna. These elements are attdora material called substrate to create
an inlay.[4]
Tags are categorized into three types based opad¥er source for communication and
other functionality.
» Active.
» Passive.
e Semi-passive.

Carrier frequencies

Today, there are four carrier frequencies implemgnfor RFID that are popular
globally: 125 KHz, 13.56 MHz, UHF ranging from 866 950 MHz depending on local
country radio regulations and microwave frequenoie®.45 GHz and 5.8 GHz. There is also
frequency range 430-440 MHz, allocated to amatadiorusage around the world. The ISM
band 433.05-434.790 MHz is located near the midéithe amateur radio band. The amateur
radio band has emerged as an RFID channel in aewafilapplications. The frequency range
has been called the “optimal frequency for glotsd af Active RFID”. [3]

Tag orientation (polarization)

The read range depends on tags antenna orienthiitantags are placed with respect to
the polarization of the reader’s field can haveignificant effect on the communication
distance for noth HF and UHF tags, resulting irduced operating range of up to 50%, and
in the case of the tag being displaced by 90° astdoring able to read the tag at all. The
optimal orientation for the two antenna coils (readnd tag) to be parallel to each other
(Figure 1). UHF tags are even more sensitive tanation due to the directional nature of
the dipole fields.

Optimal Nonoptimal
reader reader
position position Reader

Manoptimal
TAG tag position

Fig 1. Optimal and nonoptimal tag and reader position [1]
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3. Interdependency between active and passive tag

Like 1 mentioned above, several tests has been nmabgngsoe systems testing center
located in Denmark. The following tests examinesl ititeraction and interference of passive
and active UHF tags, which were placed in a hotaogposition.Table 1 clearly displays tags
that have been tested.

Typeof tag TagID In short version

Container tag 25300000042 CT42
passive UHF tag 300000002 P02
passive UHF tag 300000007 PO7
passive UHF tag 300000019 P19
passive UHF tag 300000018 P18
passive UHF tag 300000021 P21
passive UHF tag 300000022 P22
active UHF tag 25302300044 Ad4
active UHF tag | 25302300046 A46
active UHF tag | 25302300047 A4T7
active UHF tag | 25302300051 A51
active UHF tag | 25302300059 A55

Fig. 2 Tags location
Tab 1 List of testing UHF tags

Test No.1

In test No.1, RFID tags were placed horizontallgisingle crate that was in the sixth level
shifting boxes (figure 2). Sequence tags with thgrapriate "space" as follows: A55-2cm-
P19-2cm-P18-5cm-A51-1cm-P21-1cm-A46-0cm-P07-0cm-Bd-P02-0cm-P22-5cm-A49

The test was performed ten times while achievirgsdime accuracy scanning (table 2).

Reader | Exciter / Antenna Tag 1D Signal | Time
11 2 300000027 0 14:36:49
11 1 300000027 0 14:36:49
11 1 300000019 0 14:36:49
11 1 3000000184 0 14:36:49
11 1 300000007 0 14:36:50
11 2 300000007 0 14:36:50
1 10| 25302300044 -70 14:36:50
1 10| 25302300046  -69 14:36:50
1 10| 25302300054 -70 14:36:51
1 10| 25302300051 -72 14:36:51
1 10| 25302300044 -69 14:36:51
1 10| 25300000042 -76 14:36:51
Tab 2 Result from the test 1

Table 2 shows that were scanned four passive taysh gives us the reading accuracy
at 66.66%. As we have seen passive tags with nimibeand 21 were scanned. The reason
may be their location or directly in close proximtb active tags No. 51,46,44. Accuracy of
reading active tags placed in the container, akagetontainer label, reaching 100%.
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Test No. 2

Due to the uncertainties resulting from the capiuar¢he test No. 1, we have tried to
locate the unread tags so that they were morendistdndividual labels are similar to the test.
1 placed in a horizontal position and also in theme order. The only change was the distance
between the passive tag, with the number (21, @)labeled with the number of active (51,
46, 44). Space between the tags, which were impiedehrough the empty envelopes were
as follows:
A55-2cm-P19-2cm-P18-5cm-A51-2cm-P21-2cm-A46-2cm-P07-2cm-A44-5cm-P02-
0cm-P22-5cm-A49

The test was performed ten times while achievirgsdime accuracy scanning (table 3).

Reader Exciter / Antenna Tag D Signal Time
11 2 300000018 0| 14:43:35
11 1 300000007 0| 14:43:36
11 1 300000019 0| 14:43:36
11 1 300000022 0| 14:43:36
11 2 300000021 0| 14:43:35
11 2 300000002 0| 14:43:37

1 11| 25302300044 -70| 14:43:39
1 11| 25302300051 -69| 14:43:39
1 11| 25302300049 -69| 14:43:39
1 11| 2530230004¢ -69| 14:43:39
1 11| 25302300054 -72|  14:43:39
1 11| 25300000047 -78| 14:43:39

Tab 3 Result from test 2
Table 3 shows that by increasing space betweerivpaasd active tags, which were not

read in the test 1 we have achieved 100% accurbegrsing. We found that changing the
distance between the tags would have an impadiendcuracy of sensing.

4. Conclusion

Testing has a key role to play in every RFID inatan. RFID technology is reliable and
predictable, but it is not “plug —and-play” techogy. Even the simplest tag-and-ship
application will require tests. This publicationosts you how RFID system works and
provide answer on question about interdependenivyde® active and passive tag in regard of
its readability.
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Abstract. Nowadays, the growing services of the Interneehaacome an integral part of the economy,
science and everyday life as well. The need fdrtnee applications (e.g. IP telephony, video télepy
and IPTV) appeared in the past few years and reasing, presenting new requirements to IP networks
Transport layer service quality and hence failumaedling is one of the top priorities. Several new
methods were developed to lower network respomse to component failures. Most of these methods
promise fast failure handling, loop-free paths totdl coverage while making restrictions on the ham

of failures and the network topology. In this papes are introducing an Interface Based Failure
Inferencing protocol for handling single node fadls in two-connected networks; we will present
metrics that compare this solution to traditionabBest Path First protocols.

Keywords: IP routing, QoS, proactive failure handling, ifidee based failure inferencing.

1. Introduction

With the ever increasing importance of the Intedifehetworks are facing new Quality
of Service requirements they were never designedAthough these networks have become
more and more successful in meeting the new QoSadésnduring the last few years, an
important piece of the puzzle still lags behindaRéme traffic such as VolP, IPTV or online
gaming needs not only low latency, low packet lasd high bandwidth but also fast IP based
resilience.

Although resilience was always one of the most irtgrd attributes of IP networks,
current techniques are not able to fulfill the mwdeequirements. Routing protocols (e.g.
Open Shortest Path First (OSPF), Intermediate systeintermediate system (IS-1S))[2] are
handling occurring failures by first discoveringetinew topology of the network and then
computing the forwarding paths, in this way makinglobal and reactive response, not even
close to handle the 50-100ms requirements of ireal traffic.

To suite real time needs, Internet Engineering Teskce has launched the IP Fast
Reroute (IPFRR) framework [1] for creating fastiliece techniques with local and
proactive response. Locality means that only thgesadjacent to the failed resource change
their states, and — contrarily to the flooding maedbm of routing protocols — no message of
the failure is propagated. These solutions aretik@abecause alternative paths are computed
and stored for the possible failure cases. By nsaweral local and proactive fast reroute
solutions have been developed [3][4][5][7][8][9]n©of them is the Failure Inferencing based
Fast Rerouting (FIFR)[10]. Variants of this algbnt offer fast resilience after link or node
failures.

During our work we studied the performance of #lgorithm. Using a test network, we
measured the Key Performance Indicators (KPI) afovery after a node failure. We
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compared the results with the performance of timuid OSPF protocol and with an enhanced
version of OSPF using Netlink for failure detectiée also used extensive simulations for
computing the increasing of path lengths whenrastuting is applied.

The rest of this paper is organized as followsstFive discuss algorithm FIFR-N in
Section 2. In Section 3 we turn to discuss theghésg of prototype system we used for
measurements, sharing the results in Section 4llfiin Section 5 we conclude our paper.

2. Failurelnferencing based Fast Rerouting for Handling Transient
Link and Node Failures (FIFR-N)

In this section we briefly discuss FIFR-N algorithMore detailed description can be
found in [10].

As we mentioned earlier FIFR-N is a local and ptiwacsolution for dealing with node
and link failures. Without going into the detailstbe algorithm, we would like to introduce
the basic concept. FIFR-N uses interface basedafaling tables. As opposed to traditional IP
routing where the next hop is determined from tlestidation of the package, FIFR-N
considers not only the destination but also thernmag interface of the package. This permits
the system to store alternative paths each markedeistination-interface pairs that have
different next hops than the shortest paths. Whemwde detects the failure of one of its
neighbors, packages are transmitted via thesenattee paths.

This solution is proactive because interface basmding tables are calculated in
advance. FIFR-N claims to give a local responsa tailure. There is no proven limit of the
extent of the response, but it is believed thase¢hgaths only affect a smaller segment of the
network. In our simulations we were trying to fiathpiric answer to the question of locality
and optimality.

3. Prototype and simulation environment

To test the FIFR-N, we used a testbed deployed®bdzed routers with GNU/Linux. A
prototype network (see Figure X) was set up to erthe concept. The framework hasn'’t
implemented the automatic network discovery anderquecalculation since these issues are
not important for our measurements, network topplegas an input parameter and the
calculation of detours was made offline. Basedhmsé¢ calculations three types of tables were
set up in each router: forwarding tables contair@ntries for the shortest paths; backwarding
tables for shortest paths with a failed neighbdFER-tables for each interface containing the
detours. Incoming packages were marked with thefithe interface, and rules determined
which of the above tables should be used for tloamge with the given mark.

Fast failure detection was handled by Netlink. M&tprovided events when a network
connection was removed or added. The testbed tedsi$ scripts listening to these events. If
the kernel up-call signaled a failure or recovefrp tink or node, the rules were changed. This
method proved to be faster than cleaning and riegrén entire routing table.

We also studied FIFR-N by extensive simulationsaaiped in a Java framework. This
framework provided a virtual network which couldatdate actual paths from each source to
each destination with a set of “failed” nodes ogesibased on the same configuration file that
the prototype consumed. The framework matched eabaltr against the real shortest path in
the given scenario, logged the results and kepssts.
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4, Reaults

To measure the KPIs we used the Distributed Bendhi@gstem (DBS). We created a
single stream on a path that when compromised wbaldedirected to a path marked by
interface dependent routing rules. The network lmgpowas designed in a way that the failure
of a simple link triggers the same effect as thkifa of a node. This facilitated not only the
failure emulation but more importantly that of ttegovery.

The DBS provided log files containing the time staof the departure of the packet with
the time stamp of its receipt. These logs were ggsed to obtain different KPIs that
characterized the solution. We made 20-20 measuntsnusing OSPF, Netlink aided OSPF,
and FIFR-N, each measurement starting in an imtvtork and constituting of a failure and a
recovery of a network node. In average the FIFRaNtBn responded to the failure in 120 ms
while for the Netlink aided OSPF it took 250 mseathe failure to ensure the data flow (when
using newer hardware and an improved frameworkoresp time for FIFR-N lowered to 27
ms).

For the simulations we used four real life netwtrgologies [11][12], each satisfying
the requirements for the proper functioning of HIRRwvith 16 to 33 nodes. In order to get
enough samples, we applied 1000 different randoighwsets associating a cost of 1.0 to 3.0
to each link. In the typical hierarchies we usedyarthen 95% of the paths were not affected
by the node failures. We focused on the remainig Big 1 shows the increase of hops in the
networks compared to the shortest path when udifg-N.

Increase in hops

10

1+

0.1 H i

@graph_0
mgraph_1
0.001 Ograph_2
Ograph_3

oot Ml [HM|HEH M

Percentage (%)

0.0001 -

0.00001 = H =

0.000001 +-=-AE LU L - -
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Increase of hops compared to SPF

Figure 1: Increase in the number of hops compared to theestgrath when using FIFR-N algorithm (percentages
on logarithmic scale)

This proves that FIFR-N gives local response tof#lileres. Less then 3% of the paths
used more nodes to deliver the packages. Theitmia@ase of the length of all paths was less
then 6%. In 90% of these cases the detour wagHhess2 hops longer than the optimal path.
This suggests that using FIFR-N to handle trandeghires does not increase considerably the
load of concerned network components. We must pmibtthat in Fig 1 we can see that in
networks based on graph_1 some failures callednfme than 8 hop increase of the optimal
path. This may result in an unacceptable increaseaetwork delay. However this only
occurred in less than 0.05% of the cases, and dmeildvoided with network design taking
FIFR-N in consideration.

111



5. Conclusion

IP Fast ReRoute (IP FRR) is one of the last mist@egnological steps for IP to become
a full-fledged carrier grade protocol. In this pape dealt with FIFR-N, one of the promising
IPFRR algorithms. We have studied this method byhbmeasurements and extensive
simulations. Based on our experience with the fasbuting framework and the FIFR-N
algorithm we are confident that embedding the Failmferencing Rerouting mechanism in
today’s IP routing protocols provides better qyabf service and should make IP network
suitable for real time applications.
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Abstract. Image segmentation is an important part of im@ageessing. The goal of segmentation is to
acquire segments that collectively cover the entii@ge. The goal is finding robust and universagm
segmentation technique, which will segment commorages in large databases. In this paper,
comparison of two good known image segmentatiohriggies, Perceptual color image segmentation
and Graph based segmentation, are presented.
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1. Introduction

In computer vision, segmentation refers to the @ssf partitioning a digital image into
multiple segments. The goal of segmentation isrmtpkfy and/or change the representation of
an image into more meaningful and easier form @yae. Image segmentation is typically
used to locate objects and boundaries (lines, sur.) in images. More precisely, image
segmentation is the process of assigning a labelvény pixel in an image such that pixels
with the same label share certain visual charatiesi[1].

The result of image segmentation is a set of setgrtbat collectively cover the entire
image, or a set of contours extracted from the an&mch of the pixels in a region is similar
with respect to some characteristic or featuresh su color, intensity, or texture. Adjacent
regions are significantly different with respecthe same characteristics [1].

Image segmentation is possible to classify intol fségmentation and partial
segmentation. Full image segmentation is used ffecifc applications because segments
image into discrete regions. Partial image segntientéinds parts of the regions in the image.
These parts are homogeneous of attribute aspectus$-as interesting the partial image
segmentation because we are oriented on the conmages. In this paper, two good known
image segmentations, Perceptual color image seaitimiind Graph based segmentation are
presented.

2. Perceptual color image segmentation

The algorithm for color image segmentation is dediim few steps. In the first step is the
creation of a perceptual tower from the originahga. From [2] is known that human eye
reaction is highly dependent on spatial frequencied high frequencies show the picture
more blurred than low frequencies. An attempt titata this dependency is the perceptual
tower. Using the functions from S-CIELAB toolkit][Za group of images that are gradually
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blurred is created. That represents human eye frmw increasing distances. First, human is
looking on image from long distance (from towe®nttloser to it to look for details.

The second step ksmeans clustering. It is very popular techniquefartitioning large
data sets with numerical attributd§-means clustering is process of the partitioning or
grouping and given set of patterns into disjdimiusters.K is positive number and indicates
number of searched objects in image [5]. Groupsgreated by minimization the sum of
squares distance among data and their cancroithénsegment. For the next processing is
image converted from matrix into vector form. Theéctor is characterized by LAB value as
well as x, y coordinates of each pixel. The finatnfi of vector is (X, y, L, A, B), where
L (Luminance), A (Red-Green) and B (Blue-Yellow)adh pixel is during iterations
associated with the cluster nearest to it. Distasicefined as the norm of the vector, found by
subtraction of the pixels coordinates (X, y, L, B), from the mean coordinates. After one
classifying all the pixels the mean of the clusserecalculated. It is repeated until the mean
values are stabilized.

mean(NewCentroid) — mean(Centroid)
number ofpixels

delta=

1)

After k-means clustering the image is partitioned intgdagroup of small clusters. The
small clusters are in the next step used to fornndial set of larger clusters. They create
master segments. It iterates through the grougusters and for each small cluster finds all
neighboring clusters. If the neighboring clusteaséna mean in LAB space very closer to the
value of current cluster, the clusters are mergealone bigger segment. The similarity of the
means in LAB space is defined by using a threskialde. This merging process is repeating
by the time, when it cannot find any similaritytbé means.

The last step of the algorithm identifies insigedfint clusters which their percentage of
the total image is below another defined threslaold the corresponding cluster is assigned to
the neighboring segments. After this step is thagensegmentation finished and the results
are master segments.

3. Graph based segmentation

This segmentation is based on Graph theory. Let(8, €) be an undirected graph with
set of vertices = V and set of edges;(w;) € E. They present pair of neighboring vertices and
each edge (vv) € E has a responding weight w;,(¥), which is given as nonnegative
dissimilarity measure neighboring verticesamnd y. In the image segmentation, the elements
belonging into V are single pixels of image and theight of edges is represented like a
dissimilarity measure between two pixels intercaniee by the edge (e.g. the difference in
color, motion, intensity, location etc) [3]. Thesiee several techniques to measure quality of
the segmentation, but the main idea is that elesriarine segment to be similar and elements
in the others segments to be dissimilar. So edgesden two vertices in the same segment
should have low weights and high weights for edgeswveen two vertices in different
segments.

The image segmentation algorithm described in {8its by the trivial segmentation,
where each component contains only one pixel. &ies pf the components based on follow
conditions are repeatedly merged:

Diff (C,,C,) < Int(C,) +T(C,). @)
Diff (C,,C,) < Int(C,) +T(C,), @3)
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where Diff (C;, Cy,) is difference between ;Cand G components, Int(¢ and Int(G) are
internal differences of Land G components, T($ and T(G) are threshold functions of,C
and G components.

Treshold function is defined as:

T(C)=k/|C]|, @

where |C | presents the size of componekparameter is constant, which manages size of

the components. Better evidence for a boundargqdsired for small components. Larger
causes a preference for larger components but tisanminimum component size. Small
components are allowed when there is a large diffeg between neighboring components.

4. Resultsand experiments

In this part, experiments of both segmentations jpresented. For segmentation
comparison, the results of perceptual color imaggnentation algorithm, graph based
segmentation algorithm and segmentation perfornyettido human subject are used.

The segmentations are applied to image databaseEXfdmple of experiments results are
shown in Fig. 1 and Fig. 2. In Fig. 1(b)—(e) is wied proceeding of the perceptual image
segmentation algorithm. It starts with perceptwater (Fig. 1(b)). The next step, k-means
clustering makes 41 smaller segments (Fig. 1(@} #re gradually merged into larger 4
segments (Fig. 1(d)). In Fig. 1(e) are final 4 segta that represent result of perceptual color
image segmentation algorithm. Result of the gragdeld segmentation algorithm is presented
in Fig. 2(b), wheré& parameter is 300 and segmentation output is 3se.

(a) (b) (© (d) (e)
Fig. 1. Progress of perceptual image segmentation algoritajnoriginal image; (b) result of perceptual towe)
result of k-means segments; (d) result of merggchsets (e) result of final segments after segmiemntat

(a) (b)
Fig. 2. Result of Graph based segmentation: (a) originaben (b) result
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Realized sets of experiments shown the main adgastand disadvantages of used
algorithms. Perceptual image segmentation algorithmot very fast, but it makes less large
segments than graph based segmentation algorithmth® other hand, the graph based
segmentation algorithm is much faster, has morerrately edges so it could be used for
larger databases. Comparison of results of the segtion algorithms is in Fig. 3(b)—(d).
There is also added one segmentation performed hy human subject (Fig. 3(d)).
Experiments was realized in MATLAB.

() (b) () (d)
Fig. 3. Comparison of results of the segmentations: (@jirmal image; (b) result of perceptual image segatésnt;
(c) result of graph based segmentation; (d) regmrformed by the human subject

5. Conclusion

A comparison of two partial image segmentation mégles is presented in this paper.
The perceptual color image segmentation algorittansists of perceptual tower through
k-means algorithm and merging segments till finajnsents. In graph based segmentation
algorithm is important to regulateparameter, which manages size of the componenthel
future work, a new algorithm with fusion both aligoms will be developed.

Following the results, advantages both of segmiemstare provided. The perceptual
color image segmentation algorithm is slow and laeger segments. On the other hand, the
graph based segmentation algorithm is fast withllssegments and has more accurately
edges.
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Abstract. This paper deals with trends of using industridleEnet within distributed systems of control.
It contains a summarized characterization of intdaisEthernet types and standardization in thisare
Main part is oriented on description of Profinetwark and security relevant communication with the
help of ProfiSafe profile.
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1. Introduction

A definite change in the architecture of the cdnsgstem in the area of industrial
automation arised. The progress in the spheredofsinial automation shifted from centralized
architecture, characterized by control computerd amicomputers to distributed systems.
The intelligence of the control system infiltratssaight into the process. Intelligent sensors
and actuators, distributed intelligent terminald arput-output card are used for this purpose.

Information layer of control

- Information
Supervision layer of control network

Technological layer of Netw
control

technological process

Edquipment network
(sensors, actuators etc.)

Fig. 1. Hierarchal model of the distributed system of coint

Industrial networks also enable remote control @mdcess components adjustment
(change of sensor parameters, control and caliradf sensors). With the regard on the
development of electronics there is no reason aoprbvide sensors and actuators with
microcontrollers which make data pre-processingibts. The communication is recently one
of the fastest developing area of the industrialommation. Communication buses and
networks are becoming an important automation einihe distributed system of control
can be described by three-level model as displayetthe picture Fig. 1. Layers differ in
constitution, severity in communication and the etypf communication nodes. The
communication runs within all three layers, whatlierent are protocols used in particular
layers. There are following layers:

« the layer on the level of information network
» the layer on the level of automation and contraivoek
» the layer of the network components and sensors

2. Types of industrial Ethernet
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According to the IEC 61 158 Standard Ethernetésméy divided into 10 types:

1. EPA (Ethernet for Plant Automaton) — uses TCP/UDP/I¢tqurols, real time flow
control is integrated in data link layer.

2. EtherCAT  (Ethernet for Control Automation Technology) — sopgp devices and
application profiles CANopen. Standard CANopen mkdi communication
profiles of devices and application profiles.

3. EtherNet/IP  (Ethernet Industrial Protocol) — lempents the algorithm of communicating
devices clock synchronization in conformity withHE 1588 standard
through the CIPsync (Control and Information Protpc

4. Powerlink (Ethernet Powerlink)is-standard, in which the cyclic data transmissgon
realized by EPL protocol [3].

5. ModbusRTPS (Real Time Publish-Subscribe) — lesasimple connection of the Modbus
with the ethernet network [5].

6. P-neton IP — determines the interface method of the preseMEP-bus with the
networks from the UDP/IP protocol without any spécequirements on the
real time data transmission security by the etharagvork [2].

7. Profinet — works on the basis of producer-consumer priaciphe producer is the
transmittion node and the consumer is the receinodg.

8. SERCOS Il (Serial Real-time Communication 8yt — is digital interface among
control units and drives. The real time data traesion is protected by
hardver implemented communication channel.

9. TCnet (Time-Critical Control Network) — uses OMA access method
(Deterministic Ordered Multiple Access) for reahé data transmission
10. Vnet/IP (Virtual Network Protocol) — dispagshwith cyclic mode for technological

data transfer and with the transmission of acydiita by the standard
TCP/IP path [2].

2.1. Profinet

The most frequently used industrial network in {hest and also at the present is
Profibus. At the variant Profibus-DP (provides hgpleed data interchange among control unit
(Master) and slave devices) it becomes the mosineed industrial communication network
in the world. The following expanded alternativesr&s PROFIBUS PA, PROFIBUS — FMS
(dedicated for communication in higher level, seevat this part of PROFIBUS enables the
communication in different applications and progdigh flexibility).

Moreover, the concept Profinet (part of IEC 61138n8ard) supported by the PNO
(PROFIBUSUserOrganization) becomes one of the most extendedstidlicommunication
network [4]. Profibus has twenty application predl which are gradually extended and
implemented into Profinet.

Recently, Profinet represents open communicati@mdstrd based on the Industrial
Ethernet principles. Profinet is convenient for mamtomation applications. Profinet enables
its integration with standard fieldbus systems kefibus, As-Interface or Inteus without any
change in existing devices or additional investrment
Profinet uses several means of communication:

e non-time-critical data transmission —transmission of parameters, configuration
data and other is non-time-critical and uses stahpitocols from computer
networks as TCP or UDP and IP.

e Time-critical data transmission— uses Real-Time channel (RT) for time-critical
data transmission. For partly severe tasks isoclusiReal-Time channel (IRT) can
be used [1].
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With the help of Profinet it is possible to integrasimple distributed input/output
equipments and time-critical applications into Etle@ communication as precisely as to
integrate distributed automation system into gdnerdgomated system. Profinet can be
divided into two basic types Profinet 10, Profi@BA.

2.1.1Profinet 10 (Distributed inputs/outputs)

Distributed inputs/outputs communicate togetheoulgh Profinet 10 (Input/Output). The
principle of communication is similar to the oneedsin the Profibus network. Data
transmitted from devices are periodically transfdrinto control device.

Profinet 10 is intended for production process emdtion mostly of discrete type.
Profinet 10 uses primary cycle — update-time perfod attendance of deterministic access to
communication within selected network segment. Thigle is set along with the
configuration and is operated by the Profinet IQitCaller (master}6].

Types of user points

Profinet 10-Controller Profinet 10-Device Profinet 10-Supervisor
— has the control over the communication — participants, subordinate point of| — is equipment with HMI
in entire Profinet 10 network network communicating with interface or diagnostic network|
Profinet 10-Controller equipment equipment.

Tab. 1. Types of user points

2.1.2 Profinet CBA (Distributed automation)

Profinet CBA (Component Based Automation) interceeta separated components of
the entire system. Model of the system which isedam the components, defines components
as independent executive units. Distributed autmmasystem designed on the basis of
technological modules simplifies modularity of peutar devices and set of devices and from
these derivated reusable appliance (also in anathplications). The reference between is
shown in Fig. 2. where all connection are represehly parts of the Ethernet network.

Profinet CBA Profinet 10

B— - —E

distributed
automation

distributed 10

izochronous time -~

,,//

Fig. 2. The reference between Profinet CBA and Profinet 10

3. ProfiSafe

A communication profile ProfiSafe developed by tlkeew TC3/WG5 “Safety
Technology was created to provide security reley@/®) communication in ProfiNet I/O or
Profibus DP/PA network among SR peripheries androbunits. It is based on the pooling
method among Master and Slave equipments and aBlang equipments and SR proceeding
implementations for eliminating errors made atpghacess of transmission [7].

ProfiSafe has recently two operating modes:

e version V1 — for SR communication in Profibus DP/R&work types
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* version V2 — for SR communication in ProfiNet I/® Brofibus DP/PA network
types

4. Areas of Profinet networks application

Profinet CBA has a wide range of utilization withdistributed automation systems. It is
relevant for intelligent operating equipments wihernate programmable function, like
operating units.

Profinet 10 has awide range exploration for kioe8Systems, it is available in
isochronous real time variant - IRT.

Within the automation of processes with 5 to 10cytde time (update-time) and with in
advance listed number of RT users a real time RbART is used.

5. Conclusion

In industrial networks Fieldbus standards are widesd. They are open and have wider
range of possible appliance in the spheres likestréhl production, operating of the process
of production, control of technologies etc.

But the development in the area of industrial neksois still in process and new
standard is finding his place. It is as open aspiteious one, and so far, it has the wides
range of possibilities of appliance in the indwdtrones that means in distributed systems of
control.

It is required in other various spheres than indhea of decentral periphery and it is
expanding also in the areas of high-speed drivenngonication. Profinet offers a new
communication platform which by available tools eigtates not only hierarchal
communication in concerns, but also different comitation systems together on the basis of
industrial Ethernet.

It is obvious, that Profinet is becoming a standeasily available choice with continual
development and his appliance in many divers ptgjiscabsolutely worth considering.
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Abstract. This paper is deal in accurate position estimaitiomobile ad-hoc networks by RSS method
in dependency of beacons distribution. The aim waset the position estimation for different typds
environment with different fading’s influences. Thecision of position estimation has been charnged
compliance with network conditions, coverage atgae of channel, the signal strength and the number
of used beacons. However, mobile ad-hoc networkla@aeging dynamically, so also situation (strength)
of wireless channel, the number and position ofesoand beacons in network, so as the total coverage
area are changing. We organized a graphical rapasen of estimation by RMSE map. RSS method is
not the most precision method in consequence aktiluences, but it is one of the evaluable from
hardware fastidiousness devices. It is necessargddtatistical means to tune up the positiomesitbn

in these very demanding conditions.

Keywords: Position estimation, RSS method, ad-hoc networkgless channel fading, RMSE maps,
overlapping rings, histogram, ClI, direct method.

1. Introduction

Mobile ad-hoc networks are specific in their dynarrihange, what can be interpreted by
all time changes of nodes number and their digiobuin network. This change is
demonstrative on wireless transmission channel @nymtypes of fading’'s (multipath
propagation, shadowing fading and etc.). We craatalgorithm of position estimation based
on RSS method for its simple application. Howeteis method is not the most precision, so
some statistical methods are used in that algoriiirapecify the estimation influenced by
fading.

1.1. Ad-hoc network

We can say about ad-hoc networks, that they arenanotic mobile networks,
dynamically changing and composed of equal mobddes without infrastructure. Nodes
communicate between themselves by single-hop ofi-mop. This type of network has fast
changing topology, because nodes could move. Corngation standards in ad-hoc networks
utilize an unlicensed frequency band as Bluetod@igBee and the main thing is Wi-Fi
(802.11x).

1.2. RSSlocalization method

When we are setting the localization, it is gooddalize some factors like the assistance
requirement of beacons for position estimationades in ad-hoc network. These beacons are
nodes, which contain GPS module and that's the lveay they can set their localization. This
value of position is considered to be absolute fthemview of localization. We can obtain a
relative position of node by assistance of thisinfation.
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For localization estimation is used direct methblis method is based on RSS received
from nodes. DM required 3 distances from 3 nodegel use not DM but overlapping rings
method it is not necessary 3 distances obtain.

2. Algorithm

The algorithm is based on information about lossraneiving signal strength from
beacon to node, and on information about statistieghods.

2.1. Statistical tools

Three statistical methods (a histogram, a CI, aistbgram from histogram) use the
direct method (DM) of localization statement byetlidistances from three beacons.

» Probability density function of all estimation wased for estimation via histogram
maximum from all combinations of beacons.

» It was used linear approximation for confidenceiuél (Cl) determination

h=px+ p, (1)

and it requires at least two points for calculatibm our case we decided to set the
confidence level 0.4. We use middle values of ola@iCl (separately far-coordinate
and separately-coordinate) for requirement in case of set probabtalization. If that
coordinates, find out by direct method, are outlisfance (extent), it won’t be included
to CI calculation. In case of possibility, whenyohe point left for that calculation, it is
considered as possible point of position with cdafitial interval <0,0> and <0,0>.

When all of obtained values are eliminated, wepat with coordinates [0,0] and also
Cl <0,0> and <0,0>.

* The third statistical method is histogram creaticom all histograms (because we can
realize PDF from one combinations of beacons —reakzation) of position estimations
composed from particular realization.

mean value D

. Goes -
—

6o
f 242 !

03 /

standard deviation

beacon overlapping rings area

3.0 0 30 «x
A) B)
Fig. 1. The figure A) the gauss curve expressed distobutif distance estimation between node an beaabthan

possible mistake of measurement. The figure Bfidie (area) of possible occurrence, where the romildd be
located. It is limited by beacon realization of b@arings (overlapping).
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Overlapping rings metrics (fig.1) is next statiatianethod applied on RSS methods.
Localization estimation express distances betwematdn and node by rings (overlapping)
represented standard deviation.

We can get a field (area) with the highest valueiregs by approximation of particular
overlapping and then we can present the middle ftbat. This center expresses the
estimation in this metrics.

3. Experimental

The position estimation depends not only on thevogt wide but, as the simulation
show, on the beacons arrangement. For demonstrat®nuse four networks beacons

arrangement:
* inthe quad, * inthering,
* inthe triangle, * random.

For simulation we set network wide 30m and transditpower at 2400 MHz was -
30dBm. For evaluation we use RMSE values arrangéaet 2D map of the space.

Beacons positions and RMSE cstimation in choices points

:
i

>

‘h\lj\l;4 444.-‘u‘

1

»

i

T
m 5Tacois

Fig. 2. Figures show RMSE dependency on the beacons mpfdo DM. The color tone of square element
represents the RMSE value in choice point.
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4.

Conclusion

As we can see from these results the position aittmdepends on network wideness as

well as on topological arrangement of each beaddhtained results must be understudied as
a map, which evaluate the accuracy of estimatioactually arrangement of beacons and its
parameters (power, ...).
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Abstract. This paper deals about a very complex combindtopiémization problem named “Travelling
Salesman Problem”. In this article you can find@endescription of the problem and several strategi
used to solve it. These strategies are divided éxtact and heuristics methods and they are used for
different variations and sizes of the problem.

Keywords: Travelling Salesman Problem, algorithm, optimuity, ¢

1. Introduction

The travelling salesman problem (TSP) is one ofrttest widely studied combinatorial
optimization problems, with links to many fields pdire and applied mathematics like graph
theory and integer programming (Lawler et al. 19&&jnply stated, a salesman has to visit
TV cities, visiting each city exactly once and retiack to the starting city with minimum
cost. Search space is then permutation oties and every permutation is a possible sahutio
and a permutation with shortest path is the optisedlition. Size of the search space is then
n'.

TSP is relatively old problem: firstly described BEyler in 1759. Name “Travelling
salesman” was first used in 1932. A lot of techegjuvere designed for TSP solving in last
years, using different methods and strategies.

2. Computing a solution

The traditional lines of attacking for the NP-hardblems are the following:

« Devising algorithms for finding exact solutions&yhwill work reasonably fast only
for relatively small problem sizes).

« Devising "suboptimal" or heuristic algorithms, j.algorithms that deliver either
seemingly or probably good solutions, but whichldawot be proved to be optimal.

* Finding special cases for the problem ("subprob!erfer which either better or
exact heuristics are possible.

2.1. Exact algorithms

The most direct solution would be to try all peratittins (ordered combinations) and see
which one is cheapest (using brute force searchg flinning time for this approach lies
within a polynomial factor ofO(n!), the factorial of the number of cities, so tlsiglution
becomes impractical even for only 20 cities. Onethaf earliest applications of dynamic
programming is an algorithm that solves the probiletime O(n*2"%
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The dynamic programming solution requires expoménsipace. Using inclusion—
exclusion, the problem can be solved in time withipolynomial factor of 2and polynomial
space.

Improving these time bounds seems to be diffidtdt. example, it is an open problem if
there exists an exact algorithm for TSP that rartgme O(1.9999)

Other approaches include:

« Various branch-and-bound algorithms, which candeduo process TSPs containing

40-60 cities.

e Progressive improvement algorithms which use tepkes reminiscent of linear
programming. Works well for up to 200 cities.

« Implementations of branch-and-bound and problenciip&ut generation; this is the
method of choice for solving large instances. Hpproach holds the current record,
solving an instance with 85,900 cities.

An exact solution for 15,112 German towns from THPWwas found in 2001 using the
cutting-plane method proposed by George Dantzig, Rakerson, and Selmer Johnson in
1954, based on linear programming. The computatieere performed on a network of 110
processors located at Rice University and Princétaiversity. The total computation time
was equivalent to 22.6 years on a single 500 MHphal processor. In May 2004, the
travelling salesman problem of visiting all 24,9%8vns in Sweden was solved: a tour of
length approximately 72,500 kilometers was found &nwas proven that no shorter tour
exists.

In March 2005, the travelling salesman problemisiting all 33,810 points in a circuit
board was solved usirgoncorde TSP Solvea tour of length 66,048,945 units was found and
it was proven that no shorter tour exists. The aatafpon took approximately 15.7 CPU years.
In April 2006 an instance with 85,900 points wabs/ed usingConcorde TSP Solvetaking
over 136 CPU years.

2.2. Heuristic and approximation algorithms

Various heuristics and approximation algorithmswhich quickly yield good solutions
have been devised. Modern methods can find sokifianextremely large problems (millions
of cities) within a reasonable time which are wathigh probability just 2-3% away from the
optimal solution. Several categories of heuristigs recognized:

2.2.1. Constructive heuristics

The nearest neighbour (NN) algorithm (or so-caliegledy algorithm) lets the salesman
choose the nearest unvisited city as his next mbhis. algorithm quickly yields an effectively
short route. For N cities randomly distributed gplane, the algorithm averagely yields length
=1.25 * exact_shortest_length.

However, there exist many specially arranged cistributions which make the NN
algorithm gives the worst route. This is true fottbasymmetric and symmetric TSPs.

Recently a new constructive heuristic, Match Twiaed Stitch (MTS) has been
proposed. MTS has been shown to empirically outperfall existing tour construction
heuristics. MTS performs two sequential matchingisere the second matching is executed
after deleting all the edges of the first matchitogyield a set of cycles. The cycles are then
stitched to produce the final tour.

2.2.2. Iterative improvement
e Pairwise exchange or Lin-Kernighan heuristics.
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The pairwise exchange or '2-opt' technique involteatively removing two edges and
replacing these with two different edges that reewmh the fragments created by edge removal
into a new and shorter tour. This is a special cdske k-opt method. Note that the label 'Lin-
Kernighan' is an often heard misnomer for 2-oph-Kernighan is actually a more general
method.

e k-opt heuristic

Take a given tour and delete mutually disjoint edges. Reassemble the remaining
fragments into a tour, leaving no disjoint subtogtisat is, don't connect a fragment's
endpoints together). This in effect simplifies &P under consideration into a much simpler
problem. Each fragment endpoint can be connectezk to2 other possibilities: ofRtotal
fragment endpoints available, the two endpointshaf fragment under consideration are
disallowed. Such a constrained-éty TSP can then be solved with brute force méshto
find the least-cost recombination of the originagiments. The k-opt technique is a special
case of the V-opt or variable-opt technique. Thestpmpular of the k-opt methods are 3-opt,
and these were introduced by Shen Lin of Bell Liab$965. There is a special case of 3-opt
where the edges are not disjoint (two of the edgesdjacent to one another). In practice, it is
often possible to achieve substantial improvemeat @-opt without the combinatorial cost of
the general 3-opt by restricting the 3-change#i dpecial subset where two of the removed
edges are adjacent. This so-called two-and-a-tmlfypically falls roughly midway between
2-opt and 3-opt, both in terms of the quality afrbachieved and the time required to achieve
those tours.

e V'-opt heuristic

The variable-opt method is related to, and a géimatmn of the k-opt method. Whereas
the k-opt methods remove a fixed number (k) of sdgem the original tour, the variable-opt
methods do not fix the size of the edge set to xeminstead they grow the set as the search
process continues. The best known method in thigilfais the Lin-Kernighan method
(mentioned above as a misnomer for 2-opt). Shenahith Brian Kernighan first published
their method in 1972, and it was the most relidid@ristic for solving travelling salesman
problems for nearly two decades. More advancedbbriopt methods were developed at Bell
Labs in the late 1980s by David Johnson and hisareb team. These methods (sometimes
called Lin-Kernighan-Johnson) build on the Lin-Kigitman method, adding ideas from tabu
search and evolutionary computing. The basic LimAikghan technique gives results that are
guaranteed to be at least 3-opt. The Lin-Kernighatmson methods compute a Lin-
Kernighan tour, and then perturb the tour by wha$ been described as a mutation that
removes at least four edges and reconnecting thmért@ different way, then v-opting the new
tour. The mutation is often enough to move the toom the local minimum identified by
Lin-Kernighan. V-opt methods are widely considetbd most powerful heuristics for the
problem, and are able to address special casdsasutie Hamilton Cycle Problem and other
non-metric TSPs that other heuristics fail on. Rmany years Lin-Kernighan-Johnson had
identified optimal solutions for all TSPs where aptimal solution was known and had
identified the best known solutions for all othé3Hs on which the method had been tried.

2.2.3. Randomised impr ovement

e Optimised Markov chain algorithms which use loca#arehing heuristic sub-
algorithms can find a route extremely close todpgmal route for 700 to 800 cities.

« Random path change algorithms are currently thie-stiathe-art search algorithms
and work up to 100,000 cities. The concept is gsiiteple: Choose a random path,
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choose four nearby points, swap their ways to eraahew random path, while in
parallel decreasing the upper bound of the patittenlf repeated until a certain
number of trials of random path changes fail duth&oupper bound, one has found a
local minimum with high probability, and furtherig a global minimum with high
probability (where high means that the rest proiigliecreases exponentially in the
size of the problem - thus for 10,000 or more npdbe chances of failure is
negligible).
TSP is a touchstone for many general heuristicésddvfor combinatorial optimization
such agyenetic algorithms, simulated annealing, Tabu seaent colony optimizatiorand
the cross entropy method

3. Conclusion

There are many different applications and differ€8P variations in the real world,
therefore it is necessary to know, what kind ofqpean we are going to solve. First we have to
study it, think about the results we demand, if mez=d the optimal solution or we need
solution close to the optimal one, how close and/ mauch time do we want to spend on
computation. All these factors can lead us to diffie optimization techniques. Some of these
techniques are universal and can be used for deasks or several modifications; some are
very special, designed for only one task. Gendtjordhms are used for a modification of
TSP in a doctoral thesisSimplementation of genetic algorithms into optintiza of
technological processes’in this thesis, GA based on TSP task are useghasptimization
tool for improving the rapid move efficiency andlueing the length of toolpaths. This work
deals with common problems of GA'’s like comparisdiseveral techniques and searching for
method, good enough for our purpose.
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Abstract. This paper focuses on digital video cameras usedture the video signal. In the first part,
image sensor as the main component of common carigerdescribed. Next, some features and
parameters which are important for the approprémera choice from the point of view of image
quality and data representation are introducedhétend, the programmable camera platform for image
processing is presented.
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1. Introduction

In a film camera, the light is focused through ttemera lens in varying levels of
intensity. Then, the light hits a chemically-trehf@ece of film which reacts to the different
intensities of light. The same basic principlerigetfor digital video cameras; however, instead
of light hitting a strip of chemically-treated filnthe light hits the special silicon chip that
measures light photons on a panel of light-semsithodes and then converts that light
information into a digital signal that representage. To process and transfer the colour
information, camera measures three separate lightelengths of red, green and blue.
Nowadays, the camera is used not only for a homheovbut also in industry applications, e.qg.
to capture and record the video for security pugpmsfor the following signal processing like
motion detection or object recognition and tracing.

2. Image Sensor

Image sensors are usually based on one of two meaimologies, which are CCD
(charge coupled device) and CMOS (complementarnalin®tide semiconductor). A CCD
chip is an array of small electronic capacitorse§éh capacitors are charged by the electrons
generated by the light. In fact, each light elem@hioton), reaching the CCD array's atoms,
displaces some electrons which are providing aeotirsource [1]. These current sources are
localised in small delimited areas, called pixé&lgjital colour cameras generally use a Bayer
mask over the CCD. Each square of four pixels mesfiftered red, one blue, and two green
(the human eye is more sensitive to green tharereited or blue). Three-chip cameras
however posses one such chip for each prime cotxirgreen and blue. This results in an
approximately 20 percent better image quality.

CCD and CMOS image sensors are two different tdolgnes for capturing images
digitally. Each has unique strengths and weakneggemg advantages in different
applications. [3].
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CCD CMOS

- Expensive. - Cheap (1/3 of the CCD).

- Requires more power. - Requires more light.

- Separate chips for processing. - Integrated with circuits doing signal processing.
- Higher quality than CMOS. - Slower due to more noise.

3. Properties of Cameras

3.1. Monochrome versus Colour

Monochrome is not used in many application of canewen the cheapest TVs today
feature colour. Monochrome is still common in th€T& universe, but a shift is under way
there toward both colour and higher resolutionserfithere is machine vision which stills
largely a monochrome. Imaging in industrial prodtretis typically used for such tasks as
quality control. The general goal is to identifyfeature or features on an object, where are
requirements like edge detection and blob (lighter darker) analysis often do not require
colour [5]. These processes typically work to maxzaerthe data relevant to the specific task at
hand, while minimizing unnecessary background d@glour generally generates a higher
data volume, requires more data processing, andedased sensitivity. There are a variety of
additional colour issues that come in to play, udahg white balance and lighting, that affect
the performance of a colour camera but have lepaébon the monochrome camera [3].

3.2. Pixel Resolution and Size of a CCD Sensor

Each CCD sensor has a vertical and horizontal asfgyxels that determine the overall
resolution achievable. The CCD sensor size is tedoas the diagonal measurement of the
sensor, typically referred to as 1/2”, 1/3”, 2/3", or higher chip size formats. Fundamentally,
increasing pixel number for a given sensor sizalted higher image resolution. Aspect ratio
is relation between horizontal and vertical resohytfor example resolution 640x480 has 640
horizontal pixels and 480 vertical pixels with asipetio 4:3. Typically used resolutions are
for example 352x288, 512x492, 512x582, 640x4807%68k582. Pixels are usually square but
can sometimes be rectangular what define pixelcispgo.

3.3. Dynamic Range and Sensitivity

The size of the pixel itself can affect overall dymic range. Reducing pixel size can
significantly reduce the well capacity of a pixehat is the limit on the number of electrons a
pixel can hold. Typically, larger pixels have largeell capacities. The dynamic range
(usually expressed in EV values) of the CCD deteesithe range over which a camera can
record simultaneously very low light signals andyvieright signals and is determined by the
ratio of signal to noise [4]. Sensitivity (ISO) tise nhumber indicating digital camera sensors
sensitivity to light. The higher the sensitivithgtless light is needed to make an exposure, but
with higher amount of noise.

34. Lensand Iris

The lens of a video camera gathers and concentigteghat falls from objects onto an
image sensor in the camera. Between the lens anidntige sensor is the iris, which regulates
how much light falls onto the chip. An almost cldseis allows more objects at different
distances to be in focus while with an almost fulpened iris only few objects close together
are in focus.
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3.5. A/D Converter and Bit Depth

Every CCD camera uses an A/D converter to transtbevwariable charges in the CCD
into the binary data that represents pixels. Tighdni the bit depth of the A/D converter (10
bit, 12 bit, 16 bit, etc), the more accurate thalague to digital conversion will be because the
analogue signal will be sampled more frequentlyisTlill make it easier to distinguish
differences in intensity values, even if they ageywclose. The bit depth of the A/D converter
can limit the dynamic range of the CCD chip itséif has a smaller dynamic range than the
CCD chip.

3.6. Video Compression

For image transfer or its record in digital formagpropriate reducing the quantify of
data represent digital video. Some forms of datapression are lossless (for example Run-
Length Encoding, RLE). This means that when the daidecompressed, the result is a bit-
for-bit match with the original. Most video compsém is loss and it operates on the premise
that much of the data present before compressionotsnecessary for achieving good
perceptual quality [1]. Usually used compressiagodathms are Motion-JPEG and MPEG. By
MJPEG is every frame of video signal compressed whie same algorithm JPEG what
provide eases video editing, higher quality, buteiss effective. MPEG-4 use interframe
prediction for achieve higher data compressionoratd is preferred for live capture and
application with low throughput. Video compressisra trade off between disk space, video
quality, and the cost of hardware required to dgmess the video in a reasonable time.

3.7. Frame Rate and | mage Refresh Rate

One feature of the CCD camera often overlookedsoudsion of camera specifications
is the image refresh rate. Several factors reladesignal processing, camera electronics, and
determine the frame rate and image refresh ratapemly referred to as Frames per Second
or FPS. Frame rate is the frequency at which amgiimgadevice produces consecutive images
in video sequence. Low refresh rate values medrthikee will be a lag between the image the
camera captures and what is displayed on the campmatreen. A slow refresh rate will
increase the amount of time it takes to focus oimage. A minimum frame rate of 3 FPS is
required for ease of use.

4. IR IHluminating for " Night Vision"

The infrared (IR) spectrum with wavelength from 7 to 1200 nm is for human
invisible and is nearly 1,000 times as large asvtbible spectrum (350 — 700 nm). Most CCD
and CMOS cameras have excellent near-IR sensifijtyWarm objects emit NIR light, but
only with temperature about 50D, and colder objects (like human) produce IR wewgths
higher then 1200nm, from this reason we need taterthis NIR light. Infrared Cameras (Fig.
1la) have infrared LED’s positioned around the owtdges of the camera lens, which
illuminate area with NIR light and gives the camigsd'Night Vision". Infrared Cameras have
the capability to capture quality video in low lighnd acceptable video in no light (O Lux)
areas. Example of low light scene is on Fig. 2bthedsame scene with IR Fig. 2c.
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Fig. 1 a) IR illuminated camera, b) Scene without IRScgne with IR

5. Application Camera CMUCAM 3 Embedded Colour Vision Platform

This platform from Active Robots Limited (UK) is Iéeontained unit that perform
image processing (Fig. 2b) on board and is ableprimduce control instructions or a
measurement result without the need for additidmaidware (Fig. 2a). The CMUcam3
provides a flexible and easy to use open sourceldgment environment that complements a
low cost hardware platform [7]. The CMUcam3 is lthem fully programmable embedded
computer vision sensor. The main processor is a@iadeto an Omnivision CMOS camera
sensor module. For CMUcam3 can be developed cuSt@mode and executables flashed can
be flashed onto the board. The concept is morabllexand cost-effective than a PC-based
system solution. Some application is object redibgmiand tracking, robotics or surveillance.

Fig. 2 a) camera platform board, b) Example of applicafieace detection)

6. Conclusion

In principle, the choice of an appropriate videmeaa for intended industrial application
depends on few basic criteria, which are: the degarom sensing objects, objects character
and movement (lens, shooter, frame rate), requimrae quality (monochrome — colour,
resolution and compression), captured environmiggtit(conditions, outer or inter use) and
the price, which plays an important role in theisien. Let's assume an application of camera
in car driver capturing for his vigilance monitaginThe distance between the driver and the
dashboard is short and relatively does not vamtetiore the use of fixed focus is preferred.
Frame rate must be sufficient to capture eyes Hlrdfps or higher), compression (e. g. M-
JPEG, MPEG-4) is chosen depending on the methodoldwing image processing.
Monochrome camera is more suitable for this kindmglication. The image resolution should
be at least 512x492 or higher, light condition gary so that the auto iris and IR illumination
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for low light capture are required. Image procegssrealized on PC or on another machine
vision platform connected to it through the anabogligital interface.
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Abstract. Wireless networks use a variety of cryptographéchhiques such as encryption and
authentication to provide barriers for infiltrat®nThis paper deals with the basic security priesifn
WLANS (Wireless Local Area Networks). The main fecof this work is on WEP (Wired Equivalent
Privacy), WPA-WPA2 (Wi-Fi Protected Access) and AEA&dvanced Encryption Standard). VPN
(Virtual Private Network) is described in last paft work as another way to security in wireless
networks.

Keywords: Wireless, security, WLAN, advanced encryption dtad, authentication.

1. Introduction

The growing demand and implementation of all typésvireless networks in homes,
companies and industry (safety-related applicalio®isan accomplished fact. This type of
networks offers a wide range of advantages ovdlitipaal cabled networks. Ease of use,
wide coverage, mobility and simple extensions ast @ few. It is to these characteristics that
wireless networks owe the boom they are experignairthe moment.

However, these advantages have a flipside in the fof security problems which,
although they are rising to the surface, most athtnators do not bear in mind. At this stage,
it is clear and proven that wireless networks aterisically insecure and that a greater effort
is needed to secure them than cabled networks.riBe@olutions must be seamlessly
integrated, more transparent, flexible and mandgeab

Security usually refers to ensuring that users parform only the tasks that they are
authorized to do and can obtain only the informatimat they are authorized to have. Security
must ensure that users cannot cause damage tattheagplications or operating environment
of a system. The word security involves protectimainst malicious attacks. Security also
involves controlling the effects of errors and gauént failures. Anything that can protect
against a wireless attack will probably preventeotiypes of trouble as well.

The balance between allowing authorized accessgpeankenting unauthorized access is
illustrated in Tab. 1.

Transparent Access Security
. Connectivity . Authentication
. Performance . Authorization
. Ease of Use . Accounting
. Manageability . Assurance
. Availability . Confidentiality
. Data Integrity

Tab. 1. Balance between transparent access and secuwégsac
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2. Basic WLAN Security Technologies

Security Requirements for WLANs can be summarizethb following Tab. 2.

First generation security

= SSID(Service Set Identifier)
L] MAC (Media Access Control)
= Static 40 or 128-bit WERWired Equivalent Privacy)

Second generation security

Centralized used-based authentication
Dynamic 128-bit WEP

VPN (Virtual Private Network)

ACL (Access Control Lists)

L eading edge security

TKIP (Temporal Key Integrity Protocol)
MIC (Message Integrity Check)

AES (Advanced Encryption Standard)
Rogue AP detection

Tab. 2. Security requirements for WLANS.

The main characteristics of the protocols usediieless networks are below in Tab. 3.

WEP WPA WPA2
Encryption RC4 RC4 AES
Key length 40 bits 128bits enc. / 64bits auth. hRs
Key duration 24-bit IV 48-bit IV 48-bit IV
Data integrity CRC-32 Michael CCM
Header integrity None Michael CCM
Key control None EAP EAP

Tab. 3. Basic security technologies.

You can see the gradual tightening of the encryppootocols up to WPA2, which
finally changes RC4 as the protocol used to implnd&S. It is also clear that an effort has
been made to reinforce the integrity of the datanyi@ both data level and header level.

2.1. First generation wireless security

Security was not a big concern for early WLANs. Téguipment was proprietary,
expensive and hard to find. Many WLANSs used theviserSet Identifier (SSID) as a basic
form of security. Some WLANs controlled access byeeng the media access control
(MAC) address of each client into the wireless asgeoints. Neither option was secure, since
wireless sniffing could reveal both valid MAC adsises and the SSID [1].

The SSID is a 1 to 32-character American StandardeCfor Information Interchange
(ASCII) string that can be entered on the cliemd access points. Most access points have
options like "SSID broadcast" and "Allow any SSIIBSIDs should not be considered a
security feature.

MAC based authentication is not specified in th@.8Q specifications. However, many
vendors have implemented MAC based authenticatibost vendors simply require each
access point to have a list of valid MAC addres8#AC addresses are not a real security
mechanism, since all MAC addresses are unencryptezh transmitted. In certain cases,
MAC address authentication can supplement secte#yures, but this should never be the
primary method of providing wireless security.
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2.2. Wired Equivalent Privacy (WEP)

The IEEE 802.11 standard includes WEP to protetttasized users of a WLAN from
casual eavesdropping. The IEEE 802.11 WEP starsfzedified a 40-bit key, so that WEP
could be exported and used worldwide. Most ventlax® extended WEP to 128 bits or more.
When using WEP, both the wireless client and theess point must have a matching WEP
key. WEP is based upon an existing and familiarygion type, Rivest Cipher 4 (RC4).

The IEEE 802.11 standard provides two schemesdbnidg the WEP keys to be used
ona WLAN [2].

In the first scheme, a set of up to four defauitskare shared by all stations, including
clients and access points, in a wireless subsystem.

= In the second scheme, each client establishes ankpping relationship with another
station. This is a more secure form of operati@tanse fewer stations have the keys.

2.3. Wi-Fi Protected Access (WPA & WPA?2)

WPA includes mechanisms from the emerging 802.teidard for improving wireless
data encryption. WPA is also called Simple Secuedadrking (SSN) [3]. WPA has TKIP,
which uses the same algorithm as WEP, but it cocatstikeys in a different way.

TKIP is also called WEP Key hashing and was iditiaéferred to as WEP2. TKIP is a
temporary solution that fixes the key reuse probtEhWEP as illustrated in Fig. 1. WEP
periodically uses the same key to encrypt data. TKE&P process begins with a 128-bit
temporal key that is shared among clients and aqoaisits. TKIP combines the temporal key
with the client MAC address. It then adds a rekd{iiarge, 16-octet initialization vector to
produce the key that will encrypt the data. Thiglistrated in Fig. 2. This procedure ensures
that each station uses different key streams toyphthe data. WEP Key hashing protects
weak Initialization Vectors (IVs) from being expdskey hashing the IV on a per-packet basis.

Without Key Hashing With Key Hashing

| Stream cipher | | encrypted da\‘al Stream cipher | -m w
Fig. 1. Temporal key integrity protocol (TKIP). Fig. 2. Per-packet keying operation.

3. Enterprise Wireless Security

3.1. Advanced Encryption Standard (AES)

In addition to the TKIP solution, the 802.11i stardi will most likely include the
Advanced Encryption Standard (AES) protocol. AEfeisf much stronger encryption. In fact,
the U.S. Commerce Department National InstituteStdndards and Technology (NIST)
organization chose AES to replace the aging DESS Apecifies three key sizes, which are
128, 192 and 256 bits. It uses the Rijndael Algonit[4]. If someone where to build a
machine that could recover a DES key in a secohdn tit would take that machine
approximately 149 thousand-billion (149 trilliongars to crack a 128-bit AES key. To put
that into perspective, the universe is believebledess than 20 billion years old.
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3.2. Virtual Private Networks (VPNSs)

IP Security (IPSec) is a framework of open stanslai@ ensuring secure private
communication over IP networks. IPSec Virtual Pevaletworks (VPNs) use the services
defined within IPSec to ensure confidentiality, eigtity, and authenticity of data
communications across networks such as the Int¢she’’PN deployment is illustrated in
Fig. 3. IPSec also has a practical applicationecuse WLANS. It does this by overlaying
IPSec on top of 802.11 wireless traffic.

Two- factor Authentication Client Machine

= & <

DHCP/ RADIUS/ OTP VPN Concentrator Access Point
Servers (Packet Filtering)

Fig. 3. Virtual private networks deployment.

{evs 20 3

IPSec provides for the confidentiality of IP traffilt also has authentication and anti-
replay capabilities using Message Digest 5 (MD5) Smcure Hash Algorithm (SHA).
Confidentiality is achieved through encryption, aelhiuses Data Encryption Standard (DES),
Triple DES (3DES) or AES.

4. Conclusion

The main focus of this work was WLAN security. Tecare a WLAN, both encryption
and authentication are necessary. Simply fixing pheblems discovered in WEP is not
enough. Wireless networks must authenticate bo#rsuand devices. 802.1x and TKIP
provide the necessary security mechanisms to gradcANs. VPNs were discussed as
another way to successfully secure WLANS.
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Abstract. Wireless networks have become so widespread, berigeficial to determine the ability of
cellular networks for localization. This propertpables the development of location-based services,
providing useful information. These services carnnyeroved by route prediction under the conditién o
using simple algorithms, because the limited cdjpiglsi of mobile stations. This study gives altgivia
solutions for this problem of route prediction bhem a specific graph model. Our models provide the
opportunity to reach our destinations with lessrff

Keywords: mobility modeling, route prediction, Markov modphttern matching model, location-based
services

1. Introduction

In our rushing world a modern man needs communminatnd information channels, that
is why they enjoy the benefits of using mobile pe®m@nd location systems. The opportunity
to use location-based services (LBS), which arerinition services accessible with mobile
devices through the PLMN (Public Land Mobile NetlWoand utilizing the ability to make
use of the location of a mobile device, is giverthgse equipments. It does not depend on the
device is used. These services are based on latiatiz they use GPS coordinates or
information of GSM cells. It is very useful to knomhere the nearest preferred restaurant or
petrol station is, but it can be even more usefldrtow which one we can reach with the least
effort, (e.g. go to forward instead of turn backf means that the system offers the place
which will be the closest to our route in the falilog few minutes. It is significant in these
applications that the algorithm must be simple,aose the mobile devices have small
capacity of memory, storage and computing. Our igito give such solutions that are very
simple and easy to implement, to predict mobility.

2. Mobility Modeling

Examining past cases of prediction procedures J[BJ2it is observable that they work
efficiently only in a given environment. It mears&t known models are produced by taking
account of the characteristics of the networksrsarmous changes are needed to use them in
another environment. Our study would like to givelsa general solution to predict mobility
of mobile equipments and their owners that is sengyid easy to implement. In our realization
the basis of each single method is a graph-modathacan be generated by converting the
tracking data into graphs. This means that thelsidgected graph representative of the
tracking data is examined, that can be generata the data according to the required
accuracy. The simplest graph creation method @ividle the area into provinces. Let us map
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the provinces onto the vertices of the graph. Weg draw thea;; directed edge of the graph by
examining the fixed routes. If we find a route frgmovincei to provincej, then we draw a
directed edge from the point to the pointp. You can see such a directed graph
representative in Fig. 1.

directed edge | i

route of motion

vertex representative
-

province

Fig. 1. A given route and its graph representative.

The methods described below give alternative smigtito predicting routes in such a
graph model.

3. Mobility Prediction Models

As we have already mentioned, our aim is to defind to analyze general prediction
methods, which can be applied in a wide range,theyg can cooperate with the infrastructure
of any tracking systems. Probably they are not thest efficient ones in a special
environment, but with small-scale transformationsyt work with any kind of systems. Our
elaborated models are classified into 3 groupspkmstatistical model, Markov models and
pattern matching models.

Conventionally nominate with; 5 that case, when in a given route at tinoir position
is the vertexp;, and at timet+1 the vertexp; is our position. In the following cases we
nominate withp;, - p; those incidences where at a givetime the position is verteg, then at
a givent,>t; time the position is verteg. The models predict the next vertex based on the
available information, nominate it with

The prediction is based on a well-known indicatbcanfidentiality level. We count it
with the following formula:

thenumberof routescrossingserieof verticesPX

C(X)=
X) thenumberof routescrossingserief vertices

(1)

The models can give a probability on a confideityidével, what the next station of the
movement will be.

3.1. Simple Statistical Model

One of the tasks attributed to the data minindnésrhining of the frequent element sets.
The Simple Statistical Model tries to use this tedict routes|p; fi| nominate the number of
the set of routes, contaipsandp, too. At a given vertep; the model predictX=py vertex for
the next station of the route, which satisfy incases the following inequality:

pOp/>p Oy Dizk j=123... @

3.2. Markov models

Markov models are originated with Markov chains. W&sume that the system and its
graph representative are given. In this case thectdd graph - if there are enough given
vertices and edges - behaves similar to the Madtwins. Let us map the vertices of the
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graph to states of the Markov chain, let us buildnatrix from its edges, which can be
considered the matrix of transition probabilities.

These models are originated with the Markov chaie may map them to the
terminology of the graph model, so Markov modelsditt the vertexX=p;.; which has the
highest confidentiality level in serie$p..[.0..0.18) 0.1, where the expression in
parentheses is known amd0;1;2;.... In mathematical phrases: the model predicts thetex
X=pi+1, with the highest correspondi@{p;.) value.

Markov models are not capable of prediction in aityation, when there is vertex,
which is not a head of any directed edges or wheretare na-1 former vertices of the walk.

In practice we implemented and tested the Firéte, $econd- and the Third-order
Markov Models. The depth of the Markov models can ibcreased, but the demand of
memory and storage monotonously rises.

By analyzing the former models the following questiwvas formulated in our minds:
what kind of results can we get with easing themdgisness of direct succession or can it help
to improve the accuracy of the former models. Taggon matching models were formulated
as the result of this intuition. We hope that thi be compensates in increased accuracy and
efficiency compared with our former models.

3.3. Pattern matching models

Pattern matching models are special cases of fréqeguence mining belonging to the
category of frequent sample mining. Frequent secpi@nining means that we would like to
define part series, which are often appearing wemgiseries. The often expression indicates
that in the case of the original task we only deith the series if the number of the existing
series among the routes is higher than a certa@slibld. Unfortunately this algorithm is
exponential, the frequent sequence mining demanath time and resources in large datasets.

In the case of models drawn up by us, task is ntitety this. On one hand we do not
demand a minimal incidence threshold from the se@ the other hand we examine only a
certain long incidence of series. We expect longaning time and bigger memory claim
from these algorithms, than we have experiencédarkov models.

We implemented and tested four Pattern Matching élkdwith the Pattern Matching
Model No. 1 we ease the constraints of the FirdeoMarkov model, instead @) .1, we
examine(p;) - pk. The Pattern Matching Model No. 2 eases the caimsér of the Second-order
Markov model, instead dp;.1£) f.1, it examinegp, —p) Hi+1. We ease the constraints of the
Third-order Markov model with Pattern Matching Mbdo. 1, instead ofp;.»/0.10) /+1, we
examine(px — pi-1 ) fl.1. Pattern Matching Model No. 4 is interpreted asaktension of the
Pattern Matching Model No. 3 with another formerrtgr, it means we examine
(P2 — Pr1 — Pi-1 ) [P+ 1. The base of the prediction is the highest coordmgC(p;.1) value.

4. Simulation

Public tracking dataset of location-based servigasnot accessible, therefore simulation
dataset was used to demonstrate the effectiveriens golutions. Our data source simulates
customers of a hypermarket, where the topologyhefves, products and their locations, and
product sets bought by the costumers are basedanlife. The sufficient quality of the
simulated dataset is guaranteed by the compleficatibehavior of customer agent, which
contains the following aspects:

— Customers enter the hypermarket with an explicih aepresented by a set of

products, but they can buy items impulsively ad.wel
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— When an agent enters to the hypermarket, it haghranap of the topology of the
hypermarket and the positions of products, andnduiis movements this map is
improved by new data.

— The agent has a searching strategy to find produittisunknown locations, but it has
a probability model to give up the searching ad.wel

Our dataset represents ax80 customer place, which is divided to 121 provincehere
were 14 000 training routes and 2 200 routes fdidation. The result of the training the
generated graph has got 121 vertices and 888 éiretige.

In our case the number of the vertices of the mutehe training set is 1 510 349, and
the validation set has 284 915 vertices. The aeclagth of routes is 126.4. We can consider
this dataset enough big to treat the measured acgas general.

Table 1 shows the next vertex's prediction time #wedaccuracy in percent of the single
models. Intuitive requirement is taken, that a -teak application has to give result in 1
second. Our models have to satisfy this statemidrg.accuracy of the methods is varied, but
over the 50% it is acceptable, because of the doatptl task.

Mode Prediction Time | Accuracy

Simple Statistical Model 0.18 ms 32.4%
First-order Markov M odel 0.18 ms 49.7%
Second-order Markov Model 0.18 ms 64.7%
Third-order Markov Model 0.17 ms 69.2%
Pattern Matching Model No. 1 0.16 ms 6.1%
Pattern Matching Model No. 2 2.53 ms 51.6%
Pattern Matching Model No. 3 2.74 ms 65.2%
Pattern Matching Model No. 4 2.51 ms 51.9%

Tab. 1. Comparison of the prediction models

5. Conclusion

The success of the location-based services camfy@ved with mobility prediction. We
gave an alternative solution for this. We definetyf@es of models, which are based on the
representative graph that can be built up by tlea @eparated into provinces. The Markov
models are originated with the Markov chains. Thedets use only the current and some
direct former vertices for prediction. If we useesie models we can reach about 70%
accuracy. Many models were published in which tbeueacy is about 60%, still they are
used. The pattern matching models are to improeeefficiency of Markov models. This
approach can help a bit, but the offline runnimgetincrease more.

The actual published models can be improved, becdgsaccuracy can be increased by
training at a specific environment. The effectstioé environment can be trained by the
models, and it makes them more useable in the riagkerorld, or finds acquaintances in the
users' neighborhood.
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Abstract. A lot of technologies, applications, tools andtfolans are used in Technology Enhanced
Education. Their interoperability is necessarydtfectiveness of their use in the education. Acaibmt

of standards and specifications is a way to enaibtd interoperability. This paper dealt with thofe
widely used specifications for e-content creatinjlS Content Packaging Specification, ADL SCORM
and IMS Common Cartridge.

Keywords: standard, specification, study materials, SCORM, @urfackaging, Common Cartridge.

1. Introduction

Information and Communication Technology (ICT) &ed in every area of our life, the
education is not an exception. Using of ICT in ihdag known as E-Learning or Technology
Enhanced Learning is routine for universities, edional institutions, secondary schools and
commercial sector as well.

The base for effective E-Learning is good qualitydy material. E-study materials can
be understood as digital processed contents focagidmal purposes. In commercial sector,
there are enough finances to support their eduwdtimeeds. But situation is more
complicated for schools. They depend on their otaff s- on teachers, who are responsible
for creating of study materials. Teachers created e-study materials according to their
possibilities and such materials used to be inowsriquality, size and format and used by
creators only.

Standards can change this. They bring some simpés rfor content structure and
storage format. Standards will allow finding, edlifiand using materials created by another
person. In ideal case, then well-prepared contantbe found and available through a central
repository — library of learning contents.

Some of standards for content creation are destribethis paper. They come from
organizations IMS GLC (Instructional Management t€ys Global Learning Consortium)
and ADL (Advanced Distributed Learning).

2. IMS Content Packaging Specification

The IMS Content Packaging Specification provides fimctionality for describing and
packaging learning materials, such as an individimairse or a collection of courses, into
interoperable, distributable packages. Content &ging addresses the description, structure,
and location of online learning materials and tlkéirdtion of some particular content types.
Learning materials described and packaged usingMBeContent Packaging (IMS CP) XML
format should be interoperable with any tool thgiports the IMS CP. Content creators can
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develop and distribute material knowing that it da delivered on any compliant system,
thereby protecting their investment in rich contéavelopment. IMS uses XML as its current
binding, and XML-Schema as its primary XML contrébcument language. Some IMS
bindings use parts of other IMS XML bindings; foxaeple, the Content Packaging
specification also uses the IMS Meta-Data.

A Content Package defined in the Specification mieof two main parts — Manifest
and Content. The Manifest is an XML file describistyucture of content and resources of
package and contains Metadata as well. In the @gnteere are real files with learning
content. The Content Package is for distributiookpged to PKZip v2.04g format (.zip) and
is called Package Interchange File (PIF). Fig.dwshthis PIF.

Manifest
Meta-Data

Organizations

Resources

(sub)Manifest(s)

CONTENT
(The actual Comtent, Media,
Assessment, Collaboration,
and other files)

Fig. 1. The Package Interchange File

The IMS Content Package Specification is a pasonfie other specifications for content
creating. ADL SCORM and IMS Common Cartridge are tfithem. They are worked on the
base of IMS Content Package, but they are more leomp

3. ADL SCORM

SCORM is a collection of standards and specificetiadapted from multiple sources to
provide a comprehensive suite of e-learning cajtisil that enable interoperability,
accessibility and reusability of Web-based learmagtent.

It has the base in the work of AICC (Aviation Inthys Computer-Based Training
Committee), IMS GLT, IEEE (Institute of Electricahd Electronics Engineers), ARIADNE
(Alliance for Remote Instructional Authoring andsBibution Networks for Europe) and
others. Its aim is to create one unified "referencedel" of interrelated technical
specifications and guidelines that meet Departnoéribefense high-level requirements for
Web-based learning content.

SCORM consists of four distinct books that conthia critical elements of SCORM as
follows:

1. The SCORM Overview book contains high-level conaapinformation, the history,
current status and future direction of ADL and SGORNd an introduction to key
SCORM concepts.

2. The SCORM Content Aggregation Model (CAM) book déses the components
used in a learning experience, how to package tbosgwonents for exchange from
system to system, how to describe those componemsable search and discovery
and how to define sequencing rules for the compisnen
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3. The SCORM Run-Time Environment (RTE) book describtbge Learning
Management System requirements in managing thémenenvironment.

4. The SCORM Sequencing and Navigation (SN) book dmssr how SCORM
conformant content may be sequenced to the lethimaugh a set of learner-initiated
or system-initiated navigation events.

The CAM book is the most important for learning ot creating. In the book, there are
discussed Content Model (defines the content coepisnof a learning), Content Packaging
(defines how to represent the intended behaviolgashing and how to aggregate activities of
learning resources for movement between differemtrenments), Metadata (defines how to
describe the components of the content model) augihcing and Navigation (it is a rule-
based model for defining a set of rules that dbssrithe intended sequence and ordering of
activities).

4. IMS Common Cartridge

IMS Common Cartrige (IMS CC) defines open formatrioh online content distribution
designed to ensure the correct installation andatio@ of content among various platforms
and tools conformant with IMS CC. It implements e} standards and specifications such as
Dublin Core Metadata Element Set mapped to IEEEHieg Object Metadata, IMS Content
Packaging Specification, IMS Question and Testragerability and IMS Authorization Web
Service.

Two problems are solved in IMS CC. The first iptovide a standard way to represent
digital course materials for use in online learnisgstems so that such content can be
developed in one format and used across a widetyaof learning systems (often referred to
as course management systems, learning manageysésns, virtual learning environments,
or instructional management systems). The second enable new publishing models for
online course materials and digital books thatracelular, web-distributed, interactive, and
customizable. The focus of Common Cartridge israttive collaborative learning situations,
typically with a teacher, professor, or instruchovolved in guiding a cohort. The learning
materials can be online, offline, or both - a ditua often referred to as hybrid or blended
learning.

Common Cartridge specifies six things [4]:

1. A format for exchange of content between systenthabthere is a common way to
interpret what the digital learning content is drav it is organized. The content is
described in a manifest and the components thaempkhe manifest may be in the
exchanged package or external to the packageédrefed by URL).

2. An authorization standard (access rules) for eaoshponent of the package. This
allows "protected" content or applications (thosquiring a license) to be contained
in a cartridge in a flexible way along with unpreted content.

3. A standard for the metadata describing the coritetite cartridge - based on Dublin
Core. Common Cartridge is extensible to allow othetadata schemas.

4. A standard for test items, tests, and assessmehts. standard allows learning
systems to understand imported assessments aslpatso they can be manipulated
(such as deciding what items are to be used andewhethe flow of a course) as
needed in the learning system.

5. A standard for launching and exchanging data witker@al applications so that they
can be part of a single learning experience orchest through the learning system.
These can be literally any type of application imy docation, such as social
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networking, wiki, external assessment systems, tadaputors, varieties of web-
based content libraries, or other learning systems.

6. A standard for populating online discussion fordorscollaboration among students.
This allows such forums to be pre-populated witheptial exercises, discussion
threads, and so forth.

5. SCORM versus Common Cartridge

SCORM was developed to support portability of galéed computer-based training
concept while IMS CC to support the use of onliigitdl course materials and digital books
in the instructional context. Current educatione¢rsrios require advances in assessment,
interactive content, sequencing of content, collation, facilitation and authorization that
SCORM was not designed to address, but Commoni@getwas. IMS CC provides more
functionality than SCORM, but does so in a différeay. However IMS CC is more complex
than SCORM, it is easier to implement and to testbnformance.

Common Cartridge was designed to obtain much hitgwvels of interoperability what is
done by removing the run-time component associatéd SCORM and by achieving
agreement on specific subsets of widely used dpatidns. But SCORM content don’t have
to be wasted. SCORM content can be converted to @@Sor it can be contained within a
cartridge, but it is up to the learning platformte able handle it. In the second case, the
learning platform has to be SCORM and IMS CC batmgliant.

6. Conclusion

In field of Technology Enhanced Learning as wellimsother fields, standards and
specifications are a base platform for interopditstand reusability. Their use within content
creating enables to save money, time and energgukechigh quality learning materials can
be found through the e-content library, adapted aseldl many and many times in various
situations. Standards support market efficiency @pein up the market for greater choice in
both content and platforms.
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Abstract. In this paper we present most important adaptoleses for OVSF codes in WCDMA
system. In an effort to reduce the decision tim@®¥SF codes assignment and capacity enhancement we
are trying to explain the best performance of estteme. Some schemes are easy to use but with high
code blocking probability like Leftmost code assigmt (LCA) scheme is [1]. Another is very compact
to use like in the event of Dynamic Cost Assignm@d€A) scheme [2]. On behalf of capacity
enhancement and code assignment time depressi@ryismportant to find out the best performance
scheme.

Keywords: Assignment Scheme, OVSF Codes, WCDMA, SpreadintpF&8F), code blocking

1. Introduction

Mobile Communications have come into our daily tiéeently. The second generation of
mobile communication systems was limited becaus@rtiogonal Constant Spreading Factor
(OCSF). Services provided in existing 2G systerastgically bounded to voice and low-bit-
rate data.

In third generation (3G) are expected higher datas; QoS by file transfer, and new
services. To satisfy different requirements, thstesy has to provide variable data rates [1].
WCDMA has been selected as the technology for nséné UMTS terestrial radio access
(UTRA). WCDMA can flexibly support mixed and variakrate services. Such flexibility can
be achieved by the use of Orthogonal Variable fingaFactor (OVSF) codes as the
channelization codes. Because of this fact we ptesethis paper a study of OVSF code
assignment schemes and their performances. We sfaiwhese chosen schemes manage to
mitigage the problem of wireless system capacitys@&ection of suitable assignment scheme
we can reduce the call blocking probability [4].

2. Problem statement

In WCDMA two operations are applied to user dathe Tirst one is channelization,
which transforms every data bit into a code segeembe length of the code sequence per
data bit is called the spreading factor (SF). Témwoad operation is called scrambling, that is
used to separate the signals from different soytdef4].

OVSF codes are presented in the code tree by, v8terie the spreading factor and Kk is
the branch number (Fig.1.).

We are trying to find out the best performance gassient scheme to reduce call
blocking with capacity increasing.
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In comparation we are introducing following schemes
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Fig. 1. OVSF code tree.

2.1. Assignment Schemes

One of the most used assignment scheme for OVSéscdsdwell known as a Crowded
first scheme (CF). Assignment procedure is follolfishere is one or more than one code in
the code tree with a rate kR, pick the one whosmstor code has the least free capacity.
When there are ties between two or more codesthélsame SF factor, we will go one level
up by comparing code’s ancestors. This is repeat#d the subtree with the least free
capacity is found. In case where two codes reptabensame code tree, the leftmost rule i
sused [2].

Leftmost code assignment (LCA) scheme is usingirat the left side of code tree
(Fig.2.). These codes are checked for an availgbald when they are free, they are assigned
to a call. Otherwise the call is rejected. LCA sukeis very simple and do not require a
reassignment. The complication is by call blockititat can be avoided by dynamic code
assignment (explained lower). The scheme will kfulswhen number of calls is limited.

LCA scheme layers

code assignment from a left side of code tree

O — assigned code
O — available code

Fig. 2. LCA assignment scheme.

Basic point in Dynamic Code Assignment Scheme (D@Aa cost function of each
code Cl,k is defined as a capacity od occupied etetants od the code Clk. If the code is
available, it is assigned to a new call. Otherwishen we have no available code and the
capacity is within the maximum, cost is checkeddeery blocked code with rate equal to rate
of incoming call. The call with minimum cost is péd and descendants of minimum cost are
reassigned to other branches (Fig. 3.). Now codevéslable and can be assigned to a new
call. This assignment scheme has the best perfaemmremove blocking probability. The
signaling overhead increases proportional to thebar of reassignments.
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Fig. 3. DCA assignment scheme.

Ancestor Cost Assignment Scheme (ACA) is basednoesior cost function. It is also
called as a compact scheme because the code teeesmpact in terms of locations of busy
codes. No reassignments are necessary in ACA schmoause the new call is always given
code location so that the available capacity fouri calls is highest. This scheme is the best
assignment scheme in terms of having minimum blagkirobability. For a vacant code ClI,k
ancestor cost ACtl,k is calculated for a numbede$cendants of code Cl,k (Fig. 4.). All the
vacant codes are checked for a finding of ancestde with maximum number of descendant
codes. If tie occurs by vacant codes in one layierdearching will continue in higher layer,
till suitable parent code is chosen.

layers
Z]

ACA assignment scheme

SF

0
600

SF=
e =16
code with the —_—

vacant codes ——> highest parent K
code cost function

() - assigned code Ct - cost function ISchosen

(O - available code

Fig. 4. ACA assignment scheme.

Class partition assignment scheme (CPA) dividesiflees to different classes (rates). So
to this users are assigned different set of cddetsus define the T as a total number of code
trees and L as a different classes of codes. Reidasic rate. If the arrival rate of all types of
classes is equal, than the trees T1, T2...TL arelefiha major benefit of CPA scheme is less
number of code searches and also a less decisierfdr finding appropriate code (Fig. 5.).

CPA assignment scheme

class of codes with
code tree
(O - assigned code

() - available code
Fig. 5. CPA assignment scheme.

Class Partition Assignment and Reassignment scl{€RAR) presents an improvement
of CPA scheme. It reduces the call blocking prolitgibwards The CPA assignment scheme.
Total number of trees T is divided into assign e (TA) and reassign tree set (TR). If Tl is
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the number of assignable trees for class |, TA grean be defined by T1 + T2 + ...+Tl = TA.
By CPAR scheme the assign algorithm is as follows:
= « To enter an arrival rate, number of calls (usarg) number of trees for assign set and
reassign set.
=« generate a new call
= « assign available code from assign tree set, thia set no code is available, then
search for code in reassign code set
= .« discard the call, when no code is available.

2.2. Equations

For simulation was used MATLAB 7.0.1 [2]. Differeptobabilities for different rate
users as(pl,p2,p3,p4), where pl,p2,p3,p4 are thmapilities of arrival rate R, 2R, 4R, 8R,
users. Fig. 6. shows the blocking probability foogosed assignment and reassignment
schemes. Results shows [2] that the blocking priibabf call blocking is least for ACA
scheme, followed by DCA scheme, then CPAR and @R scheme at last.
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35 *CPA
Shca

X CPAR

)

{
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-
A

\
!

%

traffic lnad

Fig. 5. Blocking probability for distribution (.1,.1,.4).42].

3. Conclusion

In this paper we present most used assignmenteas$ignment schemes, they are used
for WCDMA system. Scheme selection is based onrpater which is helpful for system we
need to have. These results will be used in hygigeme to increase the capacity of WCDMA
system. It must be carefully chosen which schentico@imost effective for WCDMA system.
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Abstract. The temporomandibular joint is one of the most plax joints in the human body; in its
examination, non-invasive diagnostic methods caruded that are based on magnetic resonance or
ultrasound examination. The output is always argersignal, which, however, is often degraded due to
noise and interference from both the scanning unsnts themselves and their environment. In the
paper, the application is described of the methiothesholding the wavelet transform coefficients i
order to enhance image signals from an MR tomog@ph sonograph and to attenuate noise. The
method was used to enhance the image of a relativehll temporomandibular joint, which facilitated
the determination of a correct diagnosis of thiécaéd joint.

Keywords: Temporomandibular joint, MR tomograph, sonographavelet transform, image
enhancement.

1. Introduction

Disorders of temporomandibular joint are the secamodt frequent cause of pain in the
facial region. The laterodeviation of temporomamdhlp joint is one of the most frequent
temporomandibular joint disorders, usually assedatvith characteristic clinical findings
such as pain, joint crepitus, and lateral functdbrmandibles [1]. Usually, patients are first
treated by conservative, non-invasive methods fbilieise methods prove inefficient, surgery
is resorted to. Its indication, however, requitest ta correct diagnosis be made. The surgeon
must therefore have at their disposal all the resrgsdata in order to be able to choose an
optimum treatment method and thus avoid any dantagbe temporomandibular joint or
potential post-operation complications. Becausehef relatively small size of the joint, a
correct diagnosis of the joint disorder often pvery difficult [2].

In the image examination of temporomandibular jaoday, the “golden standard” is
seen in MR tomography, which yields correct diagsosn 95% of cases [3]. The main
disadvantage of MR tomography is the high financgat (purchase and running costs), which
is reflected in the low clinical availability of ithhmethod of examination. Moreover, this type
of examination can be applied on only a limited lscéo patients suffering from
claustrophobia, patients with pacemakers and netaibstheses, and to children. According
to current scientific studies, ultrasound can bepleyed in the diagnosis of
temporomandibular joint disorders, which enables dgnamic representation of
temporomandibular joint. An advantage is here the purchase and running cots, and the
simple examination method. However, well traing@radants are indispensable here in order
to achieve correct diagnosis, which usually happe®9% of cases [4].

Image information from the MR and from the sonogrdp often distorted due to
interference and noise coming from the instrumenésnselves and from the environment.
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The present paper is concerned with a method fharring the image information for both
types of temporomandibular joint examination.

2. Methodsfor I mage Enhancement

An image obtained from the tomograph or sonograpbfien degraded by wide-band
additive noise of the input amplifier and othercaits. To enhance image information thus
means to remove this additive noise component whitserving the original data to the
greatest possible degree. To remove noise fronmihge, standard methods of digital image
filtering are used, the Wiener and the medianr§lte particular [5]. Considering, however,
the wide-band nature of additive noise, the mediiter does not appear to be very suitable
for the enhancement itself since this filter isibalty a lowpass filter that attenuates only the
higher spectral components of the image (noiseg. Whener filter, on the other hand, works
on the principle of creating a filter that is ingerto the noise model; this, however requires an
apriori knowledge of noise features and the prditgldistribution of noise in the image,
which in most cases is not realistic and therefange noise with normal distribution is often
considered instead. But noise occurring in imagas MR tomography and from sonography
does not exhibit white noise features and the agfdin of this filter is thus again not very
suitable.

Another method that can be used to enhance imdgeriation is the wavelet analysis,
which is often used in image data compression (JRE®) or in enhancing speech signals
hidden in noise [6]. Thanks to the wavelet transfomoise-embedded image can be
decomposed into individual parts and wide-band enaieparated from useful information
contained in the image.

2.1. Image Enhancement via Wavelet Analysis

The wavelet transform is an integral transformattmat assigns to a real signal the image
of two variables, which represent the positionr¢tation) and the scale (dilatation) of the
wavelet in comparison with the mother wavelet [G)/hat is concerned here is a
decomposition of input signal into a series of wateoefficients representing the expression
of this signal by the mother wavelet using its tégf and the change in scale. This can be
achieved by filtering the signal by a pair of ogbaoal filters of the type of highpass and
lowpass filter, where the highpass filter outputgists in detailed (scale) coefficients, and the
lowpass filter output in the approximation (wavgletoefficients. The approximation
coefficients can likewise be further decomposedhto required decomposition level. In the
decomposition of a two-dimensional signal (imade tesultant decomposition is given by
the way the coefficients are arranged into indigidwws and columns.

Noise can be removed from the image under analpgisthresholding detailed
coefficients of individual decomposition levels;etlthreshold magnitude should be chosen
with a view to sufficient noise attenuation while much as possible relevant information of
the original image is preserved. Here, the so-dafierd thresholding can be applied, where
detailed coefficients that are lower than the gittmeshold are zeroed and the others are left
without change. Alternatively, the so-called soitesholding is used, when from coefficients
that are higher than the given threshold the valuihis threshold is subtracted according to
eg. 1. When soft thresholding is used, the timgtfemcy discontinuity of the output image is
reduced and therefore this thresholding is forethkancement itself more suitable:

152



é[k]:{c[k]_T pro dk]>T 1)

0 pro k] <T '

wherec[K] are the wavelet coefficients prior to threshotgid k] are the wavelet coefficients
after thresholding, and is the threshold value for the given decompositéael. Figs 1 and 2
give examples of the results of using the wavebetysis to enhance the temporomandibular
joint images from a sonograph and an MR tomograptomparison with results obtained via
the Wiener and the median filtering.

cng—Right:

Fig. 1. a) original noise-embedded image from sonogragi@mination of temporomandibular joint; the other
images are enhanced via b) wavelet analysis, ieh&¥ filtering, and d) median filtering.

Fig. 2. a) original noise-embedded image from MR tomogyagamination of temporomandibular joint, the other
images are enhanced via b) wavelet analysis, ch&¥i@tering, and d) median filtering.

2.2. Image Enhancement via Shar pening

As can be seen from the above pictures, the attiemuaf noise led simultaneously to a
certain decrease in the sharpness of the resitteagte. It would therefore be appropriate to
subsequently sharpen the image. The local, soecalladient operators can be used to this
purpose. Basically, they are filters of the higtpfiter type that make use of the convolution
mask [5]. Applying these filters to the image walhhance the edges of the object. But the
disadvantage is their high sensitivity to the nais¢he image, which must therefore be first
suppressed. Fig. 3 gives the results obtained liyguthe gradient operator to enhance
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temporomandibular joint images from sonograph arrl teimograph, with the noise removed
via wavelet analysis.

org—Right:

Fig. 4. Enhancement of MR image of temporomandibular jaising gradient operator.

3. Conclusion

A new method was introduced in the paper for enimgntemporomandibular joint
images from MR tomograph and from sonograph with did of wavelet analysis for noise
attenuation and gradient operators for image shamgeln the process of noise attenuation
the method introduced was compared with the relyulssed methods (the Wiener and the
median filtering). It could be seen from the reswlbtained that the Wiener filtering was quite
unsuitable for this kind of images. Using the madfédtering, the noise was sufficiently
attenuated but, in contrast to the wavelet anglysese was a major attenuation of the high-
frequency components, which resulted in reducedy@sharpness.
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1. Introduction

The diagnostic process consists generally of @etéction, fault identification and fault
localization. If there is some diagnosis alreadypli@d, it is supposed that the process is
mapped and incorrect function is detected. Faulealimn and diagnosis is discussed for
example in [1].

The task is then to identify, localize and dispatich fault so that the system can be
available as soon as possible. In order to imptbeeavailability of system in such cases,
knowledge-based system implemented in diagnostiel lef system can be significantly
helpful. Look at Al and knowledge based approadjiven, among others, in [2].

2. Knowledge System Creation

The most significant part of knowledge system coais creation of its knowledge base
(Fig. 1). It is needed to collect all available alabout system structure and behaviour. The
appropriate shell should be chosen according tehlaeacter of data being at disposal. To be
able to process this data and bring them into éésfiormalism, it can be necessary to
transform the data, from their source form into sonell structured form, in order to be able
to process it automatically.

Shell Selection

CLIPS,
HUGIN EXPERT

‘ Data Collection W Data TransformationM Data Formalisation L

‘ FTA, FMEA, ‘ Database ‘ Bayesian network,

manual IF THEN rules

Fig. 1. Knowledge acquisition.

Another task is to gain the facts from process pmavide the knowledge system with
them. As the diagnostic system is assumed to lésposal, it is needed to analyze the used
diagnostic data, select the information relevarth fault identification and to transfer them
to the knowledge system using the correspondinm.for

After determining of solution it is needed to offeto user.
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3. Architecture of Knowledge System

Most of available software tools for creation obkriedge system offer the possibility to
make the full-fledged stand-alone system disposingll main features of knowledge system
including ability to infer, make decisions with seming, explain, work with uncertain or
incomplete data, or hold a dialogue with user.

Besides it is appropriate for application in exigtidiagnostic unit, if the knowledge
system can be embedded in existing software, &stabtommunicate with external programs,
gains the facts from the process being diagnosegaiticular from accessible data and
requires just minimum of necessary information frager.

3.1. Basic Architecture

The system should consist of the core executingrélasoning itself attended with a
service application forming an interface to thegess being observed (Fig. 2).

Expert System
Servis Application N

[
L [

Dvag ggsbc Usisr

‘ Information Action Explanation
Acquisition Execution

Working Knowledge
Memory Base

T3 ¥
‘ Inference Engine }?

System Core

Fig. 2. Basic architecture of the knowledge system.

The core of the knowledge system includes workirggnory saving the facts about the
actual state of the process, knowledge base te gterknowledge about the process rules and
relations and inference engine, which is in positi® bring possible solutions on the basis of
information in working memory and dependences iovidedge base.

The service application should access the progetgjata from it, transform them into
facts using required formalism suitable for chosball and provide the user with the results
of reasoning. Actually it should be able to harttile base of facts — to provide the supplying
with actual facts, recognize the requests tofilthe missing facts, to look for the absent facts
in available data from process as well as ask see for them when necessary.

3.2. Mechanism for Validation of Knowledge

Using the system, new knowledge, dependences atia$ can be recognized. When
acquiring new knowledge, knowledge base shouldrnadled to be supplemented potentially
adjusted or corrected.

The service application should thus also be ablergate the interface to access the
knowledge base (Fig. 3).
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i1 I ‘
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System Core

Fig. 3. Architecture of knowledge system extended by adi@h mechanism.

3.3. Using More Knowledge Approaches

Ordinarily there are more than just one sourcdsofvledge about the observed system,
monitored processes and processes of fault aridecansequences. According to form of
source information, various knowledge-based appresmcare appropriate to build the
knowledge base of the system. Hence it could begsaful to build a system disposing of
more knowledge-bases and corresponding inferenchanéms. In general two architectures

of such a system can be considered.

In the first case all the decision mechanisms apekimg simultaneously in the table
architecture, using the same space of table te sher facts (Fig. 4). All the inference engines

can access it at the same time sharing all factpartial solutions.
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The other architecture is based on condition, that diagnosed system itself or the
observed process can be divided into parts, whadésfor dysfunctions can be separated and
do not affect and also are not affected by faulitstioer parts. In this case the task is to decide
on the level of the system as the whole, which pad caused the malfunction and the
individual decision mechanisms are then considetirggcontribution of corresponding part
(Fig. 5).
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Fig. 5. Extended architecture using separated working mesio

4. Conclusion

The paper was written with motivation to presen¢ tmethodology of creation of
knowledge system for diagnostic purposes, whichukhde embedded into existing
diagnostic system. Basic architectures of sucheaystere considered.
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Abstract. Maps consist of multiple object types. The mosgpamiant are line objects which represent
infrastructure. Attributes of these objects arespsal for many tasks but in raster format theyvjte
only low level information. Vectorization must beead to obtain vector data. In this paper general
vectorization process consisting of five stagepr@posed. For these stages short discussion amd bas
recommendations are given and some proper methegsesented.

Keywords: Vectorization, skeletonization, skeleton, thinnirgster-to-vector.

1. Introduction

Nowadays extraction of graphical information froaster maps is a complex problem.
Vector data which represent the necessary infoomatn networks and need less space for
their representation are used in many tasks anéssential for GIS and CAD applications.
Maps consist mainly from line objects, which thadth is much larger then the thickness.
These objects represent road infrastructure amdster format they provide only low level
information. Vectorization process needs to be usettansform this data to vector form.
Conservation of connectivity and shape of the aebiobjects are two most important
conditions for vectorization process. Conservingritivity means that if two objects are
connected in raster image they should be conned$edn their vector representation. In other
words number of components and their structureagier image should match number and
structure of vector components.

2. Vectorization process

Process of vectorization proposed in this papersists)of 5 stages (Fig. 1) and it is
focused on maps that mainly contain line objecteeSE maps are sometimes called drawing
maps. Because of huge scope of possible represmstaif individual objects, there is no
specific vectorization process which can deal lthraster maps. Multiple object types which
can overlap each other, different color schemes somletimes poor quality of input maps
make this process very difficult. When dealing witte objects this situation is easier. These
objects are represented in very similar mannerf sbei right methods are applied for each
stage this process can be used for wide rangedfefetit maps.
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Fig. 1. Stages of proposed general vectorization process.

2.1. Segmentation

Besides of line objects, maps usually contain othigects like text, symbols and regions.
In this stage line objects are separated from sthEne result is binary image where all line
objects should be represented by black pixels dndtteer objects including background as
white pixels. This reduces amount of data andsit apeed up and simplify future processing.

One of the most widely used techniques for segnientas threshold. Threshold use
parameter called threshold value to separate abgddnterest from others. General condition
for threshold can be defined as follows:

_|0if f(x,y)<T
9(x )_{lif f(x,y)=T

whereg(x,y) is value of pixel with coordinates y in resulting binary imagd(x.y) is original
value of pixel and is threshold value.

More threshold values are usually used to corresgtpyarate objects in image. There are
many threshold techniques [1, 2] which can be u$bdse techniques can be local or global
and each of them can be adaptive based on differgatia. Although correct automatic set up
of threshold parameters for all kinds of maps i$ poassible some type of automation is
achievable [3].

(1)

2.2. Pre-processing

In this step binary image is processed to remov@eifections and to amplify desired
features of line objects. Pre-processing is closslociated with the processing step. Binary
image should be improved accordingly to weaknesbéschniques used in processing step to
prevent future errors. Imperfections in binary imaaye caused by bad condition of paper
maps, process of scanning, usage of segmentatitiodss complexity of map and variety of
representation possibilities. For line objects eovisig connectivity and shape are two most
important features that should be considered whermmethods and parameters are selected.
Accurate pre-processing should fulfill these tasks:

= remove isolated small objects

= reduce boundary noise (contour intrusions and psa@ns)
= filling small holes in objects

= connect disconnected objects
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The importance of each task can vary dependingrocegsing step as will be described
later. In my experiments good results were obtaingidg the binary morphology operators
opening and closing [4].

2.3. Processing

In this step binary image is prepared for rasterdctor conversion. Features like
thickness of objects, information about their caomgo and number of components are
extracted. Also some errors created in segmentasip can be fixed e.g. removing
incorrectly segmented text. For processing stepemugthods can be used and some level of
feed back is possible by measuring quality of rtemnd analyzing extracted features.

Skeletonization techniques which produce skeletenuaed for line objects. Skeleton is
ideal for this type of objects because it is repnésd by set of one pixel thick lines which are
natural representation of line objects such as so&keletonization should fulfill these
requirements:

Skeleton should be one pixel thick

Connectivity should be preserved

Shape and position of the junction points shoulgieserved

Skeleton should lie in the middle of a shape (metiss)

Skeleton should be immune to noise (especiallyotmbary noise)

Excessive erosion should be prevented (lengtmesland curves should be preserved)

There are many papers about different skeletowmizaéchniques [5, 6, 7]. Some of these
techniques can directly produce vectors and daedrnto use another algorithm for raster-to-
vector conversion. Each technique has its pros @ [5] but for line objects thinning
method can provide good results [8]. Thinning alons conserve connectivity and shape of
the objects which are most important features i task. On the other hand thinning is
sensitive to boundary noise and to other impeidestilike holes in objects. These problems
can be solved by binary morphology operators recentted in previous chapter.

2.4. Raster-to-vector conversion

Conversion to vector form for one pixel thick skele can be performed in two main
steps: nodes recognition and segments extractiocallapproach where 3x3 neighborhood of
each pixel is inspected can be used. In theseazastidates for nodes can be recognized by
having connectivity number (CN) > 2 (number of ldato white transitions in 3x3
neighborhood). Nodes are selected from these caredidoased on additional rules. Special
case of nodes are end points which can be recatjbizbaving CN = 1. In next step segments
are extracted. Segment pixels have CN = 2 so tamybe easily traced.

Some of the conversion techniques can directlygeize straight lines and arcs and also
some level of approximation can be done in thip.ste

2.5. Post-processing

After raster-to-vector conversion is made vectoradasually contain large number of
vertices that can be reduced by some kind of palgiapproximation. Also straight lines and
arcs can be recognized in this phase. Vector datde used to perform additional processing
including pruning, removing incorrectly separateljeats, improving quality of junction
points and recognizing attributes. In this stefhbaj level of control is accomplished.

161



3. Conclusion

In this paper general vectorization process foe labjects in maps was proposed. For
each of its step a short discussion and basic remmations were given. To create more
specific vectorization process some methods weveldped. In this specific process thinning
which create skeleton is the most important metod all other methods should respect its
features. Thinning algorithms conserve connectigityl shape of line objects which are the
most important requirements for this process. Qm dkther hand thinning algorithms are
sensitive to boundary noise and sometimes prodigtertions in junction points. The result of
the proposed specific vectorization process is shiovrig. 2.

AN
S L2
R

\(;\A\\( 7 ‘}”’Qf §oa ] \\&%/E ’& \;.

Fig. 2. Result of proposed vectorization process.
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Abstract. The article focuses on the problem of video gyalit the first part of this article subjective
assessment is described. The second part deals uliflective assessment and metrics.
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1. Introduction

The rapidly expanding field of multimedia techngfogxploits the image information of
varying quality. The image and also the video dualire one of the most important
parameters in the field of multimedia technologglated to the overall Quality-of-Service
(Qo0S). The fixed part of multimedia is the audial ais relation to video, so that the overall
quality can not be evaluated without complex euidmaof the content. The compression
technology and the transmission link imperfectipacoket loss, delay, jitter) are the most
common factors that influence the overall quality.

2. Subjective assessment

The “subjective quality assessment*, consists efutibe of human observers, who should
score video quality during experiments called "guassessment tests”. Since video quality is
a subjective notion, subjective quality assessnsant be considered as the best. But it is a
time consuming method for measuring video quality human resource is needed.

2.1. Quality factors

In order to be able to design reliable visual gyalietrics, we have to understand what
“quality” means to the viewer. A viewer's enjoymenhen watching a video depends on
many factors [2]:

= Individual interests and expectations (everyonehim$avourite programs).

= Display type and properties (CRT screens, LCD'sispla displays, front and back
projection using various technologies — with diéflet characteristics in terms of
brightness, contrast, colour rendition, response g&tc.).

= Viewing conditions (the viewing distance, the amibikght, the exterior light).

= The fidelity of the reproduction.

= The accompanying soundtrack (the sound should hehsynized with the video).

2.2. Subjective methods
Double Stimulus Continuous Quality Scale (DSCQS)
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In this method viewers are shown multiple sequegraies consisting of a “reference” and
a “test” sequence, which are rather short (typjcdldD seconds). The reference and test
sequence are presented twice in alternating fashiibim the order of two chosen randomly for
each trial. Subjects are not informed which thenerice and which the test sequence is [1].
They rate each other separately DSCQS is the peefenethod when the quality of test and
reference sequence is similar, because it is gaitsitive to small differences in quality.

Double Stimulus Impairment Scale (DSIS)

As opposed to the DSCQS method, the referencewayal shown before the test
sequence, and neither is repeated. Subjects mtntbunt of impairment in the test sequence
[1]. The DSIS method is well suited for evaluatiokarly visible impairments such as
artefacts caused by transmission errors.

Single Stimulus Continuous Quality Evaluation (SE)Q

Instead of seeing separate short sequence pagenrs watch a program of typically 20-
30 minutes duration which has been processed bgysiem under test; the reference is not
shown. Using a slider, the subjects continuoudly tlae instantaneously perceived quality. [1]

For all of these methods, the ratings from all obses (a minimum of 15 is
recommended) are the averaged into a Mean OpincameS(MOS), which represents the
subjective quality of a given clip.

3. Objective assessment

The second group of video quality evaluation meshdsl called “objective quality
assessment“. These methods consist of the useahputational method called “metric* (or
“quality metric") which produces values that scoi@eo quality.

3.1. Metric classification

Based on the amount of information required abbatreference video quality metrics
can be classified into the following categories:

= Full-reference (FR) metrics — sometimes referredgofidelity metrics — perform a
frame-by-frame comparison between a reference vawbthe video under test; they
require the entire reference video to be availaldeally in uncompressed form, which
is quite an important restriction on the practiesébility of such metrics.

= No-reference (NR) metrics look only at the videadeintest and have no need of
reference information. This makes it possible t@asuge video quality anywhere in an
existing compression and transmission system, xamg@le at the receiver side of
television (TV) broadcasts or a video streamingsises The difficulty here lies in
telling apart distortions from actual content, atidiction humans are usually able to
make from experience.

= Reduced-reference (RR) metrics lie between the albwo extremes. They extract a
number of features from the reference video (éhg. amount of motion or spatial
detail), and the comparison with the video undet te then based only on those
features. This makes it possible to avoid somehef pitfalls of pure no-reference
metrics while keeping the amount of reference imfmtion manageable [2].
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3.2. Metrics

The mean squared error (MSE) and the peak sigradige ratio (PSNR) are the most
popular difference metrics in image and video psstey.

The MSE is the mean of the squared differencesdsivthe grey-level values of pixels

in two pictures or sequencds and |~ :
-1 -7 2
ME_DWZZ%m@KwI&KM (1)

for pictures of sizeX x Y andT frames in the sequence.

The PSNR in decibels is defined as:

m2

MSE

where m is the maximum value that a pixel can {ekg. 255 for 8-bit images).

PS\R =10log (2)

Also other metrics are known:

= MSAD - the value of this metric is the mean absoldifference of the colour
components in the correspondent points of imagis mietric is used for testing codecs
and filters [5].

= Delta — the value of this metric is the mean ddfere of the colour components in the
correspondent points of image. This metric is Usedesting codecs and filters [5].

= Blurring Measure — this metric allows you to comgpower of blurring of two images
[5].

= Blocking Measure — this metric was created to messubjective blocking effect in a
video sequence. This metric also contains heuniséthod for detecting objects edges,
which are placed to the edge of the block. In tlaise, metric values is pulled down, it
allows measuring blocking more precisely [5].

= SSIM Index — is based on measuring the structurfarination degradation, which
includes three comparisons: luminance, contrasstmdture. It's defined as [3]:

SIM =1(x,y).c(X, Y).S(X,Y) (3)

where [ (X, ¥) is Luma comparison¢(X, y) is Contrast comparison aré(X, Y) is
Structure comparison. They are defined as:

2y +Cy 20,0,+C,

e SV F

:ux+luy+cl Ux+ay+C2
(ny +C3)

o,+o,+C,

I(x,y) =
(4)
s(x,y) =

where X and y are two nonnegative image signals to be compatgdand H, are
the mean intensity of imag& and y respectively,g, and g, are the standard

deviation of imagex and Y respectively,0 Xy is the covariance of imagg and y .
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4.

In fact, withoutC;, the equation with an elemes(X, Y) is the correlation coefficient

of image X andy, andC,, C, and C; are small constants to avoid the denominator
being zero. It is recommended by:

C, =(K,L)?, C, =(K,L)?,C,=C, /2 (5)
where K;, K, <<1 and L is the dynamic range of the pixel values (255 &dhit

greyscale images). In addition, the higher 881M (X, y) is, the more similar the
image X and y are.

= VQM - this metric is based on the Discrete Cosiman$form (DCT) [5]. It

incorporates aspects of early visual processingudting light adaptation, luminance
and chromatic channels, spatiotemporal filterimqgati®l frequency channels, contrast
masking and probability summation. VQM uses DCT damder to perform
decomposition of the original data into spatial ralels. This provides a powerful
advantage towards the implementation of this mesince efficient hardware and
software are available for this transformation degtause in many applications the
transform may have already been done as part afdimpression process [4].

Conclusion

This article has presented basic information abeideo quality assessment. We

mentioned some subjective and objective methodd fmseevaluating the video quality. Also

some metrics has been brought to mind. In the dutthe best method and metric will be
chosen and used for measuring and evaluating tleovguality, i.e. for measuring the

differences between video codecs and determiniago#st video codec for TV transmission
and as well for measuring and simulating the infiee of the features of the transmission
channel on the TV transmission.
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Abstract. Unlike common transactional databases, data wasssostore especially read-only data for
analytical processing. Due to performance, histdriorganizational and other reasons some of these
warehouses are distributed and require query ligton and parallelization. The aim of this artideo
compare the efficiency of parallel query executiondistributed transactional database with exenutio
of equivalent queries on a distributed data warebou
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1. Introduction

Data warehouse is a repository for massive amoaftiata from different sources or
systems. They are usually used for analytical taslch sales statistics, cost statistics and
many other analytical requirements. Unlike commmangactional databases (OLTP) they
store more and especially historical data, whidgh rast common for transactional databases.
The idea of data warehouse [6], [7] is to extraatadfrom operational databases and store
them separately. One of the major differences betwae data warehouse and a transactional
database is in the data access and modificatiderpat

Transactional databases are relational databaghshighly normalized tables, largely
optimized for common operations like inserts, defet and updates. They deal with daily
produced data and users can manipulate them. athouses are designed for analytical
purposes and the tables are de-normalized. Thetpioohistorical data for analysis received
from transactional databases or other sources. &ataead-only and only select statements
are allowed for users, so users should not be tablaanipulate data there. To design data
warehouses the Star Schema or the Snowflake Scisarsad in most cases [6], [7].

Usually there is not enough space for storing gelaslata warehouse on one server.
That's why distributed data warehouses are usedsuoh cases. “In distributed data
warehouses architecture, multiple nodes are coaeddoteach other and may freely share data
issue aggregation queries against other nodegipating in a distributed scenario.” [8].

Furthermore in some cases the data warehouse usalatdistributed for historical,
organizational or other reasons. In the aforemartiocases parallel and distributed queries
are required.

1.1. Related work

There are many publications, for example [1], [&81L], [13], concerning distributed data
warehouses, but we didn't find any comparison gl execution of equivalent queries on
warehouses and transactional databases.
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1.2. Motivation

The goal of this article is to compare number afafiel query executed on distributed
transactional database with execution of the sameyies on distributed data warehouse
schema (to compare queries returning the sametseduit on another schemata). We also
investigate the advantages of parallel query ei@twin several nodes, compared to serial
query executed on a single node.

2. Testing environment

The measurements were performed on a network dfstations (NOW) [5] which were
however not specifically dedicated for parallel gnaamming experiments. The individual
computers used in this experiment were regular coenplaboratory workstations used for
educational purposes, connected via a standardMii0 Ethernet network, all with the
following, identical, hardware configuration: siegtore Intel® Celeron Processor @2,8 GHz,
512 MB of system memory (8 MB shared with the girepleard) and a 80 GB HDD. The total
number of 20 computers was used in the test. Ehttteanachines was running the Windows
XP Professional SP3 operating system. We used MS Sfpver as the database system and
the MPICH2 parallel programming middleware [8] ke tommunication facility employed in
the parallel query execution and result gathering.

2.1. Test database and data war ehouse

For our measurements we have used two databasmashOne transactional database
schema (named CEHZ) and one ,family of stars” schefor data warehouse (named
CEHZ_DW). In [14] can find more about schemas desibas family of stars. Both of these
databases store data of same character. Each mac8@QL server stored identical replicas of
both the database and the data warehouse.

2.2. Test suite

Our test applications employed two types of proggsa single instance of anager
process which coordinated a variable numberWidrker processes. The manager was
responsible for test query preparation and distidbuamong the workers and for query result
gathering and presentation. The workers were ekgruhe queries and providing the
manager with the results. The tests were focusemheasuring the execution times of a set of
SQL queries, depending on the number of used wgni@esses and on various properties of
the queries. The final goal was to determine $ipeedup(1l) andEfficiency (2) [15] of the
parallel execution compared to sequential executfadhe same test queries with N workers:

ExecutionTme

Speedup = .
P R ExecutionTme, )
Efficiency, :SpeTedup. 2)

The measurements were performed in two basic scsnar
» Load balancing (LB): Individual queries of a largatch (consisting of several
hundreds of queries) were distributed by the manag®ng the workers. The
execution time of the whole batch was measured.
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e Query parallelization (QP): In this scenario, thanager semi-automatically
preprocessed the test queries before assigningtihéme workers. Each worker
selected a disjoint subset of rows which were comdbiinto the resulting
dataset by the manager. Here, the execution timbeoparallelized query was
measured.

Furthermore, the tests were performed separatelth@erCEHZ database (DB) and the
CEHZ_DW data warehouse (DW) and the results foivedgnt test cases were compared.

2.3. Test cases

In both of the scenarios we have executed sevesticases with different query sets, to
determine the impact of the following two query iEdweristics on the parallel speedup:

e Query run-time
0 Short (TS): less than 10 sec.
o0 Medium (TM): 10 to 30 sec.
0 Long-running (TL): more than 30 sec.

* Resulting dataset size
o Small (SS): less than 1000 values
o0 Medium (SM): 1000 to 100 000 values
o Large (SL): more than 100 000, up to several mmli@lues

3. Results
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Fig. 1. Results of the measurements and the calculatedigdamation efficiency.

The charts in the left column of the figure 1 shibv execution times, charts on the right
show the parallelization efficiency and the comgami of efficiencies for the database and the
warehouse, depending on the number of workers.
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The first row contains the results of the load bealag scenario with medium to long
running queries, returning small datasets. The mkaow contains the results of query
parallelization with medium run-times returning dihrdatasets and the third pair of charts
shows the results of query parallelization withrshon-times returning small sized datasets.

4. Conclusion and futurework

The results suggest that the load balancing arallpbzation is efficient for queries with
medium to long run-times, which are returning smdallasets. These kinds of queries are very
common in analytical data processing using aggi@gaperformed on data warehouses.

As the third pair of charts on figure 1 suggestsapelization of short running queries is
not effective for the data warehouse and quicklypdrwith the regular database too. Other
measurements show that the efficiency also drofiseifresulting datasets are large, because
the manager becomes a bottleneck and is unabkntdienthe incoming data from the workers
in appropriate time.

Generally, the efficiency of parallelization andadbbalancing is similar for both the
regular database and the data warehouse, but ghktlgliworse for the latter, because
warehouses are already optimized for the aggregatieries.

Future work in this area may be focused of theraat@mn and optimization of the query
parallelization technique. In the measurements niadthis article we have used the naturally
indexed attributes for the separation of the irtirall sub-queries. The rows are however not
evenly distributed which has negative impact ongheallelization efficiency.
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Abstract. Search Engine Optimization (SEO) is often congidethe more technical part of Web
marketing, which encompasses a wide variety ofstablt improve a website’s presence on search
engines. The article focuses on some basic tasksrped by search engines on the internet andaiso
basic factors, which affect on web page ranking ieir search result pages.
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1. Introduction

The Internetis a worldwide network of computers that containdlions of pages of
information. Everyday, millions of people searbbk tveb to find out what they look for.

A lot of people spent a good deal, worked hardrfany days and nights and built a great
website and want of their website to come up tofhanresults of search engine. There are
millions upon millions of pages of web content dére and website is totally lost in the
shuffle, like the proverbial needle in a haystab#hen search engines ignore site, site
becomes non-existent in the cyber world. The reablem with website is that it failed to
harness the most cost-effective and powerful leemarketing strategy: Search Engine
Optimization! [1]

2. What isSEO

Search Engine Optimization is often considered there technical part of Web
marketing. This is true because SEO does helpeiptbmotion of sites and at the same time it
requires some technical knowledge — at least fartili with basic HTML. SEO is sometimes
also called SEO copyrighting because most of tblertigues that are used to promote sites in
search engines deal with text. Generally, SEO aamédfined as the activity of optimizing
Web pages or whole sites in order to make them reesgch engine-friendly, thus getting
higher positions in search results.

Simply put, Search Engine Optimization is about imgkwebsite visible on search
engines. SEO is important not only because it lsritajs of visitors to website, but also
because it helps to increase the return on investnmié harnessed properly. [2] SEO
encompasses a wide variety of tasks that improwelasite’s presence on search engines.
[3]However, Search Engine Optimization is a prodlss requires patience, careful planning,
and a long-term approach.

One of the basic truths in SEO is that even if sameedoes all the things that are
necessary to do, this does not automatically gteeahim top ratings but if person neglects
basic rules, this certainly will not go unnoticed.
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Although SEO helps to increase the traffic to orsite, SEO is not advertising. Of
course, people can be included in paid searchtsefulgiven keywords but basically the idea
behind the SEO techniques is to get top placementuse their site are relevant to a
particular search term, not because they pay.

SEO can be a 30-minute job or a permanent acti8itynetimes it is enough to do some
generic SEO in order to get high in search enginésx instance, if someone is a leader for
rare keywords, then he do not have a lot to dordeioto get decent placement. But in most
cases, if customer really want to be at the topnéaed to pay special attention to SEO and
devote significant amounts of time and effort tcgven if person plan to do some basic SEO,
it is essential that he understand how search eagiork and which items are most important
in SEO. [2]

3. How search engineswork

Search engines are the key to finding specificrmégion on the vast expanse of the
World Wide Web. Without sophisticated search engjiiewould be virtually impossible to
locate anything on the Web without knowing a speddfRL. We could say, that Internet
search engines are special sites on the Web thatemigned to help people find information
stored on other sites.

There are differences in the ways various seargmea work, but they all perform three
basic tasks:

= They search the Internet (or select pieces ofriternet) based on important words.
= They keep an index of the words they find, and whkbey find them.
= They allow users to look for words or combinatiofisvords found in that index.

Early search engines held an index of a few huntiredsand pages and documents, and
received maybe one or two thousand inquiries eagh Today, a top search engine will index
hundreds of millions of pages, and respond to ¢émsillions of queries per day. [4]

But what the search engine really is and how doesik? And what makes some search
engines more effective than others?

Nowadays, when people use the tessarch engine in relation to the Web, they are
usually referring to the actual search forms thearsh through databases of HTML
documents, initially gathered by a robot. Therelmsically three types of search engines:

= Crawler-based search engines (powered by robots, called crawlers; ants or ggide
are those that use automated software agentsdoaiaviers) that visit a Web site,
read the information on the actual site, read ftedsssmeta tags and also follow the
links that the site connects to performing indeximgall linked Web sites as well. The
crawler returns all that information back to a cehdepository, where the data is
indexed. The crawler will periodically return toetlites to check for any information
that has changed. The frequency with which thispbap is determined by the
administrators of the search engine. Here is ingmorto realize, that crawler-based
search engines are not humans. Unlike them, theaects engines are text-driven.
Although technology advances rapidly, these searafines are far from intelligent
creatures that can feel the beauty of a cool demigmjoy the sounds and movement in
movies. Instead, crawler-based search engines thawleb, looking at particular site
items (mainly text) to get an idea what a sitebigta.

= Human-powered search engines rely on humans to submit information that is
subsequently indexed and catalogued. Only infolonatiat is submitted is put into the
index. A human-powered directory, such as the Opieactory, depends on humans
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for its listings. Web creator submits a short digsicm to the directory for his entire
site, or editors write one for sites they reviewsdarch looks for matches only in the
descriptions submitted. Changing web pages hasffeot en visitors listing. Things
that are useful for improving a listing with a sgarengine have nothing to do with
improving a listing in a directory. The only excigpt is that a good site, with good
content, might be more likely to get reviewed fiaef than a poor site.

= Hybrid search engines are those that are a hybrid of the previous twesy In the
web's early days, it used to be that a search engither presented crawler-based
results or human-powered listings. Today is exttgn®mmon for both types of
results to be presented.

3.1. Robotsdeliver

How we can see above, for purposes of SEO are th& mteresting crawler-based
search engines, which have three major elementst. iBithe spider, also called the crawler.
The spider visits a web page, reads it, and thé#owe links to other pages within the site.
This is what it means when someone refers to ébsiteg "spidered"” or "crawled." The spider
returns to the site on a regular basis, such ay eventh or two, to look for changes.

Everything the spider finds goes into the secontl gfethe search engine, the index. The
index, sometimes called the catalog, is like atgigrok containing a copy of every web page
that the spider finds. If a web page changes, thisrbook is updated with new information.

Sometimes it can take a while for new pages or g@bgsithat the spider finds to be added
to the index. Thus, a web page may have been "'gulddut not yet "indexed." Until it is
indexed (added to the index) it is not availabléhtwse searching with the search engine.

Search engine software is the third part of a $eangine. This is the program that sifts
through the millions of pages recorded in the inttefind matches to a search and rank them
in order of what it believes is most relevant.

All crawler-based search engines have the basits piscribed above, but there are
differences in how these parts are tuned. Thathyg the same search on different search
engines often produces different results. [4][5]

3.2. How to build a high traffic website

Search engines are mainly focused on next few factamt affect on web page ranking
and position on Search Engine Result Page (SERP):

= Keywords are the most important SEO item for every seangline — actually they are
what search strings are matched against. Fromptiig of view, is important to put
right keywords to right place: to <title> tag, URKocument text, anchor text,
headings, <alt> tags, metatags and so on.

= Very important factor what is needed to check ipkard density in document text. 3-7
% for major keywords is best, 1-2 for minor. Keywodensity of over 10% is
suspicious and looks more like keyword stuffingrtta naturally written text.

= Links are extreme important for good page ranking. Havitbound and outbound
links from/to similar sites is very useful. Als®, good to have internal links between
particular pages of the site.

= Metatags are becoming less and less important but if trere metatags that still
matter, these are the <description> and <keywordees. Is useful to use the
<description> metatag to write the description ité.sBesides the fact that metatags
still rock on some search engines such as MSN atd!, the <description> metatag
has one more advantage — it sometimes pops indherigtion of the site in search
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results. The <keywords> metatag also matters, thasgall metatags it gets almost no
attention from Google and some attention from M3 ¥ahoo!.

Content. Having more relevant content, which is differénetm the content on other
sites (both in wording and topics), is a real bdossite's rankings. When a keyword in
the document text is in a larger font size in corigoa to other on-page text, this
makes it more noticeable, so therefore it is moneartant than the rest of the text. The
same applies to headings (<hl1l>, <h2>, etc.), wheherally are in larger font size
than the rest of the text. Bold and italic are heotvay to emphasize important words
and phrases.

Visual extras as a Java Scripts, images, videos, frames anl. flashey are used
wisely, it will not hurt. But if the main contens displayed through these extras, this
makes it more difficult for spiders to follow anud some cases spiders can't follow it at
all. This can definitely hurt site's ratings. [2]

4. Conclusion

Although Search Engine Optimization seems to beosoplicated at the outset, it really

is a simple and interesting process. Search EnQiimization is the most cost-effective,
easy to implement Internet marketing strategy ¢taatget more traffic to optimized site and in
effect more revenue.
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Abstract. Location based services provide new opportunfieservice providers to attract customers.
Main part of location base services in GSM netwisrkzateway Mobile Location Center. The essential
task of this signaling node is to provide a positid mobile terminals to the location clients thequest

it. The node also represents a gateway from theeti®ork side to the mobile network. This article
describes implementation of GMLC entity into mobliktworks.
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1. Introduction

Standardized way to implement location based sesvilt mobile networks is to upgrade
the radio access network with localization procedusuch as Time Difference of Arrival
(TDOA) or Enhanced Observed Time Difference (E-OTDhe next step is to implement
GMLC (Gateway Mobile Location Center). The GMLC qas position of terminals in a
network. The GMLC also converts position informatio the standardized form and provides
it to location clients.

This article describes implementation of GMLC byngsC/C++ programming language.
The presented GMLC is developed for Solaris opegasystem and is deployed at a server
that is connected to a SS7 signaling network. Emees is as well as connected to an IP LAN
(Local Area Network). Testing location client isstalled on the server that is connected to the
same LAN. Interconnection of location client anMIGC is performed using MLP (Mobile
Location Protocol) [1] carried in HTTP (HyperTextahsfer Protocol).

2. Implementation of GMLC

2.1. Used telecommunication standards

Location services are defined in the same way ®raRd 3G networks [2]. To provide
location based services, the 3GPP updated thetectime of mobile networks by adding new
signaling nodes (See figure 1). One of the mosboitamt parts of the update is entity GMLC
that queries terminal positions from a network bypeoying different methods [3, 4]. There
can be more than one GMLC in a network. Other ingrdrpart of the update is a location
client. The location client requests position afnimals from GMLC. There can be many
location clients. A location client can be for exaena service provider or subscriber himself.

Because of introduction of new nodes to the netwenk interfaces have to be specified.
These interfaces are defined in [2]. The interfdd& is used for communication between
GMLC and HLR (Home Location Register). It is useddbtain address of signaling node

175



SGSN (Serving GPRS Support Node) or MSC (Mobile t&ving Center) that serve a
terminal that is being localized. This interfacé@&sed on MAP (Mobile Application Part) that
is the 7" layer of SS7 signaling architecture.

The “Lg” interface is used between GMLC and MSCS@&SN. This interface is used to
query subscriber's location from network. Lg irded is also based on SS7 signaling. The
“Le” interface is used between GMLC and locatioremis. It can be implemented by MLP
protocol over IP [1]. The “Lr" interface intercontts GMLC in home PLMN (Public Land
Mobile Network) network and other PLMN. It is usedquery a location of subscriber that is
connected to a different PLMN.

Network
provider 1

i

HLR

Lh

Location
client

Network
provider 2

Fig. 1. Architecture of location system.

2.2. Technologies used for implementation of GMLC

Two independent software modules are cooperatigetih@r as one GMLC. Server that
is running GMLC runs on SUN Solaris operating syst&he server represents standalone SP
(Signaling Point) in SS7 testing network and isipped with SS7 signaling card that is
connected to the testing GSM network.

The manufacturer of signaling card supplies softvithat implements all signaling layers
of SS7 signaling system [5, 6, 7]. The software adesl communicate through shared memory
IPC (Inter-Process Communication). There are nustbejueues created in this shared
memory. Each software module has its own queueavithique 1D [8]. The software modules
use asynchronous communication, where modules ageh@essages via queues.

As mentioned above the GMLC is split into two madhul The first module processes
queries from the Le interface and is called the_mmpdule. The second module queries
terminal's position through the Lg interface andaled the Ibs_module.

The mlp_module is based on XML-RPC-C [9] projedtisTproject is offering software
implementation of RPC (Remote Procedure Call) basad XML (eXtension Markup
Language) and is programmed in C/C++. The mlp_n®dgkes Abyss HTTP server that is
contained in XML-RPC-C software package. The mipdaie communicates with location
clients via MLP. The MLP is protocol based on XMlibxml2 C/C++ libraries [10] are used
for parsing MLP.

The Ibs_module acts as a MAP application. It comicatas with the MAP signaling
layer of SS7 signaling card. The Ibs_module uses $ghaling procedures to query position
of terminals from the SGSN.

The position of terminal is returned back to thenmek in the form of CGI (Cell Global
Identity [11]). This parameter contains Cell ID oéll where the terminal is situated. The
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GMLC uses a database of cells to find out the gaaltcal position of network cell. MySQL
database is used.

2.3. GMLC architecture

The GMLC is composed of two modules, Ibs_module ag module. Both modules
are built on same programming template and cladsssribed in [12] so they are manageable
in the same standard way. These classes providelesoavith ability to be configured by
XML configuration files during their initializatiolor by configuration messages when already
running.

The GMLC uses timer module for measuring timectiimier module is another software
module that is maintaining timer requests from ptheftware modules. Every software
module can register its timer to the common timeduoie. The timer module sends timeout
messages to the given modules when their timerexpirhe timer module is described in
more details in [12].

2.4. Function of GMLC

This sections describes how the software moduleperate together to act as a GMLC.
The Ibs_module waits for request from the mlp_medutach request contains IMSI
(International Mobile Subscriber Identity) of subiber. When obtaining a new request the
Ibs_module creates a new MAP dialog, registersiriter and tries to find out the terminal's
position from the SS7 network. The terminal’s positis requested form SGSN by MAP
message called MAP-PROVIDE-SUBSCRIBER-LOCATION [13]Vhen answer from
network arrives, appropriate dialog is found inlaipmanager. SGSN answers with CGI. The
Cell ID is picked up and sent to the mlp_modulénedre of module is shown in figure 2.

ey
Ibs_module ( mip_module !

MAP-PROVIDE- | ,eceeeemmemenn, | | socmcmmmaaaan
SUBSCRIBER-  module_template

i

L)

LOCATION_rsp | | " Message i
f © queue g

'

"

'

b . | MLP request
Lginterface | | ] >< .......... - Le interface
ss7 XML paeer MLP over HTTP

Session
' manager

Abyss server

MLP response

: bih‘li‘:‘g manager

MAP-PROVIDE-
SUBSCRIEER-
LOCATION_req

Cell database
(MySQL)

Fig2. Scheme of Ibs_module and mip_module.

The mlp_module uses XML-RPC-C Abyss server. The s&biATTP server accepts
requests from Location clients. Location clientguest terminal's position from GMLC.
Location clients send MLP requests over HTTP pratodVhen new request arrives to
mlp_module Abyss runs MLP handler which reads amtgsses MLP message using XML
parser. A new session for incoming MLP messageréated and stored in the session
manager. ldentification of subscriber is taken fritve MLP message and is transmitted to the
Ibs_module with the session identification. The_lpsdule tries to find out the terminal's
position in the network. The obtained result isureéd back to the mlp_module with the
session identification. The mip_module finds ow tfiven session in the session manager.
The returned Cell ID is transformed to the geogiegiltoordinates by using MySQL Cell ID
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database. The MLP message is filled with the ggddcal coordinates and sent by Abyss
server back to the location client.

3. Conclusion

This article describes an implementation of GMLQvee architecture into a mobile
network. The system is designed in such way thaicludes independent software modules.
Modules implement same basic functions and cladsssribed in [12] so they are manageable
in the same manner. The communication between théulas is done through numbered
queues in a shared memory. This facilitate addfrgeav modules to the system.

The whole system has been developed and deploydtesearch and Development
Centre for Mobile Applications at CTU (Czech Tedaii University in Prague). The
developed Ibs_module was successfully tested w@lsI$ situated in the testing lab. The
SGSN provides location of terminals in the form @éll ID. The milp_module is able to
process the Cell ID by using MySQL database ofcafid their positions. Position is then sent
to location client in MLP message. Proper XML partbat reads MLP messages from clients
is still under a development during writing of thiicle.
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Abstract. This paper investigates influence of femtocellghi traditional mobile network hierarchy and
their features. This upcoming technology is supgdsebe widely deployed in the upcoming wireless
and mobile networks. These small base stationsdesggned to improve indoors capacity, reducing
macro cell traffic or to provide services in locats without signal or with weak coverage. The paper
discusses usage of femtocell and related challesgeb as interferences, frequency spectrum plgnnin
handovers or integration of femtocells into moligsworks.
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1. Introduction

Continuous advancement of 3G mobile networks apfitins and convergence to 4G
networks calls up some new challenges. One of tbhhalenges represents inside building
coverage. Studies show that more over 50% of altevealls and more than 70% of data
traffic originates indoors [1]. Mobile networks 3@.g. UMTS) are distributed at higher
frequency spectrum range, than 2G mobile networksTdhis circumstance leads to worse
signal propagation in buildings and through urbggl@meration in general. One of possible
solutions how to provide coverage inside buildirgg® place femtocell utilization.

Femtocells are based on Access Point Base Statlmidiome Node B (HNB) or Home
eNode B (HeNB). HNB represents a very low power small base station, designed for use
in small rooms such as residential or small busires/ironments. Femtocell can be placed
only where DSL (Digital Subscriber Line) or cablenaection to the core network is allowed.
It consequently enables mobile service providersttend signal coverage via broadband
connection. Therefore, provider is able to imprdwe mobile services in locations where
signal coverage was limited or unavailable.

The paper is structured as follows. Section 2 dessrfemtocell integration to the
cellular core network and main connection and It&tan issues. Section 3 is focused on
interferences and spectrum accuracy topics. Coioclus described in Section 4.

2. Femtocell integration

Femtocells are small base stations as mentionedebéfhey increase signal strength and
due to improved signal coverage they also incrégpethetical speed of data transmission.
However, the femtocell installation needs an appatg broadband connection. As femtocells
are using licensed frequency spectrum, operatoesl ne control Home Node B settings.
Especially they need to check and set up powet e frequency of HNB [2].
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2.1. Connection and installation

The femtocell is connected to operator’s core ndtwia existing residential broadband
service. This fact is considered like a Fixed Melfilonvergence (FMC). FMC leads to reuse
of existing DSL or cable services. The customer whms a Home Node B and broadband
services should be able to manage an access lisisifemtocell. There are two possible
solutions of accessing to the femtocell:

= Public Subscriber Group (PSG)
= Closed Subscriber Group (CSG)

PSG means that everyone who is within the signafjgaof HNB (and his permission is
allowed by operator) is able to connect througk tHNB. On the other hand CSG provides
connection only to those users who are in the aclisisof appropriate HNB. Users off the
access list are able to connect to the specific WNB in the case of emergency calls. There
has to be software utility enabling emergency dafim all UEs (User Equipment).

2.2. Integration to core network

There are three possible femtocell integrationgipies (Fig. 1, Fig. 2 and Fig. 3). This
section of the article describes these situations.

|
l [ } ! VT
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\ Macrocell A == N D
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Fig. 1. HNB connection to RNC

Figure 1 shows an example of HNB that is connettedw ISP’s network (Internet
Service Provider) directly to RNC entity (Radio Wetk Controller). This RNC differs from
the basic RNC, that is why we label this RNC as RN figures. Prime RNC is not
designated to manage hundreds or thousands of BeqNB) contrary to RNC*. The RNC*
is enhanced about the HNB with HNB Gateway (HNB_GWHe 3G HNB and 3G HNB_GW
in combination support all of the UTRAN (UMTS Testeal Radio Access Network)
functions. These fundamental UTRAN functions arppsuted by RANAP (Radio Access
Network Application Part). Requirements of new feas related to HNB are supported by the
new protocol HNBAP (Home Node B Application Protcd his protocol is used between
the 3G HNB and the 3G HNB_GW. Interface between HNB HNB_GW is identified by
abbreviation J,, RNC* is connected to the cellular core networkoti the standard,l
interface.

Figure 2 describes an example of HNB integratiosedeon a concentrator (CCTR). The
use of CCTR makes possibility to provide solutioithaut any intervention in the RNC. One
of the main parts of concentrator is HNB_GW. Initidd this gateway is connected to HNB
via ly, interface. The CCTR should be able to manage leaisdof HNBs.
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Fig. 2. Managing HNB with concentrator (CCTR)

Interface between CCTR and cellular core networkased on the type of data traffic.
Packet switched data are sent from the CCTR yja interface to SGSN (Serving GPRS
Support Node). The SGSN is an entrance point ofdperator’s packet domain part of
network. Circuit switched data, such as call reque® transferred from the CCTR to MSC
(Mobile Switching Center). The MSC is part of thgeoator’s circuit switched network.

Figure 3 shows how the IMS/SIP (IP Multimedia Sudteyn/ Session Initiation Protocol)
clients are connected to the operator’'s networkn@otion is established via SIP Application
Server (SAS), which is directly connected to therapor's IMS domain and consequently to
cellular core network.
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Fig. 3. Managing HNB with concetrator (CCTR) — IMS/SIPecit

3. Frequency spectrum planning

Femtocells have critical effects on the performaoicenobile networks. Without unique
spectrum for the femtocell or very careful spectplanning in the network, femtocells suffer
from severe interference problems. This task igezbby three development alternatives. The
first one is to assign different frequencies to tiaerlls and macro cells. The second solution
is called partial co-channel, where macro cellsals&equencies and femtocells use only the
part of it. The third alternative uses a full caanhel operation. In this case macro cell and
femtocell share the same spectrum.

Shared Macro and Femto layer  Dedicated Femto !requency No Macro coverage layer
(- - e .é ~

‘- -

P T e

Fig. 4. Frequency spectrum planning
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Interference can occur by using the same frequbaog of femtocell and macro cell in a
single frequency CDMA system caused by near fablpro. If a mobile terminal increases
transmit power to the femtocell being also in macedl it can result in interference. Other
example of this problem is the situation where hleggs use femtocells in the same area. One
of the partial solutions is for example the modé&@d power option which prevents from
increasing power and causing interference.

3.1. Spectrum accuracy

A used spectrum of femtocell has to meet spectruasknmequirements. The femtocell
must generate precise radio frequency signal, #jlgi@around 50 parts-per-billion (ppb) or
better. Ppb denotes relative proportions in measquantities. They need a very good, meant
expensive, crystal oscillator for keeping this aecy for a long time. These oscillators
however require calibration every 12-to-24 monffisis problem can be solved by replacing
the unit or by using external, accurate signal dbbcate the oscillator. Conventional base
stations often use GPS timing for synchronizatlartesidential environment there is crucial
cost of hardware and also good GPS coverage. Anofisdution describes time
synchronization standard providing 100 ns accudgyending on the location of the master
clock [3]. Also, NTP (Network Time Protocol) is misle solution.

4. Conclusion

3G networks use radio signal in higher frequencgcspm in comparison to 2G
networks, hence this signal is worse propagatedandOne of the possible solutions to
improve indoor coverage is to place small cellsdasthe buildings. Femtocells have a
potential to increase mobile networks coveragedn@md decrease numbers of coverage hole.
The better indoor coverage the better QoS candeadud to users.

The research area of the femtocells is quite newvitaaffers many ways of improving.
There is a big potential in network integration @rhican reduce operator’s costs. A lot of
homes have 2-wire connection which can be use®&ir connection. It can be effectively
used also for femtocells.
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Abstract. This contribution aims to review the main apprachiowards physical security of
electronically controlled appliances in transpambgesses and transport infrastructure in generas. |
specially focused to transport processes in watérrailway transport. It describes most commoncktta
scenarios of physical attack to a device contro#ippliance and shows possible tamper response
techniques.
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1. Introduction

During past few years, there has been an effoltrittg the advantages of information
technologies, advanced control of transport appéarand transport processes automation into
water and railway transport technology. In casecofmmunication environment, several
broadband technologies based on wired and wirétessmissions were designed to address
this issue in all common modes of transport. Gdlyerthere are huge differences in
technological needs for transport appliances ojperain the ground, in the air or on the
water-line. The technological level of controlleejtomation devices and its background
based on proper and robust communication envirohrganindirectly affect balancing of the
modal shares of transport systems in the future.

It's important to mention the issue of safety amdrimation security in communication
environment, controllers of automated transportliappes and other transport infrastructure
often used even for mission critical transport agions. The secure design is nowadays
usually well implemented in (mostly adopted) comination environment itself, but what
concerns the automation controlling appliancesramdport, the security needs are being
somehow forgotten.

2. Theoperational environment of appliances

Once the invader gains physical access to the éetself, the security of the device
depends on its construction and security implentiems in its hardware and software
(firmware). Physical security is very important dase a device controlling module can be
directly accessed - especially in an unprotectedremment. In applications of water and
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railway transport it has to be assumed, that eacty jnvolved in operation of appliances is in
principle able to get physical access to each éexintrolling module.

The operational environment of an automation appkacan range from the secure
server located in protected area on one side tarispd¢okens which are handed over to the
end user on the other side. It can be assumedftaatecure servers are protected by some
means of environmental security (e.g. guards, alstems, etc.), but this cannot be enforced
in the case of the non-trusted device operator.réfbee the security tokens have to be
constructed to be able to protect themselves wWidie operational environment can be
classified as protected, periodically controlled amon-protected. An example of periodically
controlled environment would be the situation wittimdom (or periodical) checking of the
appliances whether they have been tampered or not.

3. Typical attack scenarios and the secure design approach

There are several attack scenarios of physicatlatia a device controller appliance.
These attacks can be roughly divided into groupsnohitoring, manipulation, penetration,
modification and substitution. Monitoring attack aspassive, non-invasive attack. Special
kind of this attack is done trough the measurirarding of the electromagnetic emission of
the device (known as ,listening“). Manipulation stk is also a passive and non-invasive
attack, which aims to obtain a service in an umdésl manner. Manipulation attacks are
sometimes performed by applying abnormal envirortedlerconditions (i.e. extreme
temperature, vibrations, EM noise, radiation...gnétration is an active, invasive attack
against the appliance module. The aim is to infrdata at the internal lines or to read the
memory of the device. Modification is also an aetiand invasive attack, but unlike the
penetration attack, its aim is to modify internahoections of the device controller or the
contents of its internal memory. Substitution dttds the removal of original controller
module, which is then substituted by an emulatimyick with a modified functions or
behavior. The removed module can be later usedrf@nalysis of its internal construction.

There are two ways to be regarded in physical #gcdesign of a device controlling
module. The first one aims to definitively prevearty disclosure or modification of the
module. For this purpose the tamper-resistant opéa-responsive design techniques are
implemented. Tamper-responsive design leads tedsstfuction of the module once an attack
is detected. Tamper resistance design techniquesndde module able to avert all attacks.
The second way of design approach focuses on taeyident characteristics in case of
attack. In this case the tamper evidence cannetptédreaking into the appliance controlling
module. The use of a tamper-evident protection reeheequires a control authority that
periodically inspects the protected module. Typteahper-evident designs include indicative
security seals (holograms). The removal of theesenst should be difficult and/or leave
remaining traces that can be later recognized Ispdction personnel. The items should
include special characteristics which are not corsrally available and faking of them is
difficult, expensive and/or can be easily recogdibg trained personnel.

Monitoring attacks at the external interfaces @& tontroller module cannot be usually
easily detected by the appliance itself. Unfortalyasuch attacks at the internal lines of the
controller (done after some internal modificaticdharing device is powered-down and off
course only if there is no physical tamper protectapplied) cannot be detected either. This
kind of sophisticated attacks therefore cannotumédad neither detected by common tamper-
resistance nor tamper-responsive techniques descabove. It is therefore necessary that
these kinds of attacks based on electromagnetinogge emissions of the controller are
considered well at the design level and are madgifisult as possible for an interceptor to
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tamper. For the electromagnetic emission issygeaial shielding might be certain solution,
but even the most sophisticated tamper-protectedufes cannot actively detect tamper
attempts in all cases.

4, Tamper response

Once an appliance is being tampered, there contgestion of its tamper response.
Besides classical invasive attacks described altbrege might be some critical operational
conditions applied to module which can lead to yeexed events. In this case, very common
is an attack based on tampering with the powerslimed environmental conditions
(temperature/humidity/vibrations/EM). For their eletion, special integrated sensors can be
utilized by the protected module itself, which pamantly supervises its operating conditions.
One general requirement for such tamper respontsatisan internal power supply is capable
of detecting and reacting to tamper attempts. iftiportant to notice that security-sensitive
information (if any) has to be erased as fast asipte, so that the self-destruction process
cannot be canceled by the invader. Therefore tls&ruiion circuitry has to be fired before
the critical state of the controller module intdmawer supply is reached.

At the design level of the appliance, it must bened to counteract the reverse-
engineering as much as possible. The typical agprathe internal construction includes the
encryption of internal bus lines and memory whiohtain critical data. During power-on self
test (POST) of such tamper-resistant appliancerabmtodule it is recommended to include
self tests which verify the integrity of criticalternal data and the internal hardware-based
random number generator (if any).

5. Conclusion

In this contribution the basic requirements for gibgl security of the controllers used in
transport infrastructure appliances are summarizéd. security of the appliance depends on
its construction and security implementations srhiardware and software. Most of the attacks
described above cannot be easily avoided, becaetsledl knowledge of the appliance
combined with proper equipment and sufficient &ftag time might still overcome even most
sophisticated tamper-preventing solutions. Thegeftihe strength of physical security
measures is limited in its principle. The secursigle concept and the needs for adequate
tamper response should be considered well at tim pibtransport appliance design.
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Abstract: Within the project "Sm@rt Logistics” and other jeis as well the usability of RFID in a
rough environment was demonstrated. By using RFIBragnovative enabler for an eKanban-System.
But still there are some difficulties to deal wittke inductive fields of machines or a highly métal
surrounding, as well as economical problems. Atgmiucan be provided by a modular and shielded type
of eKanban Board.
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1. Introduction

The Kanban process was developed by Toyota in ¢e ¥947 and became one of the
most used process controlling methods worldwidee Whole method is based on cards, the
so called Kanban and can be used for the diffefenttions production, transportation,
purchase and storing.

But there are also some disadvantages. One of ihéme number of cards. When there
are more cards than necessary to much materiarisdswithin the process, if there are fewer
cards the process can became instable. But algee ihumber of cards is ideal, one main
disadvantage last, the impossibility of recordirgfad A second one is the time between
setting a card into a mailbox and the resultingpactThe time is necessary to collect the cards
and to find out the best reaction. Both disadvasgagan be rectifying by using RFID and
innovative data transmission technologies. Baséhés combination of Kanban cards and
transponder sat the one hand and the implementatiohe RFID components inside a
Kanban board at the other. To connect the RFID aomapts with a central server, IT
components are needed. Within the project "“Sm@gistics” one of the first so called
eKanban-Systems was implemented in a factory adiigomobile delivery firm. The whole
system based on the RFID working frequency of 18)6&. Each board is equipped with one
antenna area, a RFID-reader and an interface mo@lnéestructure is made out of glass fibre
reinforced plastic. The cards are combined with T&Bel transponders of Xldent.
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Source: Sm@r Logistics®

Fig. 1. Transportation Kanban Process[1] and "Sm@rt Lagstbinglearea-eKanban Board
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After the implementation and first practical testsne problems became evident. One of
them was a malfunction next to a high inductive hiae. Another problem is the special
environment and needs in each enterprise. And rseviery enterprise a special development
has to be done. To resolve both problems a newemnfor an eKanban-Board was
developed.

2. Conception

The main aims by developing the MKB were the modslaucture, an area-precisely
reading of cards and a better behavior in a metallinductive environment. In the first step
the components of the board has to be definediersécond one the antenna to be developed
and proofed and within the third step the wholertidze built up.

The working frequency was set on 13,56 MHz. To tiet best performance the
following three concepts were compared.

= 3 Antennas with one RFID-Reader and one interfaceAptenna

= 3 Antennas with one RFID-Reader, one RFID-Powetspland one interface for all
antennas

= 3 Antennas with one RFID-Reader, one RFID-Multiglexand one interface for all
antennas

The second concept couldn’t be used in cause ofathaprecisely reading. The first
concept couldn’t be realized as well. Reasons wesieutting down of all RFID-Readers in the
nearer environment and the highest costs. As dt iemucept 3 was chosen and shown in fig.
2. The decision about the hardware components depmnthe interfaces, the RFID standards
(ISO 15693) and the necessary transponder energfyeofield. Another important fact is the
economic efficiency.

}
N T
0
0

Fig. 2. Basic Multiarea-eKanban Board Concept

The following components for the tests and MKB ptgbe were chosen: RFID Reader
(Feig ID.ISC MR200-A /-W /-EP), Multiplexer (Feid@plISC.ANT.MUX), RFID Antennas, 3
areas pocket-table (with 24 pockets) and Kanbatsc@rith Transponder X-ident: TTP-Label
23 x 66-PH44).

The main task was to find a useable antenna whilfltisfall the demands, like a full
coverage of the area surface. But a done markdysimahowed that no available antenna
could stand the demands and so a special adaptetfinanhad to be developed and
constructed. The construction based on the geama#rinands between the antenna and the
transponders or rather the positioning of the Kanbards in the pocket-table. The loop
antenna is positioned under the dividing line & phocket-table, shown in fig. 2, so every
transponder at the Kanban-board is getting enonglgg for a safe and secure reading.
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For reading out the transponders in very safe wgeecial software, which reads more
than one time before breaking up and waiting far ttext term, was developed. By the
software the used multiplexer gets the orders theeantenna cable from the RFID reader and
is able to switch between the connected antenras aire this way it's also possible to read out
separately all transponders from each area.

N

Fig. 3. Surface of an area with antenna

3. Coupling of Antenna Area

The right transponder identification of the antersegments is necessary for the
transponder separation. Therefore experiments ef ittentification range between a
transponder and the loop antenna were done. Expetarof the identification range of a
transponder with side by side positioned antengansats are shown in fig.4.
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Fig. 4. Maximum transponder identification range of a stnaihd three antenna areas

Background for the higher identification range lie tcoupling of the electromagnetic
fields of the middle antenna segment with the otberresonance frequency calibrated
antennas. This is comparable with the principla ¢fansformer. But it is necessary to prevent
the coupling, so that the transponder separatignasantee.

;9»

4. Decoupling of Antenna Areas

The used principle for the decoupling is the theofyeddy currents in electrically
conducting materials. The electromagnetic altengatiield of the antenna generates an
induction current in the material. The consequeotéhis current is the education of an
induction electromagnetic field which jams with twéginal field. Because of that develops a
suppression of the original field. For the optinsaparation of the antenna segments some
experiments with different materials were done. &halyzed materials of the shield are steel,
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aluminium and copper. In a first experiment thduafce of the antenna parameters, like
resonance frequency, impedance, quality and ideatibn rate, were analyzed.

The tests have shown that copper has the lowdseide on the antenna parameters. As
well for the optimal shield material are also otfertors like a high electrically conducting
and magnetic permeability decisive. As a resultpepavas chosen as shield material. In next
experiments the positioning and the copper parasjeli&e thickness and copper material
were tested.

The constructed 5 side copper shield allows thew@ing of the magnetic fields and the
separation of the transponders in every antennaesaty Because of the shield the influence
of metal objects, which normally jam the transpandentification, was minimized. Another
advantage is the reduction of the influence ofeaysstrange electromagnetic fields. Therefore
many experiments near induction machines, weldimghimes and high voltage machines
were done. The complete MKB is shown in fig. 5.
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Fig. 5. Front view of the MKB

5. Conclusion and Outlook

The MKB represents a new and innovative step in dhiection of a flexible and
adaptable eKanban-System. The basic is the mods&ble antenna segment, which can also
be used as singlearea eKanban board. By shieldingritennas the developed eKanban board
is applicable also in highly electromagnetic patitareas like within factory buildings. The
other components like the RFID-Reader or the RFIOitidlexer are changable and can be
adapted to the special situation and needs ofdh®wany. The presented form of the eKanban
board can be used for systems from 24 to 192 eKaohads. The smallest board consists of
just one antenna area and one RFID-Reader as svetiainterface. The biggest board instead
needs 8 antenna areas, one RFID-Multiplexer, onéDfeader and one interface.
Additionally the robustness with regard to metadliitd electromagnetic environment is much
higher compared to unshielded eKanban boards. Beretis also some work to do like
calculating the optimal number of cards per segraedtto integrate the antenna directly into
the surface of a provider. After these steps am@&mical mass production can be established
and a hugh market of Kanban using firms could h&ipgeed. Also other segments could be
interesting like presence controlling systems.
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Abstract. This paper presents the basic details of consru@nd reflectometric physical phenomen
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1. Introduction

Nowadays information sending requires use of biggel faster transportation channels,
the solution is the use of light tubes as a medrdata transportation. This research work
contains information regarding methods of lightdudxamination to establish parameters of
transportation track by reflectometer. The main sneement tools used during executive as
well as operating work are OTDRs (Optical Time DamReflectometers). They provide
clear form of obtained results and precise chariatites of optical tracks. With their use we
can prescribe and verify:

= unit fibre attenuation [in dB/km],
= optical attenuation of splitable and non-splitaliteks [in dB],
= rear reflection attenuation of links, ie. refleats [in dB].

2. Principle of work of reflectometer

In principle reflectometers work like radar. OTDeénds short light impulses to the light
tube and measures return pulse as a function . tks a result of rear distribution, and
reflections eg., from light tube links, part of tbptical power returns and may be measured,
giving length image of occurrences in the fibre.ribg propagation of the impulse sent
from OTDR along the fibre, two phenomena occur: IBigi's distribution andFresnel’s
reflection.

a). Rayleigh scattering

The light in the fibre is distributed in all diréms; part of the power goes towards
returning direction, which is used in the measumseThis phenomenon is caused by non-
uniformity — fluctuations in density of the matédrikom which fibre is made (quartz glass),
and also pollution, micro- and macro-bends, anshgba in geometry.
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Fig. 1. Phenomenon of Rayleigh’s distribution.

b). Fresnel reflection

This phenomenon occurs when the propagation lifgittgathe light tube meets sudden
change in material density. These changes occlinks, welds, cracks and in places where
air splits may be created. Great part of lighttient reflected. Intensity of the reflection
depends on differences in parameters of the beniieineighbouring areas.

reflected on the surface reflected on the surface
[glasz-air) _ (s_uir-glassj

Fig. 2. Phenomenon of Fresnel’s reflection.

¢). Construction of reflectometer (OTDR)

Schematic construction of reflectometer is depidted-ig. 3., incorporates the basic
elements of functional devices.
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Fig. 3. Diagram of reflectometer.
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Laser diode is moduled by the impulse generatotic@pimpulses are injected to the
fibre by the direction clutch. Amplitude of thesepulses is chosen so that they don’t override
one another and ranges from 1 kHz to 20kHz, depgmai the length of the tested fibre.

As a result of the Rayleigh’s distribution or Frebs reflection, part of the energy
returns to the reflectometer. Returned signal ieatied through the clutch to fotodetector,
where it is changed into electric signal, streng#fieand recalculated into its digital version.
Knowing the speed with which the optical pulse @ggtes in fiber, we can replace the
analysis of the rear distribution as a functiortiofe with an analysis as a function of length
from the place of the measurement. Finally on tispldy of the reflectometer we derive: on
axis x — length, on axis y — power of the returaigghal (in decibells).

3. Reflectometer measur ement

Below in Fig. 4. an example of the track sectionfibér, which has been tested by
reflectometer.

reflectometer junction connector end of fibre

an
an

|7 - a D

Fig. 4. Examined length of light tube track.

Test results are shown in reflectograph Fig. 5s & graphic representation of power as a
function of distance measurement track.

dead zone

Freznel reflection

[4B] iunction from connector
fibre attenuation attenuation
? | (aBdistance) | _—
oy connectar
E ¥ attenation end of fibre
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noise

A B DisTANCE [km]

Fig. 5. Reflectogram of the examined length.

In places of non-uniformity of the light tube traek optical reflection of measured
impulse occurs. These places are mechanical éihikbres, end of fibre, cracks.
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a). Basic parametersof reflectograph

The correct interpretation of reflectograph alloyes! to specify the correct results of the
reflectrometric measurement, below presents théc i@a@rameters. Dead zone — level of
reflected power is often several decibels highentthe level of rear distribution power.
Reflected impulse may cause re-steering of thectfmeter receiver, which in turn causes
incorrect optical-electrical recalculation. Thisidgh of the light tube is placed in such called
Dead Zone on the reflectogram.

Dynamics - reflectometer is a distance betweerlebel of rear distributed signal at its
start and the level of noise in the fibre. The dyita of the measurement increases with the
increase of the measured impulse lengths and angréigne — the longer measurement the
more accurate.

Reflectancy - occurs when there is a high step ghanf the parameters of light bends,
eg. At the border glass-air. On the reflectograncese see then sharp short impulse, which is
a result of the Fresnel’s reflection.

This phenomenon occurs:

= at the end of the light tube, so ending or breathefcable,
= on mechanical links, so re-linkable,
= onincorrectly welded links.

In interpreting the results, we have to account susaent errors such as the
phenomenon of ghost (multiple reflected signal) aedative attenuation, which could be
wrongly interpreted as a reinforcement signal. Thappens when the fiber which is located
after the junction has bigger coefficient of reeedispersion (for example, because of larger
diameter) - this causes a biggest attenuationadfsiigment.

4. Conclusion

Undoubted merit of the reflectometer (OTDR) is thaility of examination of the
transport track from one end of the light tube, ehhis great logistic facilitation to examine
long length tracks. Accuracy of fault location dading on the quality of the instrument is up
to 10-15cm, which allows to precisely plan the plad regeneration of the light tube. An
important factor while working with reflectometer adequate choice of parameters that will
help in accurate interpretation of measurementtesu
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