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Non-Stochastic Argumentation 
in Predicting Economic Indices
Luboš Marek1  | Prague University of Economics and Business, Prague, Czech Republic
Richard Hindls2  | Prague University of Economics and Business, Prague, Czech Republic
Stanislava Hronová3  | Prague University of Economics and Business, Prague, Czech Republic

Abstract

This paper studies the use of statistical prognostics in predictions of short-term year-to-year evolution of GDP 
and other aggregate indices of the national accounts. It shows the utilisation of a non-stochastic prediction range 
to be used as a prediction tool that, to a certain extent, overcomes the validity of the ceteris paribus principle, 
on which most of the currently used stochastic approaches are based. The non-stochastic range is a resultant 
outcome of a wide assortment of time-series models; at the same time, a point forecast for short-term evolution 
is derived from the said assortment of models. We illustrate our methodology on a year-to-year evolution  
of GDP indices in France as a time series with a sufficiently large number of observations.

INTRODUCTION
The most significant economic indices that sensitively respond to the prevailing economic climate include, 
first and foremost, the gross domestic product (hereinafter GDP), but also other related aggregate indices 
of the national accounts; in particular, final consumption expenditure, gross capital formation, and exports 
and imports of goods and services. Monitoring these values statistically not only provides information 
on the current situation of the national economy, but can also be used in analysing its evolution as a basis 
for deriving short‒ and medium-term predictions.

Regarding the subsequent utilisation of such data for the purposes of estimating the performance  
of the economy, as well as providing a basis for creating the state budget, particular importance are 
predictions of short- and medium-term evolution of the said indices. The usual methods utilised  
in economically developed countries when estimating the GDP evolution for two to three years ahead 
are mainly based on predictions put forth by relevant expert groups, combined with econometric  
and statistical models. When creating state budgets, regression model approaches are also employed; 
either the concept of extrapolating the prevailing trend, or deriving the national accounts' aggregates 

Keywords

Statistical prognostics, non-stochastic point forecast, non-stochastic prediction range, GDP

JEL code

C10, C53
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from a tightly related index that is already known, is closely monitored by the respective statistical office,  
and can be viewed as a suitable "prompt" to reveal the anticipated behaviour of the aggregates  
to be estimated.

The results achieved in this area entitle us to conjure that, under such circumstances, certain statistical 
methods become very important; namely those which are capable of providing the necessary information 
about the expected GDP evolution. The techniques for obtaining such predictions undoubtedly include 
methods used in time series analysis. Developments in statistical forecasting and its applications  
in economics extended the range of tools that can be used in macroeconomic decision-making.  
In the present paper, we study one of such approaches, which can be distinguished by a high success rate 
in short- and medium-term predictions.

1	METHODS OF TIME SERIES ANALYSIS AND PREDICTION PROCEDURES STUDIED  
	 IN THE LITERATURE
Approaches that employ time series models in predicting a given index occur quite frequently  
in the literature. Some of these approaches have found their ways to being used in the practice  
of economics, for example, in the procedures used by governments and other authorities; others have not 
proved their worth. To a large extent, the success rate of a prediction model is implied by that model's 
ability to overcome difficulties related to the ceteris paribus principle (saying that the future will, under 
unchanged circumstances, be a continuation of the past). In the reality we encounter in economics,  
the ceteris paribus principle can hardly be maintained; or rather, it is nearly completely unmaintainable 
in practice. As a matter of fact, economic processes are subject to many different types of interventions, 
whether legislative (therefore non-stochastic, such as amendments to tax and other laws) or natural 
(such as the stages of the economic cycle, etc.). Frequently we encounter combinations and even 
mutual interactions between stochastic and non-stochastic interventions. All such aspects de facto deny  
the ceteris paribus principle. That is why we often encounter in the literature routines and tools aimed  
at overcoming that extrapolation principle, which is too unrealistic in practice.

Of course, we can find in the literature a great number of suggestions for utilising statistical techniques 
in predictions. The foundations for extrapolation techniques were laid by many authors and, even though 
some of their concepts date back quite a few years, they have not been abandoned. Let us mention,  
as just a few of many possible examples, the monographs by Theil (1966), Granger and Newbold (1986),  
and Pankratz (1991); in the Czech Republic it was Cipra (1986). We can generally observe that the use  
of non-stochastic deterministic approaches is less frequent than those based on probability theory  
and entropy. Even if a non-stochastic concept is employed, it often represents a certain modification  
of brainstorming methods. This approach is not new, as a matter of fact; its first occurrence dates 
back to the post-World-Word-II decade; for example, Osborn (1963) described a creative group 
technique as a specific method for predicting and decision-making. We will go in this direction 
below, but we will mutually confront not personal opinions, but results of potentially acceptable 
models of time series.

The developments go on; newer – and, in sense, perhaps more efficient – methods are sought to mutually 
intertwine the deterministic and stochastic principles. The present paper is also an attempt at an original 
combination of deterministic and stochastic concepts. We can take lessons from the literature, in which 
different non-traditional approaches can be encountered. Let us recall a recent concept published in 
Lui (2020), which provides an in-detail study of the relationship between deterministic and stochastic-
based interval predictions and attempts at bridging the gap between them with the aid of a certain hybrid 
approach. An Israeli geophysicist Eppelbaum (2013) derived estimates in the predictive model so that 
they were, predominantly, highly correlated with historic data, i.e., a reference variable with correlated 
evolution in time. Yachao et al. (2016) brought deterministic and probabilistic interval predictions 
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(namely, for short-term prediction of electricity generation from wind) based on a decomposition  
of the variation mode.

A list of examples found in the literature indicates that the applications of the proposed techniques are, 
to a great extent, illustrated on data coming from the natural sciences. Economics is, however, a social 
science; its phenomenology is therefore completely different from that of the natural sciences. Moreover, 
it is marked with the existence of extensive behavioural elements. In this respect, the range of data-based 
experiments found in the literature is rather less abundant.

That is why we will apply our approach to an economic time series. Conceptual inspiration can  
be found even here: in order to gradually improve the quality of prediction, Tribbia and Baumhefner 
(2013) recommend that the facts of the situation be examined in general at first, and then set up the goal 
of the particular prediction from the phenomenological point of view. Later on, the phenomenological 
and non-deterministic aspects of the prediction should be intertwined at the given time horizon. We will 
try below to follow a similar line of thought: we will employ an assortment of models, thus introducing 
into our prediction uncertainty pertaining to each of those models. Subsequently we will reduce  
the uncertainty by deriving a compound solution based on all of the primarily used models. One  
of the main characteristics of such a prediction will be the fact that the uncertainty pertaining to each  
of the models will be reduced in the compound prediction range.

As can also be seen in the literature, the common denominator of such approaches is to derive a plausible 
prediction and, at the same time, to eliminate to the maximum possible extent the non-realistic ceteris 
paribus assumption. The main point here is to apply stochastic modelling in as wide a sense as possible, 
directed towards reflecting the effects of intervention attacks of diverse origin and nature. The weakest 
point of a similar approach is that the resulting prediction interval is usually too broad; consequently, 
its usefulness for the decision-making processes is dubious. Because of that, we will suggest a procedure 
below that should provide a more useful interval of the prediction.

2	TRADITIONAL REGRESSION APPROACH
Now we will derive the statistical prediction for the year-to-year evolution of any index. This technique 
is based on statistical tools inherent to analysis of one-dimensional time series. Let us begin with  
an overview of necessary basic notions.

The traditional regression-based approach to extrapolations of a time series yt, t = 1, 2, …, n, where 
n is the number of the (past) observations of the time series, is generally formulated as a requirement  
to begin the prediction with a suitable estimate for the future values yn+i, i = 1, 2, ..., N, where N is a selected 
positive integer characterising the length of the prediction. Of course, we can resolve this prediction 
problem with the aid of a model supposedly governing the behaviour of the relevant time series, yt.  
This is the so-called point prediction.

It is, however, a well-known fact that a point prediction is too authoritative about the future evolution 
of the index to be predicted. It is difficult to find a specific reason why a particular model should  
be singled out (incidentally, good results in interpolation – i.e., modelling the past evolution of the time 
series – need not be a sufficient guarantee for a good prediction). Moreover, the point prediction is utterly 
incapable of overcoming the ceteris paribus condition (of the future being a continuation of the past under 
circumstances that otherwise remain unchanged). This problem is viewed as very serious in economics. 
From the factual viewpoint, economic indices are very unstable variables; assuming that factors affecting 
their future evolution remain unchanged is in its substance absurd and stands in a deep contradiction 
with the substance of economics as a social and political science.

There are techniques which try to cope with the authoritative character of the point prediction; such 
techniques lead to interval predictions of future developments. In a vast majority of instances, such 
techniques are based on stochastically formulated and interpreted predictions with respect to a pre-set 
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level of confidence. Another problem arises at this moment. In addition to the fact that our prediction 
interval stems from a point prediction, encumbered with all its weaknesses (as mentioned above), two 
additional requirements must be met: the confidence level of the prediction must be sufficiently high  
(in practice not smaller than 90%); and, at the same time, the prediction interval must be reasonably 
narrow. Unless both these requirements are met, the prediction interval will be more or less useless  
in economic practice. It is well known that requirements for a high confidence level and a narrow prediction 
interval are in a mutual conflict. Not even an interval prediction is able to overcome the ceteris paribus 
principle (which will also be seen from our application below). Setting up an interval, we create a funnel 
trough which additional possibilities are "drawn" into the prediction. The usual price to pay for this aspect 
is an excessive breadth of possible values, which is difficult to interpret.

If we construct an estimate for the future value yn+i at time (n + i) as:

Pn+i – Δ < yn+i < Pn+i + Δ , 	                                         � (1)

where Pn+i is the point prediction for the time period n + i as estimated by any model, and Δ is the admissible 
error of the prediction; the latter depends on the selected confidence level of the prediction interval,  
as well as on the number and variability of the real observations from the past, yt. Inequality (1) is valid 
for the pre-set level of confidence (that is, with a certain – sufficiently large – value of probability); that  
is why we call it stochastic interval prediction. An interval prediction defined in this way is symmetric. 
Since the stochastic (probabilistic) interval prediction stems from three point predictions for which 
inequality (1) holds, the conditions determining the success of the interval prediction is the quality  
of the original point prediction Pn+i. The actual value of the index to be predicted for time n + i, i.e., yn+i, 
is "enveloped" by the stochastic prediction interval.

The particular form of the admissible error (that is, the stochastic confidence interval)  
of the prediction can, for example, be described by the following Formula for the linear trend model 
– cf. Cipra (1986):

                                       � (1a)

where T is the quantile of Student's distribution with n – 2 degrees of freedom, n is the number  
of the past observations in the time series; the length (horizon) of the prediction is i = 1, 2, ..., N (we set  
N = 2 for the purposes of macroeconomic prediction in our case for practical reasons),

and  = the model estimate for the value of the time series yt, t = 1, 2,…, n.
There is, however, one significant drawback encumbering the construction of a stochastically argued 

prediction interval: even if the number of observations is sufficient and the selected model has a good 
quality (from the interpolation point of view), the prediction interval on an adequate level of confidence 
is too broad. This is bad news regarding the practical requirements we have put on predictions.
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3	CONSTRUCTION OF NON-STOCHASTICALLY ARGUED PREDICTION RANGE
Experience with predicting values of economic indices thus generally indicates that the resolution  
of the prediction problem needs more than a purely "regression-like" formulated short-term prediction. 
We have already mentioned several reasons for misgivings pertaining to a traditional regression concept 
to be applied in predicting macroeconomic evolution indices: a large (and, consequently, conflicting) 
assortment of point predictions for the same index; a practically useless breadth of the stochastically 
constructed interval predictions according to Formula (1) (or (1a) for the linear trend); and the traditional 
statistical assumptions are usually not valid for real economic data; etc.

There exists a certain generally positive outcome regarding these user-unfriendly situations; they,  
to a considerable extent, determine the acceptance of statistical predictions in the areas of macroeconomic 
studies, conjunctural surveys, etc. We must take into account a non-traditional approach to setting up 
our predictions, an approach within which the prediction interval (1) is argued not in a probabilistic, 
traditionally regression-driven way, but as follows:

Pn+i – δ1 < yn+i < Pn+i + δ2 , 		                                           � (2)

where the prediction range Pn+i – δ1 and Pn+i + δ2, i = 1, 2, ..., N, is understood as a resultant 
outcome of different point predictions on the basis of a large number of factually admissible models  
for the past behaviour of the respective time series (see Formulae 3 and 4 for the construction of deviations  
δ1 and δ2). An interval prediction defined in this way will not be symmetric with respect to yn+i.

Determination of the prediction according to general Formula (2) will be called a non-stochastic 
prediction range. Such a range is based on the idea that we can set up several (or many) models 
for a given time series, which may all properly describe the past behaviour of the respective series  
and be admissible from the factual and formal points of view. We must still keep in mind this important 
fact: a model providing a good-quality description of the past behaviour of a time series need not provide 
a good prediction of its future behaviour, due to possible changes in the conditions to which the time 
series is subject.

A strong point of the non-stochastic prediction range is its universal nature. In fact, in addition 
to stochastic models we can also utilise econometric models and combinations of both types for  
the construction of that range. The only condition is that, for the primary models, factual and formal 
admissibility should be guaranteed for the underlying problem; and there should be a realistic option 
to set up a higher number of such models. Extensive use of software enables us to set up many models, 
compute estimates in them, and compare their prediction outcomes.

Conceptually, such a construction of a non-stochastic prediction range is similar to the usual economic 
practice, in which different opinions concerning the future evolution are confronted with each other. 
Here we confront "opinions" ensuing from different models for the underlying time series. The prognosis  
is then a resultant outcome of all such "components". We will illustrate the construction of a non-stochastic 
prediction range on an example of year-to-year GDP indices time series in France. 

The construction itself goes in two steps; this approach can be understood as an algorithm  
and programmed as such.

Step 1: Selection of and estimates in models
First we set up a certain high number of statistical models of adequate quality and with good factual 
interpretations (in our case, models for the time evolution of the year-to-year GDP indices time series  
in France; for the sake of clarity, we sum up these models in Table A2 in the Appendix, where the estimated 
model shapes, denoted by M1, M2, …, through M22, are also shown). Our basic idea here is that each 
model represents an opinion ("winnowing our facts") ‒ in an analogy to the "normal human thinking 
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under uncertainty", which may take into account several admissible variants. Our prediction task can 
certainly be classified as such a situation. The selection of the models is the key stage of the prediction 
process, because these models lay the foundations for the prediction range. Hence we must responsibly 
consider factual and formal statistical viewpoints during the selection.

In our experience, it is purposeful to select between 10 and 30 models from different categories, such 
as smooth analytical trend functions for different types of exponential fitting, from the Box-Jenkins 
methodology, etc.; our criterion should be based on the quality and interpretation of the models.  
The character of the index to be predicted should also be reflected. No other restrictions should be 
considered. Of course, we must always keep in mind that a primary model that is "interpolation-good" 
is no guarantee for a good quality of prediction due to the unrealistic assumptions hidden in the ceteris 
paribus principle.

Step 2: Construction of prediction range and point prediction
Let us derive three values for each year in each of the models set up and tested according to Step 1  
(in our case, M1, M2, …, and M22: namely, point prediction Pn+i (that is, a year-to-year indices  
of the GDP growth for the years 2018 and 2019); the stochastic lower bound for the prediction, Lower 
95.0% Limit; and the stochastic upper bound for the prediction, Upper 95.0% Limit, both bounds  
at the 95% confidence level. For example, the mentioned three values will look as follows for Model M1:

Having selected 22 models, we can see that we would get 22 point predictions Pn+i for each  
of the years to be predicted, i.e., 2018 and 2019; and 22 stochastic interval predictions at the same time. 
Each of these predictions can be viewed as relevant, but they are numerically different from each other. 
This aspect is rather indeterminate with regard to subsequent considerations. That is why we will now 
show a way to arrive at non-stochastic predictions, while adequately using the specific information 
provided by each of the models we computed.

As regards point predictions Pn+i, we will derive a sole aggregated value of the point prediction based 
on all 22 models M1, M2, …, M22; namely, we take the average of those 22 values. In a way, this approach 
is an analogy to colloquia, in which opinions of relevant members are comprised. Here the 22 models 
stand for such members, and the result is described in the part 4.2. 

When setting up the interval prediction corresponding to Formula (2), we will first derive a sole 
aggregated lower bound δ1 from the Lower 95.0% Limit values of all models M1, M2, …, M22; namely, 
we will take their maximum, that is,

δ1 = max{Lower 95.0% Limit of M1, M2, …, M22}. 		                                           � (3)

In a similar way, we then derive a sole aggregated upper bound δ2 from the Upper 95.0% Limit values 
as their minimum:

δ2 = min{Upper 95.0% Limit of M1, M2, …, M22}.		                                           � (4)

Table 1	 Model M1. Random walk with a drift

Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

2018 1.022 060 0.984 296 1.059 830

2019 1.021 130 0.967 717 1.074 540

Note: Similarly for the remaining models, M2, M3, …, through M22, cf. Table A2 in the Appendix.
Source:	 Authors' own calculations
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In other words, this particular application of Formula (2) is based on the maximum stochastic lower 
bound and the minimum stochastic upper bound of the traditional prediction intervals (our result  
is again described in the part 4.2). As already mentioned above, an interval prediction defined in this 
way can no longer be symmetric, in contrast with the stochastic interval prediction.

4	APPLICATION OF THE MODEL
In order to verify our model of non-stochastic prediction range, we have chosen the time series  
of year-to-year GDP indices in France in the period from 1950 to 2019. This is a highly aggregated index 
occurring on French national accounts. Our main reason for this selection is the long time series we can 
use to illustrate our approach.

The developments in the French national economy over the course of nearly 70 years represent  
a diverse mixture of various influences (post-war recovery, cold war, adoption of euro, etc.), internal 
political decisions (taxation, monetary/fiscal interventions, changes in the play of political forces),  
as well as international economic interventions (oil crisis, local military conflicts, etc.).

4.1 Economic developments in France since the end of World War II
As already explained, we will make use of the French GDP data to illustrate our method of setting up 
the prediction.4 A factual description of the economic developments in France since the late 1940s 
until this date is important to help us provide effective interpretations and utilise the derived estimates  
and predictions.

The post-war period of the so-called French Fourth Republic (1945–1958) was characterised  
by relatively high economic growth, a high inflation rate and low unemployment rate. In the beginning 
of the post-war period, the Marshall Plan played the main role in the economic recovery. On the other 
hand, the Fourth Republic was politically rather volatile (the Prime Minister was changed 28 times  
in 12 years); this aspect did not contribute to the country’s economic stability.

4	�	 The input data – year-to-year French GDP indices – is depicted in Figure 1 and numerically listed in Table A1  
in the Appendix.
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Figure 1  Year-to-year GDP indices, France
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Due to the destruction prevailing after the war, the government undertook the task to recover  
the French economy. Electric power plants, the coal industry, big bank and insurance companies, Renault, 
aerospace industry, etc., were nationalised. The nationalised sector was an important tool for implementing  
the government's economic policies. The first Monnet Plan was begun in 1947 (a programme for 
investments into the key industries and reduction of the economic dependency on abroad).  
The second Monnet Plan (1954–1957) was focused on public investments and ensuring higher productivity  
in material and human resources. A higher GDP growth rate in 1950 brought about a higher inflation 
rate. The subsequent slowdown in the economic performance after 1950 meant a gradual return  
to the normal production potential; adoption of a deflation policy also contributed to the slowdown. From 
1954, the GDP regular growth by more than 5% a year prevailed. Another slowdown and an onerous 
economic situation in the late 1950s were mainly caused by the colonial war in Algeria, the imminent civil 
war, and growing expenses on nuclear armament. Under the aggravated conditions, a new Constitution 
was written, the Fifth Republic was born and Charles de Gaulle was elected President of France for seven 
years in the office. In addition to the war in Algeria, another reason for the economic slowdown was  
the overall decline of the conjuncture.

After the new Constitution was approved by a referendum, a new plan was developed to put  
the French economy back on its feet, and substantial savings reduced the budget deficit but also  
the expenses incurred on the social care. The economic measure brought the French economy to a recovery 
in the early 1960s and the economic unbalance was eliminated. A faster economic growth stated in 1960, 
also in consequence of franc devaluation, which favoured sales of French goods on foreign markets.

In the mid-1960s, the French GDP dynamics went down because of decreasing wages and consumption. 
This situation later (in 1968) caused extensive strikes because employees' economic standing was worsening. 
A strike lasted several weeks and the economy was paralysed; the consequent drop in the production led 
to the smallest GDP growth rate value in the entire 1960s (4.5% year-to-year in 1968). Charles de Gaulle 
resigned his presidency at noon, April 28, 1969. The new political elite, headed by President Pompidou, 
adopted a new plan to stabilise the economy – the primary aspects included the support to exports  
and restriction on imports, reduction of the state budget deficit, and a substantial increase in taxes. 
Nonetheless, France did not avoid the financial crisis connected with the termination of the Bretton 
Woods system, which caused a monetary crisis of the franc.

The GDP growth had a descending trend after 1973. The French economy was hit by a recession  
and went to the bottom in 1975 (a deep drop caused by the Yom Kippur War and the subsequent oil 
crisis was accompanied by a high level of inflation and unemployment rates). In 1976, a new plan aimed  
at stabilising the franc and recovering the budget balance was adopted. The plan worked as expected 
and the inflation was temporarily stopped. The balance was recovered, but the high unemployment rate 
continued to prevail. The second oil crisis and a return of the high inflation rate (nearly 14% in 1980) 
were negative factors. All these facts and other economic-crisis phenomena affected the presidential 
elections in 1981. The political establishment increased the minimum wages, the lowest pensions,  
and the family benefits. Nearly all banks, insurance companies and key industries were nationalised.  
In the late 1980s, the state-intervention policies were being abandoned, with a continuing liberalisation  
of prices, and decreasing taxes. The average economic growth (measured by the GDP growth rate) 
achieved more than 3% per year.

The international situation (the Gulf War) with the world trade cooling off, growing oil prices, as well 
as procrastination of the necessary reforms, were the factors that caused another slowdown in the French 
growth rate. The economic developments in France after 1990 are characterised by stable year-to-year 
GDP growth, at an average rate of about 1.5%, a low inflation rate and consistently high unemployment 
rate. A critical point occurred at the 1992/1993 year break (the recession began in autumn of 1992  
and was relatively short).
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The beginning of the new millennium was marked with attenuation of the dynamics, caused  
by the drop in performance of the American economy and stock markets, while the oil prices were 
growing. A positive turn came in 2004, but the worldwide economic crisis of the years 2008 and 2009 
hit the economies of many countries heavily, including that of France. The French GDP was going 
down for five consecutive calendar quarters, the general government deficit was growing, and the drop  
in demand attenuated the price growth (it is called the 2008/2009 deflation). The consequences  
of the global crisis were not so bad for France as in the majority of big European economies thanks  
to the growing consumption by households and the fiscal stimuli for exports together with the moderate 
devaluation of the euro. The French economy recovered from the recession in the third quarter  
of 2009. The French economy again stagnated in 2012 (the GDP growth rate was 0.3% in that year),  
and the recovery was coming slowly. The year-to-year GDP growth got above 2% as late as in 2017.  
But it went back down to 1.7% in 2018 and to 1.3% in 2019.

4.2 Model of non-stochastic prediction range for estimated GDP evolution in France
The French GDP time series is long enough; hence we have been able to set up a large number of models 
and their variants. We have calculated our estimates of polynomial curves (including exponential ones), 
moving averages, stochastic models and exponential smoothing models, always verifying their statistical 
properties; if a model has been found to be statistically or factually unsuitable, it has immediately been 
discarded. In the end, 22 models have remained.

This collection of a large number of models has enabled us to gather different "statistical opinions" 
about the series to be predicted, including models that can "discount their memories" (in the sense  
of older observations having lower weights, such as the previously mentioned exponential 
smoothing). Table A2 in the Appendix sums up an overview of the models processed, including 
their parameters and statistical properties, as well as the predictions derived from them for  
the years 2018 and 2019 (for all models, both the point and interval predictions at the 95% level 
of confidence).

All these models were identified with the aid of only 68 items in the time series (from 1950 to 2017) 
‒ we "stored away" the actual values for the years 2018 and 2019. For each of the models we have, 
based on 68 observations, predicted the 2018 and 2019 values to compare such prediction results with  
the actual values (as the subsequent assessments of the predictions). In other words, we have thus "tested" 
each model's ability to predict.

Table A2 in the Appendix further states each model's estimated (modelled, theoretical) value for  
the latest actual observation, that is, 2017. The data listed in Table A1 in the Appendix says that  
the actual value of the year-to-year GDP index in France was y68 = 1.0123 in 2017; that is, the year-to-
year growth value was 1.23%.

A cursory glance at Table A2 in the Appendix reveals a paradox occurring when we use  
an isolated model from our selection to set up a point prediction for the GDP index in 2018  
or 2019. Individual values of point predictions listed in Table A2 show that each model naturally 
leads to a different prediction for the last "known" period (y68, i.e., 2017; as already stated, we 
have "stored away" the y69 and y70 values to be checked later.) Each of the models used pertains 
to its own dynamics. Judging from past behaviour, it would be very difficult to assess which 
model is more or less "acceptable" in comparison with others; to put it bluntly: anybody could 
choose anything.

Let us have a look at Model 18 in Table A2 in the Appendix – ARIMA (2, 1, 1), which was, by software 
Statgraphics Centurion software, assessed as the best among all of our 22 models. The models' quality 
levels were verified with the aid of the usual statistics, whose list and more detailed descriptions are given 
in the Appendix prior to Table A2.
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For the year 2018 or 2019, the 95%-level interval prediction of the year-to-year GDP growth index 
is approximately between 0.982 584 and 1.048 560, or between 0.976 179 and 1.048 050, respectively; 
in both instances, the span between the upper and lower bounds amounts to more than 6.6 percentage 
points. Expressed in absolute volumes, e.g., the French GDP was 3 108.7 billion EUR in 2018,  
and the 6.6% corresponds to 205 billion EUR. This means nearly 40% of the French gross fixed capital 
formation (which was 537.9 billion EUR in 2018). It does not make much practical sense to set up  
a prediction interval whose "uncertainty" amounts to nearly two-fifths of French annul investment volume.

As previously mentioned, we have "stored away" the actual values of the year-to-year French GDP 
growth index for the years 2018 and 2019. In 2018, this actual value was 1.017, meaning an increase  
in the GDP of 1.7%. In 2019, the actual value of the year-to-year index was 1.013, i.e., representing 
an increase of 1.3%. In both instances, the 95%-level stochastic confidence interval we have created  
is "successful" (and similar observations can be made about other models – cf. Table A2 in the Appendix). 
However, this interval is too broad for subsequent decision-making.

The non-stochastic prediction range is based on the selected models and their estimated 
year-to-year French GDP growth indices. Namely, we have the year-to-year indices expressed  
by the prediction intervals of the 22 models (the Lower 95.0% Limit and Upper 95.0% Limit, values  
in Table A2 in the Appendix). Let us now look up the maximum lower bound and the minimum upper 
bound of the year-to-year index prediction intervals in Table A2 in the Appendix (separately for 2018 
and 2019). These values are shown in Table 3 (as well as in Table A2 in the Appendix); they come from 
Model 5 (Exponential Trend: the minimum value of the Upper 95.0% Limit among all 22 models);  
and Model 13 (ARIMA (0, 0, 1): the maximum value of the Upper 95.0% Limit among all 22 models):

Comparing the lower and upper bounds for the prediction ranges in Tables 2 and 3, we can see that 
the span between them is smaller for the non-stochastically argued prediction range. In fact, this span  
is just 4.4 percentage points, as compared with 6.6 percentage points (at a 95% confidence level) valid  
for the best 2018 model, i.e., ARIMA (2, 1, 1). This is an improvement by one-third.

In this way, we have obtained a prediction range (as a difference between the upper and lower 
bounds) for the expected values of the year-to-year GDP indices in France for the years n + 1 = 2018  
and n + 2 = 2019. Let us denote by P69 the prediction for 2018, and by P70 that for 2019:

Table 2	 Model M18 

Table 3	 Max lower and min upper bounds

Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

2018 1.015 570 0.982 584 1.048 560

2019 1.012 110 0.976 179 1.048 050

Source:	 Authors' own calculations

Period Max (Lower 95.0% Limit) Min (Upper 95.0% Limit)

2018 0.993 472 1.037 310

2019 0.989 743 1.036 560

Source:	 Authors' own calculations



2021

15

101 (1)STATISTIKA

or

We have, for the sake of clarity, graphically enhanced a short end section in Figure 2, which depicts 
the year-to-year French GDP growth indices from 2005 to 2017; this enhancement helps us see  
the non-stochastic prediction rage for the years 2018 and 2019 (the lower and upper bounds of the non-
stochastic predictions are marked with dashed lines). At the same time, the actual year-to-year evolution  
of the French GDP indices is easier to see (the solid line).

The 2018 and 2019 data is represented by the actual values (the solid line again) – it is covered  
by the non-stochastic prediction range (the dashed lines).

From the pragmatic point of view, it is clear that the concept of the prediction range set up  
and argued in a non-stochastic way is more efficient than the traditional interval predictions, based 
on an isolated single model, whether best or just "good" ‒ in our case, on the ARIMA (2, 1, 1) process.  
The non-stochastically interpreted concept sets out the future evolution of the index to be predicted  
in a band that is much narrower; this reduces uncertainty in the user's decision-making.

In conclusion, let us point out one interesting phenomenon. It is known that many structural 
relationships are valid among different indices (such as the macroeconomic aggregates). In the case  
of macro-aggregates, it is of extraordinary importance to consider the relationship corresponding  
to the expenditure-based method for estimating the GDP:

GDP = FCE + GCF + E – I,			                                            � (5)

where FCE stands for the final consumption expenditure, GCF for the gross capital formation, 
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Figure 2  Non-stochastic prediction range – a segment of the French GDP time series (year-to-year volume indices  
	 from 2001)
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E for exports of goods and services, and  I for imports of goods and services.5 A question arises whether 
the described method could also be used if we are interested not only in individual indices but also  
in their sum, e.g., according to Formula (5). It has turned out that the application of the prediction range 
is also useful for additive relationships. In other words, our approach is also consistent in structural  
or balance issues, in which aggregation/decomposition of individual indices plays a role.

In the end, let us address a logical question: what is the average value of the point predictions 
derived within all of the admissible 22 models? The data shown in Table A2 in the Appendix provide 
the average value for the 2018 prediction as P69 = 1.015 (an increase in the GDP by 1.5%), and for 2019  
it is P70 = 1.014 (an increase in the GDP by 1.4%). Let us compare these values with the actual values 
"stored" for the purposes of the prediction assessment: y69 = 1.017 for 2018, and y70 = 1.013 for 2019. This 
result indicates a very good fit; for the sake of interest, the values of the Theil coefficient, cf. Theil (1966), 
for the estimates in 2018 and 2019 as compared with the actual values equal TH = 0.15%.

CONCLUSIONS 
Having in mind the current empirical results, the utilisation of the prediction range in economics can  
be viewed as purposeful. General experience with the efficiency of the prediction range based on processing 
a large number of economic time series has revealed the fact that the success rate of this method is relatively 
high. Nearly 80% of all the ranges we have set up (mostly time series of financial and macroeconomic indices) 
were successful when later compared with the actual data. That is why the methodology for the prediction 
range can become a good corroborative technique in setting up estimates for indices of this type.

Of course, open questions to be addressed in the future remain in the presented outline of the setting 
up prediction range argued in a non-probabilistic way. In our example we considered a series of annual 
values. But series with seasonal components may be predicted as well, for example, quarterly aggregates 
from the national accounts, or completely different time series subject to seasonal fluctuations. Other 
open question is a methodology for choosing the models on which the non-stochastic prediction 
range is based. An ideal solution would be the creation of an algorithmic tool to automate, at least  
to a certain extent, the primary process of model selection and verification. Another important problem  
to be resolved is the question of evaluating the lower and upper bounds of the non-stochastic prediction 
range. For more complex traditional approaches, such as those considered by Theil (1966), an obstacle 
s implied by the non-stochastic character of such bounds; hence simple applications of Theil's processes 
may be disabled. For the moment, we have to put up with a simple way of evaluation by comparing  
the results with the actual values when assessing the predictions.

Another option would be to set up the non-stochastically argued prediction, whether a point or interval 
one, with the aid of the results of the primary models (here M1, M2, etc.) weighted, for example, with 
the interpolation quantity of individual models (even though we are aware that a suitable description  
of the past behaviour is only partly reflected in successful predictions). 

It will, indisputably, be a great challenge to process the reflection of the COVID-19 pandemic  
in the 2020 models, as well as the applications to the future years of 2022, 2023, etc., when the economic 
situation will be getting back to its normal state. It is obvious that it is impossible to predict the economic 
evolution for 2020. The pandemic intervention in the economic relationships is so extensive that 
there are no known models which would be able to cope with such predictions. When we get to the 
economic-recovery stage, it will be interesting to observe to what extent the non-stochastically argued 
predictions will be capable of estimating the degree of the economic recovery. This paper has been written  
in the period of massive manifestation of the coronavirus crisis, which is currently the dominant 
intervention process of the highest intensity. 

5	�	 Cf., for example, Hronová et al. (2019).
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Table A1	 GDP France (year-to-year volume indices)	

Table A2	 Overview and comparison of models estimated for prediction purposes	

Year y/y Year y/y Year y/y Year y/y

1950 1.086 1970 1.061 1990 1.029 2010 1.019

1951 1.058 1971 1.053 1991 1.010 2011 1.022

1952 1.031 1972 1.045 1992 1.016 2012 1.003

1953 1.035 1973 1.063 1993 0.994 2013 1.006

1954 1.056 1974 1.043 1994 1.024 2014 1.010

1955 1.053 1975 0.990 1995 1.021 2015 1.011

1956 1.050 1976 1.044 1996 1.014 2016 1.011

1957 1.055 1977 1.035 1997 1.023 2017 1.023

1958 1.027 1978 1.040 1998 1.036 2018 1.017

1959 1.027 1979 1.036 1999 1.034 2019 1.013

1960 1.080 1980 1.016 2000 1.039

1961 1.050 1981 1.011 2001 1.020

1962 1.068 1982 1.025 2002 1.011

1963 1.062 1983 1.012 2003 1.008

1964 1.067 1984 1.015 2004 1.028

1965 1.049 1985 1.016 2005 1.017

1966 1.053 1986 1.023 2006 1.024

1967 1.049 1987 1.026 2007 1.024

1968 1.045 1988 1.047 2008 1.003

1969 1.071 1989 1.043 2009 0.971

Source:	 <www.insee.fr>

Table A2 in the Appendix lists the estimates within the models we have applied to the given time series, characteristics of their 
"interpolation quality", and the point prediction Pn+i for each model, together with the 95%-level interval prediction of the year-to-year  
GDP indices (or rather, Lower 95.0% Limit and Upper 95.0% Limit), for the years 2018 and 2019, followed by:
•	 the root mean squared error (RMSE),
•	 the mean absolute error (MAE),
•	 the mean absolute percentage error (MAPE),
•	 the mean error (ME),
•	 the mean percentage error (MPE).

M1. Random Walk with Drift
Forecast model selected: Random Walk with Drift = –0.000935166

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0189166 2018 1.02206 0.984296 1.05983

MAE 0.0135242 2019 1.02113 0.967717 1.07454

MAPE 1.31152

ME –4.63974E-17

MPE –0.0146858

APPENDIX
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M2. Constant Mean
Forecast model selected: Constant Mean = 1.03188

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0222124 2018 1.03188 0.987221 1.07654

MAE 0.0181363 2019 1.03188 0.987221 1.07654

MAPE 1.75631

ME –3.31434E-16

MPE –0.0456116

M3. Linear Trend
Forecast model selected: Linear Trend = 1.0591 – 0.000788999 · t 

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0159303 2018 1.00466 0.971913 1.03741

MAE 0.0118108 2019 1.00387 0.971083 1.03666

MAPE 1.14736

ME –2.36739E-16

MPE –0.023199

M4. Quadratic Trend
Forecast model selected: Quadratic Trend = 1.06239 – 0.0010706 · t + 0.00000408112 · t2 

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0159879 2018 1.00795 0.973848 1.04205

MAE 0.0117821 2019 1.00744 0.973088 1.04180

MAPE 1.14392

ME –2.72658E-16

MPE –0.0230321

M5. Exponential Trend
Forecast model selected: Exponential Trend = e(0.0574661–0.000762605·t)

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0159219 2018 1.00486 0.973425 1.03731*

MAE 0.0118242 2019 1.00409 0.972644 1.03656*

MAPE 1.14847

ME 0.000119753

MPE –0.011639

* = the minimum value among Upper 95.0% Limit values of all 22 models

M6. S-Curve Trend = exp (0.0263113 + 0.0685776 / t)

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0200434 2018 1.02768 0.988234 1.06870

MAE 0.0161746 2019 1.02767 0.988219 1.06869

MAPE 1.56663

ME 0.000188524

MPE –0.0183384
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M7. Simple Moving Average of three terms
Forecast model selected: Simple Moving Average of three terms

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0170942 2018 1.01504 0.976356 1.05373

MAE 0.0129897 2019 1.01504 0.976356 1.05373

MAPE 1.26549

ME –0.000988606

MPE –0.115514

M8. Simple Exponential Smoothing
Forecast model selected: Simple Exponential Smoothing with alpha = 0.2456

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0165784 2018 1.01318 0.980931 1.04544

MAE 0.0120414 2019 1.01318 0.979972 1.04640

MAPE 1.17237

ME –0.00259263

MPE –0.273068

M9. Brown's Linear Exp. Smoothing
Forecast model selected: Brown's Linear Exp. Smoothing with alpha = 0.1095

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0168608 2018 1.00960 0.976794 1.04240

MAE 0.0123323 2019 1.00911 0.975525 1.04269

MAPE 1.1999

ME –0.0014339

MPE –0.157938

M10. Holt's Linear Exp. Smoothing
Forecast model selected: Holt's Linear Exp. Smoothing with alpha = 0.1296 and beta = 0.0413

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0166783 2018 1.00785 0.975643 1.04005

MAE 0.0119991 2019 1.00722 0.974722 1.03972

MAPE 1.16662

ME –0.000206347

MPE –0.0420116

M11. Brown's Quadratic Exp. Smoothing 
Forecast model selected: Brown's Quadratic Exp. Smoothing with alpha = 0.0764

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.017078 2018 1.00915 0.975922 1.04237

MAE 0.0125613 2019 1.00865 0.974560 1.04273

MAPE 1.22117

ME 0.000030422

MPE –0.0152579
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M12. ARIMA (1, 0, 0)
Forecast model selected: ARIMA (1, 0, 0) with a constant. AR(1) = 0.671835; Constant = 0.338781

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0171491 2018 1.02607 0.991490 1.06065

MAE 0.01233 2019 1.02813 0.986473 1.06979

RMSE 0.0171491

ME –0.00059993

MPE –0.0837374

M13. ARIMA (0, 0, 1)
Forecast model selected: ARIMA (0, 0, 1) with a constant. MA(1) = –0.514135; Constant = 1.03217

RMSE 0.0187211 Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

MAE 0.0143691 2018 1.03120 0.993472** 1.06893

MAPE 1.39234 2019 1.03217 0.989743** 1.07459

ME –0.000302896

MPE –0.0638256

MPE –0.023199

** = the maximum value of the Lower 95.0% Limit among all 22 models

M14. ARIMA (1, 0, 1)
Forecast model selected: ARIMA (1, 0, 1) with a constant. 
AR(1) = 0.9447; MA(1) = 0.605663; Constant = 0.0573209

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0168699 2018 1.01816 0.984265 1.05206

MAE 0.0120234 2019 1.01918 0.983386 1.05497

MAPE 1.16948

ME –0.00177662

MPE –0.196771

M15. ARIMA (1, 1, 1)
Forecast model selected: ARIMA (1, 1, 1) with a constant.
AR(1) = 0.26381; MA(1) = 0.967834; Constant = –0.000579074

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0155851 2018 1.01001 0.978402 1.04162

MAE 0.0114333 2019 1.00601 0.973042 1.03897

MAPE 1.11316

ME –0.00149397

MPE –0.163421

M16. ARIMA (1, 1, 0) 
Forecast model selected: ARIMA (1, 1, 0) with a constant
AR(1) = –0.296046; Constant = –0.00117087

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0181952 2018 1.01828 0.981894 1.05466

MAE 0.0130038 2019 1.01850 0.974011 1.06300

MAPE 1.26397

ME –0.0000630604

MPE –0.0224724
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M17. ARIMA (0, 1, 1)
Forecast model selected: ARIMA (0, 1, 1) with a constant.
MA(1) = 0.975448; Constant = –0.000799191

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0160511 2018 1.00513 0.972545 1.03772

MAE 0.0116463 2019 1.00434 0.971736 1.03693

MAPE 1.13506

ME –0.00186452

MPE –0.200961

M18. ARIMA (2, 1, 1) – the best model
Forecast model selected: ARIMA (2, 1, 1).
AR(1) = 0.217349; AR(2) = –0.153627; MA(1) = 0.785371

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0161257 2018 1.01557 0.982584 1.04856

MAE 0.0116326 2019 1.01211 0.976179 1.04805

MAPE 1.13346

ME –0.0032293

MPE –0.332023

M19. ARIMA (1, 1, 2)
Forecast model selected: ARIMA (1, 1, 2) with a constant.
AR(1) = –0.167067; MA(1) = 0.501519; MA(2) = 0.458159; Constant = –0.000904754

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0155657 2018 1.01042 0.978757 1.04209

MAE 0.0115389 2019 1.00423 0.970864 1.03759

MAPE 1.12252

ME –0.00141871

MPE –0.156373

M20. ARIMA (2, 1, 2)
Forecast model selected: ARIMA (2, 1, 2) with a constant.
AR(1) = –0.166424; AR(2) = 0.0439958; MA(1) = 0.495085; MA(2) = 0.462624; Constant = –0.000867036

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.015673 2018 1.01067 0.978763 1.04258

MAE 0.0114815 2019 1.00499 0.971303 1.03867

MAPE 1.11703

ME –0.00130787

MPE –0.145634

M21. ARIMA (2, 1, 0) 
Forecast model selected: ARIMA (2, 1, 0) with a constant.
AR(1) = –0.404877; AR(2) = –0.336535; Constant = –0.0013624

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0172156 2018 1.01682 0.982146 1.05150

MAE 0.01284 2019 1.01392 0.973570 1.05428

MAPE 1.24743

ME –0.000187674

MPE –0.0350347
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M22. ARIMA (0, 1, 2)
Forecast model selected: ARIMA (0, 1, 2) with a constant. 
MA(1) = 0.610061; MA(2) = 0.351027; Constant = –0.000776596

Statistic Period Forecast Pn+i Lower 95.0% Limit Upper 95.0% Limit

RMSE 0.0154547 2018 1.01136 0.979949 1.04278

MAE 0.0115043 2019 1.00499 0.971277 1.03871

MAPE 1.11889

ME –0.00128165

MPE –0.142689

Source:	 <www.insee.fr>
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Selection of  the Optimal Way
of Linear Ordering of  Objects:
Case of Sustainable Development 
in EU Countries
Agnieszka Sompolska-Rzechuła1  | West Pomeranian University of Technology Szczecin, Szczecin, Poland

Abstract

The aim of the article was to assess selected methods of linear ordering of objects and choosing the optimal 
method. The measures based on different properties of the synthetic variable were selected for evaluation.  
The selection of the optimal linear ordering procedure is the last step in creating a synthetic variable  
and is often not included in the research. The analysis was based on data from the EUROSTAT database (2017) 
countries. The level of socio-economic development in the context of sustainable development for 28 European 
Union was adopted as the ordering countries. The paper proposes a comparison of results in various methods,  
e.g. due to the way of normalization of diagnostic features or type of methods (based on a pattern object  
or a non-pattern object). Out of all the selection methods for this study, the TOPSIS methods based on zero 
unitarization proved to be the optimal.

INTRODUCTION
The methods of ordering objects make possible to determine the order of objects depending on the degree 
of intensity of specific features. Linear ordering methods are included among the ordering methods. 
Linear ordering is based on a feature called synthetic, but objects are multidimensional. A synthetic 
feature aggregates partial information contained in simple features that make up the evaluation criterion 
(Wysocki, 2010). The first proposal for a synthetic variable was presented by Hellwig (1968). 

Among others, Hartigan (1975), Pluta (1977), Hwang and Yoon (1981), Anderson (1984), Seber 
(1984), Morrison (1990), Grabiński (1992), Chen (2000), Kukuła (2000) had a significant share  
in the development of these methods.

The idea of linear ordering of multidimensional objects is based on the concept of ordering binary 
relations (reflexive, non-symmetrical, transitive and coherent). The axioms of this relation show  
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that it is possible to state which of any two objects of the set is the first (better) and which is the second 
(worse), as well as whether they are identical (Bąk, 2015). The subject of linear ordering can be objects such 
as countries, enterprises, products or people. With many methods of linear ordering of objects available, 
it is not always clear which procedure to choose. The quality assessment of linear ordering procedures  
is the last step in creating a synthetic variable. In the literature on the subject, one can find mainly works 
whose final result is the ranking of objects without assessing the optimality of the results obtained. 

The issue of choosing the optimal method of linear object ordering was taken up in the works Bąk 
(2015, 2018), and Sompolska-Rzechuła (2020). In the latter, an evaluation of selected methods of linear 
ordering was proposed, adopting various methods of normalizing diagnostic features and one method  
of aggregating variables. However, this work is a continuation and extension of research on the selection  
of final results obtained with the methods of linear ordering of objects, because both the methods based  
on a pattern object and a non-pattern object were used. Moreover, the measures of correctness of the linear 
ordering procedures from each group of measures presented in Table 1 were used and some modifications 
to the measures of correctness of the linear ordering procedures have been proposed. Both articles used 
data from the EUROSTAT database (2017) for 28 European Union countries. The information is pertaining 
to the level of socio-economic development in the context of sustainable development.

The level of socio-economic development was adopted as the criterion for ordering countries, 
which was presented with the use of indicators reflecting the concept of sustainable development. 
Sustainable development is implemented in three dimensions: economic, social and ecological and is based  
on the pursuit of the best economic result while respecting the natural environment and social development. 
It is therefore a social and economic development that ensures that the needs of modern society are met 
without hindering future generations from meeting their needs. The 3 × P abbreviation is often presented, 
planet, people, with profit at the very end. This order suggests an emphasis put above all on preserving 
Earth’s resources, not threatening the environment, and the profit is seen only at the very end (Latoszek, 
2016). Therefore, the essence of the concept of sustainable and permanent development is to meet the needs  
of present generation without reducing the chances of future generation to meet them. This definition was 
included in the 1987 report of the World Commission on the Environment and Development entitled: 
Our Common Future (United Nations General Assembly, 1987). Although there are many definitions, 
the most commonly used definition of sustainable development is the one proposed by the Brundtland 
Commission: “Sustainable development is development that meets the needs of the present without 
compromising the ability of future generation to meet their own needs” (Cerin, 2006). The concept  
of sustainable development was designed in the 1980s and is one of the most important contemporary 
concepts for economic development.

1	RESEARCH METHODOLOGY
Linear ordering methods are used to evaluate multi-feature objects (e.g. countries) allowing them  
to be ranked, according to a specific general criterion, from “best” to “worst”. This criterion is treated  
as a property of the examined objects and is a complex phenomenon. Socio-economic research very 
often examined phenomena that are not directly measured. Sets of diagnostic features are used then, 
measured on various measuring scales. Linear ordering of objects is obtained on the basis of a feature called 
aggregate or synthetic, which is created by aggregating the initial features describing the tested objects.

The synthetic feature creation procedure is a multi-step process and includes (Wysocki, 2010; 
Sompolska-Rzechuła, 2020):

1)	 gathering preliminary information about potential diagnostic variables; 
2)	 selecting of diagnostic variables;
3)	 determining the type of variables: stimulant, destimulant or nominant;
4)	 normalising of diagnostic variables using the selected normalizing method;
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5)	 assigning weights to standardized features;
6)	 calculating values of the aggregation of features, i.e. creating a synthetic variable;
7)	 construction of the linear ordering of facilities due to the level of the complex phenomenon  

in question;
8)	 quality assessment of rankings using partial quality assessment criteria and aggregate measures 

were calculated.
The first step in creating a synthetic feature is to establish a set of diagnostic features. There are two 

approaches to this issue – non-statistical (theoretical) and statistical (Wysocki, 2010). The substantive 
approach is based on the qualitative assessment of the studied phenomenon, taking into account 
economic knowledge and theory. The statistical approach is designed to limit the set of diagnostic 
features and exclude those features that do not fully characterize the examined objects in terms  
of the adopted criterion. Analysis of variability and correlations between features is often used. Another 
condition that diagnostic features should meet is the lack of correlation between features. Therefore, from  
the set of potential features, features strongly correlated with others should be eliminated, because they 
are a carrier of similar information. In the literature on the subject, you can find many methods used  
in the selection of features. These include methods based on, e.g., the analysis of correlation 
coefficients between features. One of these methods is the procedure proposed by Hellwig and known  
as the parametric method of feature selection. A detailed description of this method can be found, 
e.g. in the works by (Wysocki, 2010, pp. 146–147), and (Sompolska-Rzechuła, 2018, pp. 74–76).  
The algorithm of the parametric Hellwig method is as follows:

1.	 Calculating the correlation matrix R of k variables. 
2.	 Determining the threshold value of the correlation coefficient (r*) e.g. based on the formula:

r* = min max |rij| i, j = 1, …, k, 	                                          � (1)
	 i	 j

where: rij – Pearson linear correlation coefficients between features, k – number of features. The threshold 
value of the coefficient can also be taken arbitrarily, often as r* = 0.5.

3.	 Calculating the sum of the absolute values of the correlation coefficients for each column  
of the matrix R:

	                                          � (2)
 
4.	 Determining the column number (m), for which the sum Rj is the largest:

Rm = max {Rj}. 	                                          � (3)
	 j

5.	 Classification of variables: the variable with the number (k) is the central variable, and the variables 
for which |rik| < r* are satellite variables (they form a cluster of highly correlated variables, thus 
causing information redundancy).

6.	 Removing rows and columns from the matrix R corresponding to satellite variables  
and the column corresponding to the central variable. 

7.	 The procedure is repeated until the set of variables is exhausted.
8.	 Variables that are not in any cluster are isolated variables (they form one-element clusters).
9.	 Central and isolated variables are included in the analysis (satellite variables are discarded).
The set of diagnostic features is the basis for further analysis, in which the nature of the features 

should be determined, i.e. stimulants, destimulants and nominants should be distinguished. 
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After recognizing the nature of the features, they must be transformed; most often destimulants are 
converted into stimulants by means of difference or quotient transformations.

The concept of stimulants and destimulants was introduced by Hellwig (1968).
The stimulant means a feature which higher value indicates a better condition of the object in a given 

context. Thus, the maximum value of the stimulant is considered the most favourable, and the minimum 
– the least favourable for the examined objects. While the destimulant is a feature which lower values 
mean a better situation of the object in a given respect. Therefore, the maximum value of destimulants  
is considered the least favourable, and the lowest – the most favourable for the examined objects. While 
the neutral variable is characterized by the existence of an optimal value (for this reason sometimes called 
a nominal value), below which such a variable has the character of a stimulant (and therefore larger values 
are more favourable), and above the destimulant (which means that after exceeding the optimal value,  
a further increase in the value of the feature becomes unfavourable) or the other way round. Neutral variables 
are often overlooked in empirical studies due to difficulties in establishing nominal values. If it is difficult  
to determine the nature of the characteristics, specific substantive criteria or correlation analysis should  
be used. It is also possible to evaluate the nature of the features after determining the value of the synthetic 
feature, then stimulants should be positively correlated with the synthetic feature and destimulants – negatively. 

The next stage of building the synthetic feature is the normalization of features. It leads to deprivation 
of physical units of measurement results and unification of orders of magnitude. The literature contains 
many proposals for these methods and discussions on the criteria for their selection. The rest of the work 
will present those normalizing formulas that relate to stimulus traits.

The following standardizing formulas have been used in this work (Kukuła, 2000):
•	 zero unitarization:

	                                          � (4)
 

•	 quotient transformation:

	                                          � (5)
 

where: zij – standardized value of the j-th feature (j = 1, 2, …, k) for the i-th object (i = 1, 2, …, n),  
n – number of object.

In the zero unitarization method, a constant pattern point is assumed – the range of the normalized 
variable. The use of this method makes the range of the normalized feature constant and amounts  
to one. The normalized feature assumes values in the range [0,1]. Moreover, this method makes possible 
to normalize the features taking positive, negative and zero values. 

In the next step of creating a linear ordering of objects, the values of the synthetic feature are determined. 
There are many methods of constructing a synthetic development measure that can be divided into 
non-pattern and pattern (Grabiński, 1992). The main difference between the pattern and non-pattern 
methods lies in the fact that in pattern methods the basis of analyses takes on the form of a concept  
of a development pattern, which is understood as a certain artificially constructed object, characterized 
by some optimal properties expressed in properly defined values of diagnostic features. 

A non-pattern object methods rely on the operation of averaging the values of standard features 
(Wysocki, 2010):

	                                          � (6)
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where: μi – the value of the synthetic feature for the i-th object. 
The idea of pattern methods of aggregation of features is to determine the distance of individual 

objects from a certain pattern object. Among the pattern methods, the method proposed by Hellwig 
(1968) deserves attention. It is based on standardized values of diagnostic features  X1, X2, …, Xk which 
are treated as equally important. The Euclidean distances of each object are calculated from the pattern 
according to the formula:

	                                         � (7)
 

where: z0k = max {zik} – standardized value of the k-th feature for the pattern object, n – number  
	 i  
of objects. In this paper zero unitarization method was used to standardize variables.

Based on the di value, the relative taxonomic measure of development is constructed, defined  
as (Nowak, 1990):

                                         � (8)
 

where: 

wherein: 

The synthetic Hellwig development measure almost always takes values from [0,l]. The smaller  
the difference of the μi measure from one, the less the level of object development differs from  
the level of object development recognized as the standard. The synthetic measure of development  
is a resultant of all the features characterizing the examined objects, it allows to determine the “average” level  
of the value of the features achieved at some time.

The linear ordering method using the pattern and non-pattern is the TOPSIS method (Technique  
for Order Preference by Similarity to an Ideal Solution; Hwang et Yoon, 1981). It consists in calculating  
the Euclidean distances of each assessed object from both the pattern and non-pattern of the development, 
which distinguishes it from the Hellwig method, which only takes into account the distance from  
the development pattern (Wysocki, 2010). The coordinates of the model units are set – development 
pattern and non-pattern. The values of the pattern (A+) and non-pattern of development (A–) are defined 
as (Wysocki, 2010):

A+ = (max(zi1), max(zi2), …, max(zik)) = (z1
+, z2

+, …, zk
+),                                      � (9)

 	 i	 i	 i

A– = (min(zi1), min(zi2), …, min(zik),) = (z1
–, z2

–, …, zk
–).                                      � (10)

 	 i	 i	 i

If zero unitarization is used as the normative formula, it is:

                                     � (11)

Calculating the Euclidean distances of each object from the pattern and non-pattern is made according 
to the formulas:

                                   � (12)
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While the value of the synthetic feature is determined as follows (Hwang and Yoon, 1981):

	                                          � (13)
 

wherein: 0 ≤ μi ≤ 1, i = 1, 2, …, n.
The smaller the distance of a given object from the development pattern, and thus greater than  

the development non-pattern, the closer the value of the synthetic feature.
The final stage in the construction of the synthetic variable is the assessment of the correctness  

of the procedure of linear ordering of objects. This stage is often overlooked in the analysis of the linear 
ordering of objects. Perhaps this is due to the lack of publicly available computer software capable  
of performing this type of analysis. Assessing the optimality of the procedure of linear ordering of objects 
is a time consuming and quite complicated issue.

In the final stage, measures are used to characterize the effectiveness of individual methods for 
determining synthetic variables. These measures can be divided into five groups, each of which includes 
measures related to different properties of synthetic variables (Grabiński et al., 1989; Bąk, 2018; Sompolska-
Rzechuła, 2020): 

1)	 mapping compatibility (m1 – m3), 
2)	 linear correlation of the synthetic variable with diagnostic variables (m4 – m5), 
3)	 rank correlation of the synthetic variable with diagnostic variables (m6 – m8), 
4)	 variability and concentration of the synthetic variable (m9 – m10),
5)	 taxonomic distance of the synthetic variable from the original variable (m11 – m12). 

The optimality measures for linear ordering procedures are shown in Table 1.

Table 1	 The optimality measures for linear ordering procedures

 Group of measures Measure Comments

(1)

 – average distance between the i-th and j-th object 
in the k-dimensional space of diagnostic variables,

dij – distance between the i-th and j-th object  
in the one-dimensional space  

of the synthetic variable,
n – number of objects

(2)

rqxj – correlation coefficient between the j-th 
diagnostic variable and synthetic variable,

k – number of features and

lj 0 1 2 3

rqxj 
max 1.0 0.5 0.0 –0.5

min 0.5 0.0 –0.5 –1.0

(3)

ρqxj – Spearman’s rank correlation coefficient between 
the j-th diagnostic variable and the synthetic variable,

xij. – rank of the i-th object due to the j-th primary 
variable,

qi. – rank of the i-th object due to synthetic variable,
l = n2 for n even and
l = n2 – 1 for odd n
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In this paper, some modifications were made that relate to the determination of the value   
as distance between the i-th and j-th object in the k-dimensional space of diagnostic variables, 
compared to the information contained in (Grabiński et al., 1989, pp. 122–123). The calculations include  
the values of diagnostic variables after normalization (zero unitarization). The distance  was determined  
as the average distance in the k-dimensional space. The introduced modifications made it possible  
to obtain comparable values of  and dij and partial measures ml. In this paper was made some modification 
of measure m9 too. Grabiński et al. (1989) introduced a "minus" sign for the measure m9. In this paper,  
the value of the measure m9 was calculated without the "minus" sign. It was assumed that the lower value 
of the measure m9 indicates a lower diversity of objects in terms of the phenomenon under consideration.

The following measures from individual groups were used in this study: m1, m4, m6, m9 and m11.
The aggregation of partial measures was performed according to the following formula (Bąk, 2015):

                                        � (14)
 

where: Mq – aggregate measure, ml – partial measure (l = 1, …, g), g – number of partial measures.

2 RESULTS AND DISCUSSION
To achieve the goal, data from the EUROSTAT database (2017) for 28 European Union countries  
was used (Sompolska-Rzechuła, 2020):

X1 – live births per 1 000 population,
X2 – deaths per 1 000 population,
X3 – infant deaths rate per 1 000 population,
X4 – natural increase per 1 000 population,
X5 – age dependency (population aged 0–14 and 65 and more per 100 persons aged 15–64),
X6 – activity rate in %,
X7 – employment rate in %,
X8 – unemployment rate in %,
X9 – at-risk-of poverty rate in %,
X10 – severely materially deprived people in %,
X11 – GDP per capita in thous euro,
X12 – investment rate in %,
X13 – industrial production (2015 = 100),
X14 – obtaining primary energy per 1 000 inhabitants from renewable energy sources (in tone),
X15 – final energy consumption per capita (in thous. kgoe),

Table 1 		  (continuation)

 Group of measures Measure Comments

(4)

 and sμ – mean and standard deviation  
of the synthetic variable,

, s∆ – mean and standard deviation for:
∆i = i – i–1 (i = 1, …, n – 1)

i – ordered non-descending values of the synthetic 
variable

(5)

xij
' – standardized value of j-th primary variable  

for i-th object,
μi

' – standardized value of the synthetic variable  
for i-th object

Source:	 Own elaboration based on Grabiński et al. (1989)
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X16 – share of high-tech exports in total exports in %,
X17 – net current account balance in % of GDP.
The parametric Hellwig method was used to eliminate strongly correlated features and the final set  

of diagnostic features was obtained, taking into account: X8, X10, X12, X14, X16, X17.
Table 2 presents the values of the basic descriptive parameters of the features finally adopted for the study. 

All features are characterized by strong or very strong volatility, in addition, X8, X10 and X14  
are characterized by strong right-sided asymmetry. 

In 2016, the lowest unemployment rate was recorded in the Czech Republic and the highest  
– in Greece. In many countries (Belgium, Cyprus, Finland, Spain, France, Croatia, Ireland, Italy, Lithuania, 
Latvia, Portugal, Slovenia and Slovakia), the unemployment rate was higher than 7.70%, i.e. the median. 
However, in countries such as: Austria, Bulgaria, Germany, Denmark, Estonia, Hungary, Luxembourg, 
Malta, Netherlands, Poland, Romania, Sweden and United Kingdom the unemployment rate in 2016  
did not exceed the median value. 

The highest level of the deeper material deprivation rate was recorded in Bulgaria (31.9%),  
and the lowest – in Sweden (0.7%). In addition, the value of this indicator higher than the median was 
observed in Cyprus, Spain, Ireland, Hungary, Greece, Croatia, Italy, Lithuania, Latvia, Poland, Portugal, 
Romania and Slovakia. In countries such as: the Czech Republic, Germany, Denmark, Estonia, Finland, 
France, Luxembourg, Malta, Netherlands, Sweden, Slovenia and United Kingdom level of the deeper 
material deprivation rate was lower as median (5.7%).

The greatest diversity of countries is due to the current account balance as a percentage of GDP. Some 
countries, such as Belgium Cyprus, Greece, Finland, France, Lithuania, Poland, Romania, Slovakia  
and the United Kingdom recorded a negative balance in 2016. In Cyprus, the balance was the lowest  
and amounted to –5.3%. The highest positive balance of 8.4% was recorded in the Netherlands. 

The average investment rate for the 28 EU countries amounted to 20.01% in 2016. In eleven countries, 
the investment rate above the average value was observed, and in Ireland its level was the highest  
and amounted to 29.30%. However, the lowest value (11.40%) occurred in Greece. 

Malta (24.2%) has the highest percentage of high technology exports in total exports, while Portugal 
has the lowest – 3.8%. In addition, countries such as Austria, Cyprus, the Czech Republic, Germany, 
Estonia, France, Hungary, Luxembourg, the Netherlands, Sweden and the United Kingdom recorded  
a percentage of high technology exports in total exports above the average.

The non-pattern and pattern methods were used for comparison of the results of the linear ordering 
of European Union countries by socio-economic situation in 2016. In case of non-pattern methods, 

Table 2	 Summary statistics

Statistics
Variables

X8 X10 X12 X14 X16 X17

Mean 8.65 8.93 20.01 0.53 12.26 2.16

Median 7.70 5.65 19.85 0.37 10.50 1.85

Minimum 4.00 0.70 11.40 0.04 3.80 –5.30

Maximum 23.60 31.90 29.30 1.92 24.20 8.40

Standard deviation 4.48 7.44 3.45 0.47 6.18 3.74

Variation coefficient (%) 51.82 83.35 17.22 87.91 50.43 172.76

Skewness coefficient 1.94 1.56 0.19 1.85 0.46 0.07

Source:	 Own elaboration based on Eurostat (2017)
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they were based on the zero unitarization to standardize variables and quotient transformation with  
an arithmetic mean. While in the analysis using standard methods at the stage of feature standardization, 
for the Hellwig and TOPSIS methods – the zero unitarization was used. The features: X8 and X10 were 
recognized as destimulants and they were transformed into stimulants by means of quotient transformation 
as the inverse of the feature's value. 

Table 3 presents the results of the linear ordering of EU countries by socio-economic situation in 2016.

Table 3	 Results of the linear ordering of EU countries by socio-economic situation in 2016

Country

Method

a non-pattern object based on a pattern object

zero unitarization (1) quotient 
transformation (2) Hellwig (3) TOPSIS (4)

Austria (AT) 7 7 2 7

Belgium (BE) 17 20 16 17

Bulgaria (BG) 20 15 23 19

Croatia (HR) 21 17 22 21

Cyprus (CY) 26 28 27 22

Czech Republic (CZ) 6 13 7 6

Denmark (DK) 10 5 9 10

Estonia (EE) 8 8 3 8

Finland (FI) 11 9 11 11

France (FR) 13 16 13 13

Germany (DE) 3 3 4 3

Greece (EL) 28 27 28 28

Hungary (HU) 12 12 12 12

Ireland (IE) 4 10 10 4

Italy (IT) 24 18 24 26

Latvia (LV) 15 14 14 16

Lithuania (LT) 23 23 21 24

Luxembourg (LU) 9 6 8 9

Malta (MT) 2 4 6 2

Netherlands (NL) 5 2 5 5

Poland (PL) 19 21 18 20

Portugal (PT) 27 22 26 27

Romania (RO) 18 26 19 18

Slovakia (SK) 22 24 20 23

Slovenia (SI) 14 11 15 15

Spain (ES) 25 19 25 25

Sweden (SE) 1 1 1 1

United Kingdom (UK) 16 25 17 14

Source:	 Own elaboration based on Eurostat (2017)
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Table 4 presents the evaluation of order compliance with selected methods measured by the Kendall 
rank correlation coefficient (1948, p. 82).

Assessment of order compliance with selected methods, measured by Kendall rank correlation 
coefficient, indicates the existence of significant links between country positions. The strongest correlation 
was observed between orders made using the non-pattern with zero unitarization and TOPSIS methods, 
which were obtained on the basis of zero unitarization and between the non-pattern method with Hellwig 
method. While the weakest relationship occurs between the results according to the following methods: 
non-pattern using the quotient transformation with the arithmetic mean and the pattern Hellwig method 
and TOPSIS based on zero unitarization.

When analysing the position occupied by individual countries, it can be seen that some countries took 
the same or similar position in individual orders, e.g. Austria, Estonia, France, Germany or Hungary. 
While in case of Bulgaria, Denmark or Ireland one can notice differences in the positions occupied  
in the obtained orders. The question arises, the results of which ordering should be adopted as optimal? 
In response to this question, help is provided by partial measures of the optimality of linear ordering 
procedures and the aggregate measure determined on their basis, the values of which for individual 
procedures are presented in Table 5.

The optimality assessment of the linear ordering procedures can be performed using the following 
methods by comparing the results obtained with:

•	 all methods, 
•	 a pattern object or a non-pattern object,

Table 4	 Values of the Kendall rank correlation coefficients according to individual methods 

Table 5	 Values of the aggregate measure of optimality of procedures for linear ordering of EU countries in terms 
of socio-economic situation 

Method (1) (2) (3) (4)

(1) 1.000 0.688 0.868 0.958

(2) 0.688 1.000 0.683 0.656

(3) 0.868 0.683 1.000 0.825

(4) 0.958 0.656 0.825 1.000

Source:	 Own elaboration based on Table 3

Measure

Method

a non-pattern object based 
on zero unitarization (1)

a non-pattern object 
based on quotient 
transformation (2)

Hellwig based on zero 
unitarization (3)

TOPSIS method with zero 
unitarization (4)

Mq 0.860 1.101 0.925 0.729

m1 0.331 0.157 0.238 0.204

m4 0.463 0.641 0.411 0.405

m6 0.435 0.467 0.578 0.431

m9 0.379 0.514 0.500 0.304

m11 0.288 0.542 0.212 0.220

Source:	 Own elaboration based on Eurostat (2017)



ANALYSES

34

•	 methods based on the same way of standardizing features.
In assessing the optimality of linear ordering procedures, the criteria characterized in the chapter 

devoted to the research method were taken into account, i.e. mapping compatibility, linear and rank 
correlation of the synthetic variable with diagnostic variables, and variability of the synthetic variable 
and taxonomic distance of the synthetic variable from the original variable.

Taking into account the results of all methods, the most correct way of linear ordering of objects 
is to order EU countries obtained using the TOPSIS method based on zero unitarization (4). Also  
the results of this method are “better” compared to the results obtained according to Hellwig pattern 
method based on zero unitarization (3). The ordering obtained according to non-pattern method based 
on zero unitarization (1) gave more correct results compared to the ordering using non-pattern method 
based on quotient transformation (2). 

Of the methods based on zero unitarization, the results obtained using the TOPSIS method (4)  
and then method non-pattern (1) were the most correct. 

Taking into account the information obtained on the basis of the results included in Table 5, including 
the above-mentioned criteria, the results obtained using the TOPSIS method based on zero unitarization 
as the normative formula were considered the most correct synthetic variable (4). 

In this order, Sweden came first, followed by Malta and Germany. The last place was occupied  
by Greece, Italy and Portugal occupied only slightly better places. 

Sweden obtained its first place due to the favourable values of many features adopted in the study.  
The unemployment rate was 6.6% (only in the Czech Republic a lower value was observed – 4%).  
The in-depth deprivation rate was lowermost – 0.7%. In addition, the value referring to obtaining primary 
energy from renewable energy sources (thousand tonnes) per 1 000 inhabitants was at a high level.  
In 2016, Germany recorded a positive balance of the current balance of payments account in % GDP.

Greece occupied the last place in the linear ordering of countries, with the highest unemployment rate 
(23.6%) and the lowest investment rate (11.4%), a high deep deprivation rate of 22.2%, which is almost 
two and a half times higher than the average for all countries. Primary energy extraction from renewable 
energy sources (thousand tonnes) per 1 000 inhabitants was in Greece at one of the lower levels (18.95)  
and constituted only 16% of the highest value of this indicator, which concerned Austria. The share of exports 
of high technology products in total exports was also very low, at 4.6% with a maximum value of 24.2%  
for Malta. A negative value was recorded for the current account balance of payments in % GDP of – 0.6%. 

CONCLUSION
The paper presents the results of a comparative analysis of four methods of linear ordering and two 
methods of variable standardization (quotient transformation and zero unitarization). The study was 
conducted on the basis of data on 28 European Union countries due to the level of socio-economic 
development in the context of sustainable development. The paper proposes a comparison of the results 
obtained in various methods concerning, e.g. the method of normalizing diagnostic features, the type 
of methods (based on a pattern object or a non-pattern object) and including all procedures. The assess 
of selected methods of linear ordering and selection of the optimal method was carried out on the basis 
of measures of correctness of the procedures of linear ordering of objects. Measures based on different 
properties of the synthetic variable were used in this paper. Some modifications of the measures were 
proposed regarding the measures of the mapping compliance and variability of the synthetic variable.  
The least correct procedure of linear ordering of objects among the methods selected for the study was 
non-pattern method based on quotient transformation. Comparing the results of two non-pattern methods 
based on different methods of standardization, the results obtained with the use of zero unitarization 
proved to be better. Taking into account all methods, the TOPSIS method with zero unitarization proved 
to be the most correct.
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Environmental Kuznets Curve
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Abstract

This paper examines the carbon dioxide (CO2) Environmental Kuznets curve (EKC) hypothesis of a balanced 
panel of 50 middle-income countries over the period 1996–2013 using a dynamic spatial panel data model with 
country and time-period fixed effects. Using a Bayesian comparison approach, we systematically searched for 
the most suitable spatial weights matrix describing the spatial arrangement of the countries in the sample. We 
found substantial spatial dependence effect in CO2 emissions across the sample of middle-income countries, 
highlighting the influence these countries exert on their neighbors. Besides, the empirical results showed that 
the relationship between economic growth and CO2 emissions shaped as an inverted-U trajectory. Furthermore, 
it has been found that trade openness and energy intensity are the main factors on slightly increasing CO2 
emissions, while the urbanization contributes to relative decrease in CO2 emissions. 

INTRODUCTION
Over the three last decades, global warming, and particularly increasing temperatures, have a significant 
deep impact on economic productivity (Burke et al., 2015). Indeed, economic production has warmed 
the earth by releasing mass emissions of greenhouse gas in the atmosphere. In particular, the ever-
increasing global emissions of CO2 appear to be aggravating this issue. Accordingly, both the global 
environmental change and sustainable development become the critical challenge for human beings 
today (Roy Chowdhury and Moran, 2012). Exploring the potential relationship between economic growth  
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and environmental degradation is also becoming a necessity in order to provide policy recommendations 
for taking a sustainable development trend in countries.

To explore the way of sustainable development, Grossman and Krueger (1991 and 1995) put forward 
the EKC theory to depict the relationship between economic growth and environmental degradation. 
Different econometric methodologies3 have been used to investigate the CO2 EKC hypothesis in different 
countries and regions. However, mixed empirical results are reported (Richmond and Kaufmann, 2006; 
Aldy, 2006; Galeotti et al., 2006; Kaika and Zervas, 2013a, 2013b, among others). Scholars have shown that  
the formulation of the EKC hypothesized multiple shaped EKC such as U, inverted-U, N, etc. For instance, 
Grossman and Krueger (1991) pointed out that economic growth can improve environmental quality after 
an economy has reached an adequate level of development. Furthermore, there were pieces of evidence 
that the testing results depended on the specific econometric models (Roy Chowdhury and Moran, 2012).

The mixed results further confirm that studies based on traditional cross-sectional panel data  
or time series techniques would provide incorrect inferences because of ignoring the spatial correlations 
dimension. Compared with traditional econometric methods, the spatial econometric techniques can  
be used to explore whether the local regional economic performances depend on the neighbors or not. 
While conventional econometric approaches have been used in most EKC studies, there is little evidence 
in the context of the nexus between economic growth and CO2 emissions using spatial econometric 
techniques (Zhao et al., 2014; Kang et al., 2016; Meng et al., 2017; Meng and Huang, 2018; You and Lv, 2018).

As acknowledged by LeSage and Pace (2009), ignoring spatial dependence would lead to biased 
estimated parameters. Besides, Roy Chowdhury and Moran (2012) argued that spatial effects represent  
an important factor influencing the impact of economic growth on CO2 emissions since several 
environmental problems, including CO2 emissions, are inherently spatial. Furthermore, Anselin (2001) 
argues that spatial units (countries, states, counties, provinces, cities, etc.) can interact strongly with 
one another via channels such as trade, technological spillover, capital inflow, and common political, 
economic, and environmental policies. Recent research suggests that the closer the two countries are  
in terms of geographic distance, the more likely the economic activities and environmental degradation 
within each country will affect one another (You and Lv, 2018). In other words, economic growth  
and CO2 emissions across countries are not independent. If such dependencies are not considered, some 
bias will be produced when estimating the EKC. As argued by Elhorst (2010a, 2010b), spatial econometric 
techniques provide ways to test and accommodate many forms of dependence among observations.

This study contributes to the empirical literature in several ways. First, it offers a more rigorous 
examination of the relationship between CO2 emissions and economic growth for middle-income countries. 
The influence factors of CO2 emissions are not only per capita real income but also other social, economic 
and industrial variables such as trade openness, urbanization, energy intensity and population which will 
be incorporated in the economic model to improve the accuracy of EKC fitting. Second, this paper uses 
the recently developed dynamic spatial panel models with controls for spatial and time-specific effects  
in order to capture the spatial interactions between explanatory variables and CO2 emissions focusing  
on the middle-income countries. Specifically, this study seeks to explore the CO2 emissions Kuznets 
curve in middle-income countries, and a comparative analysis between the non-spatial panel data model  
and the dynamic spatial panel data model is conducted to validate the spatial spillovers effects of variables  
in order to provide more rigorous references for policymakers. Third, using a Bayesian comparison approach 
developed by LeSage (2014, 2015), this study tests and compares simultaneously four frequently used 
dynamic spatial panel data models and twelve spatial weight matrices describing the mutual relationships 
among the middle-income countries, all within a common framework, which helps clarify the impact  
of neighboring countries on CO2 emissions.

3	�	 A large strand of empirical literature is summarized in Table 1.
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The remainder of this paper is organized as follows. Section 1 outlines the theoretical framework  
of the empirical model specification, the conventional spatial autocorrelation measures and the methodology 
of dynamic spatial panel data models. Section 2 provides a description of the data. Section 3 is devoted  
to the empirical estimation results and discussions. Final section concludes this paper and provides some 
policy suggestions.

Table 1 Summary of previous EKC studies on CO2 emissions

Authors Time period Regions Econometric 
methodology Shaped EKC

Holtz-Eakin and Selden 
(1995) 1951–1986 130 countries panel data no EKC relationship

Carson et al. (1997) 1990 US states cross-sectional 
data inverted-U-shaped relationship

Roberts and Grimes 
(1997) 1962–1991 low-medium-high income 

countries time series

inverted-U-shaped relationship  
for rich countries 

no EKC relationship for low/medium 
income countries

Lim (1997) 1980s 
onwards South Korea time series no EKC relationship

Moomaw and Unruh 
(1997) 1950–1992 16 industrial OECD countries panel data N-shaped relationship

Schmalensee et al. (1998) 1950-1990 141 countries panel data inverted-U-shaped relationship

De Bruyn et al. (1998) 1960–1993 
intervals

Netherlands, W. Germany, 
UK, USA time series no EKC relationship

Galeotti and Lanza (1999) 1970–1996 110 countries panel data inverted-U-shaped relationship

Agras and Chapman 
(1999) various years 34 countries panel data no EKC relationship

Perrings and Ansuategi 
(2000) 1990 114 countries panel data no EKC relationship

Lindmark (2002) 1870–1997 Sweden time series inverted-U-shaped relationship

Friedl and Getzner (2003) 1960–1999 Austria time series N-shaped relationship

Cole (2004) 1980–1997 21 countries panel data inverted-U-shaped relationship

Dijkgraaf and Vollebergh 
(2005) 1960–1997 OECD countries panel data inverted-U-shaped relationship

Aldy (2005) 1960–1999 US states panel data
inverted-U-shaped relationship  

in few states
no EKC relationship (consumption model)

Azomahou et al. (2006) 1960–1996 100 countries panel data no EKC relationship

Richmond and Kaufmann 
(2006) 1973–1997 36 countries panel data no EKC relationship

Lantz and Feng (2006) 1970–2000 5 Canadian regions panel data no EKC relationship

Kunnas and Myllyntaous 
(2007) 1800–2003 Finland time series no EKC relationship

Coondoo and Dinda 
(2008) 1960–1990 88 countries panel data

inverted-U-shaped relationship  
for Europe

no EKC relationship for whole

Lee et al. (2009) 1960–2000 89 countries panel data

N-shaped relationship  
for the whole panel

inverted-U-shaped relationship 
in middle-income, American and 

European countries

Aslanidis and Iranzo 
(2009) 1971–1997 77 Non-OECD countries panel data no EKC relationship
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Table 1 		  (continuation)

Authors Time period Regions Econometric 
methodology Shaped EKC

Dutt (2009) 1960–2002 124 countries panel data
no EKC relationship (1960-1980)
Inverted-U-shaped relationship 

(1984-2002)

Halicioglu (2009) 1960–2005 Turkey time series no EKC relationship

Jalil and Mahmud (2009) 1971–2005 China time series inverted-U-shaped relationship 

Aslanidis and Iranzo (2009) 1971–1997 non-OECD countries panel data no EKC relationship

Narayan and Narayan 
(2010) 1980–2004 43 developing countries panel data  

and time series

inverted-U-shaped relationship 
 in 15 countries (time series)

inverted-U-shaped relationship  
in Middle Eastern and South Asian 

countries (panel data)

Acaravci and Ozturk 
(2010) 1960–2005 19 European countries time series inverted-U-shaped relationship  

in 2 countries

Iwata et al. (2011) 1960–2003 28 countries (17 OECD,  
11 non-OECD countries) panel data no EKC relationship

Wang et al. (2011) 1995–2007 28 China's provinces panel data U-shaped relationship

Jaunky (2011) 1980–2005 36 high-income countries panel data
inverted-U-shaped relationship  

in 5 countries
no EKC relationship for whole panel

Fosten et al. (2012) 1830–2003 United Kingdom time series inverted-U-shaped relationship

Esteve and Tamarit (2012) 1857–2007 Spain time series inverted-U-shaped relationship

Du et al. (2012) 1995–2009 29 China's provinces panel data no EKC relationship

Ahmed and Long (2012) 1971–2008 Pakistan time series inverted-U-shaped relationship

Saboori et al. (2012) 1980–2009 Malaysia time series inverted-U-shaped relationship

Saboori and Sulaiman (2013) 1980–2009 Malaysia time series no EKC relationship

Ozturk and Acaravci (2013) 1960–2007 Turkey time series inverted-U-shaped relationship

Burnett et al. (2013) 1970–2009 48 US states spatial panel data inverted-U-shaped relationship

Onafowora and Owoye 
(2014) 1970–2010 8 countries time series

inverted-U-shaped relationship  
in two of the eight countries
N-shaped relationship in six  

of the eight countries

Shahbaz et al. (2014a) 1971–2010 Tunisia time series inverted-U-shaped relationship

Farhani and Ozturk (2015) 1971–2012 Tunisia time series no EKC relationship

Apergis and Ozturk (2015) 1990–2011 14 Asian countries panel data inverted-U-shaped relationship

Yin et al. (2015) 1999–2011 China (29 provinces) panel data inverted-U-shaped relationship

Wang et al. (2016b) 1995–2011 30 China's provinces spatial panel data N-shaped relationship

Kang et al. (2016) 1997–2012 30 China's provinces spatial panel data inverted-N-shaped relationship

Li et al. (2016) 1996–2012 28 China's provinces spatial panel data inverted-U-shaped relationship

Wang and Liu (2017a) 1992–2013 341 China's cities
panel data  

and dynamic 
panel data

inverted-U-shaped relationship

Meng and Huang (2018) 1995–2012 331 China's cities spatial panel data no EKC relationship

You and Lv (2018) 1985–2013 83 developed and 
developing countries spatial panel data inverted-U-shaped relationship

Source: Created by the authors
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1 THEORETICAL FRAMEWORK AND METHODOLOGY
1.1 EKC Hypothesis
Originally, EKC is an empirical hypothesis that characterizes an inversely U-shaped curve  
for the relationship between economic growth and environmental quality. Several indices of environmental 
quality degenerate with economic growth. As suggested by Grossman and Krueger (1995), the environment 
deterioration starts to decrease after reaching a threshold. Furthermore, Maddison (2006) pointed out that 
development may promote environmental quality as a result of economies of scale from pollution reduction, 
technological upgrade, industrial structure escalation, and public’s demand for a clean environment.  
In this paper, the considered model for the EKC is a polynomial function type that is expressed as follows: 

Yit = αi + β1Xit + β2Xit
2 + β3 Zit + εit ,� (1)

where Y stands for the indices of environmental degradation, while X refers to the economic growth level, 
usually measured by per capita Gross Domestic Product (GDP), and Z includes other influential factors 
for the environment. The polynomial function form of EKC offers to us an adequate tool to estimate  
the nonlinear relationship (if it exists) between economic growth and CO2 emission.

1.2 STIRPAT Model
In this paper, we use the STIRPAT model (Dietz and Rosa, 1997; York et al., 2003) as our theoretical 
foundation to test the existence of an EKC for CO2 emissions related to affluence. Ehrlich and Holdren 
(1971) first proposed the concept of IPAT (Influence, Population, Affluence, and Technology).  
The IPAT model relates environmental impact to population, affluence and technology. Nevertheless, this 
model is only an overly simplified function form and just indicates that the impact of human activities  
on the environment can fully be differentiated into population, affluence, and technology effects. 
Therefore, the IPAT model cannot estimate to what extent a specific factor affects the environment  
in such a framework, not to mention test any hypothesis. An additional limitation is that the IPAT model 
has been criticized as being primarily a mathematical equation which is not suitable for hypothesis testing, 
and also assuming a rigid proportionality between effects and factors.

To overcome these limitations, Dietz and Rosa (1997) proposed a stochastic version of IPAT, known 
as STIRPAT and later refined by York et al. (2003), expressed by the following equation:

Iit = α0Pit
α1Ait

α2Tit
α3 eit ,� (2)

where I denotes the environmental impact, P, A and T indicate human activities, i.e., respectively, 
population, affluence (per capita), and technological influences (per unit of economic activity). α0, α1, 
α2 and α3 are coefficients to be estimated and e denotes the random disturbance (the proportionality  
of IPAT model pre-assume α0 = α1 = α2 = α3 = 1). The subscript i refers to the ith country and vary across 
observations.

The regression form of the STIRPAT model for estimation and hypothesis testing is obtained  
by logarithmic transformation of the variables in Formula (2). In this case, the coefficients α1, α2,  
and α3 stand for the Ecological Elasticity (EE) which measures the sensitivity of environmental impacts  
to a change occurring in a driving force. It is defined as the proportion of change in environmental impacts 
due to its significant determinants. Using natural logarithms, the STRIPAT model can be converted  
to a convenient linear specification for panel estimation:

lnIit = a0 + α1lnPit + α2lnAit + α3lnTit + lneit .� (3)
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The above basic model analyses the impacts of population (P), economic development (A)  
and industrial structure (T) on the environmental impacts, but ignores other important factors influencing 
CO2 emissions. According to the EKC hypothesis, CO2 emissions is a function of par capita GDP  
and square of per capita GDP (Kasman and Duman, 2015; Kang et al., 2016; Meng and Huang, 2018; You 
and Lv, 2018, among others). Therefore, a quadratic or higher term of affluence can enter the STIRPAT 
specification. Besides, we further investigate the effects of additional factors on CO2 emissions such  
as urbanization, energy intensity and trade openness (Martínez-Zarzoso et al., 2007; Pao and Tsai, 
2011; Madlener and Sunak, 2011; Zhang et al.,2014; Al-Mulali et al., 2015; Kang et al., 2016; You  
and Lv, 2018; Lv and Xu, 2019, among others). Accordingly, we applied an augmented STIRPAT  
for our study purpose:

lnCO2it = a0 + α1ln(POPit) + α2ln(RGDPit) + α3ln(RGDPit)2 + α3ln(TECHit) + α4ln(TROit) 
+ α5ln(URBAit) + α6ln(EIit) + α7CVit + μi + ηt + εit ,� (4)

where CO2 denotes per capita carbon dioxide emissions; TRO represents the trade openness; POP is the 
total population and measures the impact of demographic factors on CO2 emissions; RGDP stands for 
per capita real GDP, which is seen as a proxy for economic factors; URBA denotes the urbanization level, 
which is typically associated with increased economic activity resulting in high energy consumption, and 
thus accelerating the emission of CO2 (Martínez-Zarzoso and Maruotti, 2011; Adams and Klobodu, 2017); 
TECH is the technological improvement, measured by percentage of industrial activity with respect to 
total production, and represents a proxy for the level of environmentally damaging technology (Martínez-
Zarzoso et al., 2007); EI refers to the energy intensity4 per unit of GDP and can be considered as a proxy 
for energy consumption (Martínez-Zarzoso et al., 2007); μi is the individual fixed effect, which controls for 
all space-specific time-invariant variables that if omitted could potentially bias the coefficient estimates; 
ηt denotes the time period effects; ε is the standard error term; and CVit stands for the potential control 
variables that could influence the CO2 emissions.

In general, the estimation of the empirical model, i.e., Formula (4), tests the statistical 
significance of the coefficients α2 and α3. The following cases may occur (Dinda, 2004; Kaika 
and Zervas, 2013a):

i.	 If α2 = α3 = 0, then there is no relationship between economic growth and CO2 emissions.
ii.	 If α2 > 0 and α3 = 0, then a monotonic increasing or linear relationship exists between economic 

growth and CO2 emissions.
iii.	If α2 < 0 and α3 = 0, then a monotonic decreasing or linear relationship exists between economic 

growth and CO2 emissions.
iv.	If α2 > 0 and α3 < 0, then an inverted-U-shaped relationship (EKC) exists between economic growth 

and CO2 emissions.
v.	 If α2 < 0 and α3 > 0, then a U-shaped relationship exists between economic growth and CO2 emissions.

Note that only the (iv) case indicates an EKC-relationship. Accordingly, the EKC is a specific form 
of the CO2-income relationship. If the (iv) case holds, then the turning point is calculated as follows:

RGDP*= exp(–(α2/2α3)) .� (5)

4	�	 Energy intensity was measured as energy use divided by GDP at purchasing power parity (PPP) prices, where energy use 
refers to apparent consumption (production + imports – exports).
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1.3 Spatial autocorrelationl
Spatial autocorrelation is a spatial data analysis method which is used to examine the degree of spatial 
dependence or autocorrelation in spatial data. It includes i) the global spatial autocorrelation which  
is used to estimate the overall degree of spatial dependence, and ii) the local indicators of spatial 
association (LISA) which is used to assess the impact of individual locations on the magnitude  
of the global statistic and to identify the locations and types of clusters. The spatial weights were created 
by rook contiguity rule and applied to describe the spatial relationships among countries. We explored 
the spatial distribution of per capita CO2 emissions from 50 middle-income countries by calculating  
the Global Moran's I (Moran, 1950) and LISA (Anselin, 1995) using GeoDa software. The Global Moran's 
I statistic can be specified as follows:

� (6)

where –1 ≤ I ≤ 1; yi and yj are the values of the per capita CO2 emissions of countries i and j, respectively; 
 is equal to the average of the per capita CO2 emissions of all countries; wij is the element in row  

i column j of a spatial weights matrix and denotes the spatial weight between country i and country j;  
and n is the number of countries.

At a given level of statistical significance, I > 0 points to positive spatial autocorrelation, and the greater 
the value of I, the more obvious the spatial correlation. I < 0 refers to negative spatial autocorrelation,  
and the smaller the value of I, the greater the spatial difference. Otherwise, I = 0 points to a random 
spatial distribution. As argued by Anselin and Florax (1995), a significant positive Moran's I value 
indicates spatial clustering, while a significative negative Moran's I value indicates spatial dispersion across  
the sample of geographical units.

To evaluate the statistical significance of the Global Moran's I, both a z-score and p-value can  
be calculated. The zI-score for the statistic I is computed as follows:

� (7)

where E(I) = –1/(n–1); V(I) = E(I2) – E2(I).

Alternatively, LISA is calculated as follows:

� (8)

where zi denotes the observation for country i on per capita CO2 emissions as a deviation from the mean, 
and zi

∘ is the spatial lag for location i, obtained as follows:

� (9)

1.4 Dynamic spatial panel data models
A spatial econometric model is a linear regression model extended to include spatial interaction 
effects among the dependent variable, the explanatory variables, the error terms, or some combination 
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thereof. Including all spatial lags yields a so-called general nesting spatial (GNS) model (Elhorst, 2014a, 
2014b). When accounting for the dependent variable lagged one period, such a specification is known  
as a dynamic GNS model. The econometric counterpart of the dynamic GNS model reads, in vector form, as:

Yt = τY(t–1) + δWYt + ηWY(t–1) + Xtβ + WXt θ + μ + λt ιN + νt ,� (10)

νt = λWνt + εt ,� (11)

where Yt is an N × 1 vector consisting of one observation of the dependent variable for every spatial unit  
(i = 1, …, N) in the sample at a particular point in time t(t = 1, …, T), which for this study  
is the CO2 emissions ; Xt denotes an N × K matrix of exogenous or predetermined explanatory variables.  
Note that a vector or a matrix with subscript t – 1 stands for its serially lagged value, while a vector  
or a matrix premultiplied by W denotes its spatially lagged value. Moreover, the N × N matrix W denotes  
a non-negative matrix of known constants describing the spatial arrangement of the spatial units  
in the sample. It should be stressed that the diagonal elements of the matrix W are set to zero by assumption, 
since no spatial unit can be viewed as its own neighbor. Furthermore, the parameters τ, δ and η denote  
the response parameters of successively the dependent variable lagged in time, Yt–1, the dependent variable 
lagged in space, WYt, and the dependent variable lagged in both space and time, WYt–1. The variables WYt 
and WYt–1 stand for contemporaneous and lagged endogenous interaction effects among the dependent 
variables. The symbols β and θ stand for K × 1 vectors of the response parameters of the exogenous 
explanatory variables. Furthermore, the error term specification consists of different components:  
the vector νt that is assumed to be spatially correlated with autocorrelation coefficient λ; the N × 1 vector 
εt = (ε1t, …, εNt)' that consists of i.i.d. disturbance terms, which have zero mean and finite variance σ2;  
the N × 1 vector μ = (μ1, …, μN)' that contains spatial specific effects μi and is meant to control for all 
spatial-specific, time-invariant variables whose omission could bias the estimates in a typical cross-
sectional study; and the time specific effects λt(t = 1, …, T), where ιN is a N × 1 vector of ones meant  
to control for all time-specific, unit-invariant variables whose omission could bias the estimates  
in a typical time-series study.

It should be mentioned that spatial- and time period-specific effects can be treated as fixed or random 
effects. Otherwise, direct interpretation of the coefficients in the dynamic GNS model is not straightforward 
since they do not represent true partial derivatives (LeSage and Pace, 2009). Elhorst (2012, 2014a, 2014b) 
show that the matrix of (true) partial derivatives of the expected value of the dependent variable with respect 
to the kth independent variable for i = 1, …, N in year t for the long-term is given by the N × N matrix:

� (12)

whose diagonal elements represent long-term impacts on the dependent variable of unit 1 up to N  
if the kth explanatory variable in the own country changes, while its off-diagonal elements represent 
the long-term impacts on the dependent variable if the kth explanatory variable xk in other countries 
changes. The average diagonal element of this matrix can be used as a summary indicator for  
the direct effect, whereas the average row sum of its off-diagonal elements represents a summary indicator  
of the spillover effect. Furthermore, these impacts are independent of t since the spatial weight matrix 
W is not time-varying, and error terms drop out due to the use of expectations.

As acknowledged by LeSage and Page (2009), the direct effect is defined as the average diagonal 
element of the full N × N matrix expression on the right-hand side of Formula (12); the indirect effect 
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(i.e. country spillover effects) is the average row or column sum of the off-diagonal elements. Moreover, 
short-term direct and country spillover effects can be obtained by setting τ = η = 0.

It should be stressed that the dynamic GNS model is problematic since is its parameters are not identified 
(Anselin et al., 2008; Elhorst, 2014a, 2014b). Indeed, the interaction effects among the dependent variable 
and the error terms cannot be distinguished formally, if the interaction effects among the explanatory 
variables are also included. Therefore, one of the two spatial interaction effects should be excluded.  
If the spatial interaction effects for the dependent variable are excluded (δ = η = 0), the dynamic SDEM 
specification results, while the spatial multiplier matrix [(1 – τ)I – (δ + η)W]–1 reduces to 1/(1 – τ)I.

If the spatial interaction effects among the error terms is left aside (λ = 0), a dynamic spatial Durbin 
model (SDM) results. Although the SDM specification does not account for interaction effects among 
the error terms, which reduces the efficiency of the parameter estimates, it does not affect the consistency 
of the parameter estimates. Besides, it does not influence the direct or spillover effects derived from 
Formula (12).

As pointed out by Anselin et al. (2008), LeSage and Pace (2009), and Elhorst (2014a, 2014b), among 
others, an important difference between the SDEM and SDM specifications is that the country spillover 
effects in the first model are local, whereas in the second model they are global in nature. Local spillovers 
occur at other countries only if they are connected to each other. In other words, local spillovers occur 
when δ = 0 and θ ≠ 0, and countries are connected. If two countries i and j are unconnected, such that  
wij = 0, a change in xik of country i cannot affect the dependent variable of country j, and vice versa. Global 
spillovers instead occur when δ ≠ 0 and θ = 0, regardless of whether countries are connected, so a change 
to xik of country i due to the spatial multiplier matrix (I – δW)–1 gets transmitted to all other countries, 
even if the two countries are unconnected, i.e., wij = 0.

If CO2 emissions at a local level can spread to other countries across the continent or around  
the world, even if they are not directly connected, then the SDM or SAR specifications make more sense, due  
to their ability to capture such global spillovers. If other countries are connected to each other,  
the SDEM specification may be more appropriate since it captures only local country spillovers. Otherwise,  
the choice between local and global spillovers depends on the specification of the spatial weight matrix W. 
It should be stressed that a sparse spatial weight matrix with only a limited number of non-zero elements, 
such as a binary contiguity matrix, is more likely to occur in combination with a global spillover model 
(δ ≠ 0, θ = 0), while a dense spatial weight matrix in which many off-diagonal elements are non-zero 
(e.g. inverse distance matrix) is more likely in combination with a local spillover model (δ = 0, θ ≠ 0). 
Therefore, the choice of spatial model and spatial weight matrix might be improved if they take place 
within a common framework.

In this paper, we employ a Bayesian comparison approach (LeSage, 2014; LeSage, 2015) in order  
to choose between a global spillover model, i.e., SDM, and a local spillover model, i.e., SDEM,  
as well as to choose between different potential specifications of the spatial weight matrix W. It should  
be noted that this approach allows determining the Bayesian posterior model probabilities of the SDM 
and SDEM specifications given a particular spatial weight matrix, as well as the Bayesian posterior model 
probabilities of different spatial weight matrices given a particular spatial panel model specification. These 
probabilities are based on the log marginal likelihood of a spatial panel model obtained by integrating 
out all parameters of the model over the entire parameter space on which they are defined. If the log 
marginal likelihood value of one spatial panel model or of one spatial weight matrix W is higher than 
that of another model or another W, the Bayesian posterior model probability is also higher. It should 
be stressed that the classical LR, Wald and/or LM statistics compare the performance of one spatial 
model against another spatial model based on specific parameter estimates within the parameter space. 
However, the main strength of the Bayesian comparison approach is that it compares the performance  
of one spatial model against another spatial model on their whole parameter space (LeSage, 2014; LeSage, 
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2015). Furthermore, statistical inferences drawn on the log marginal likelihood function values for  
the SDM and SDEM models are further justified since they have the same set of explanatory variables, 
i.e., Xt and WXt, and are based on the same uniform prior for δ and λ. This prior takes the following form:

p(δ) = p(λ) = 1/D ,� (13)

where:

D = 1/ωmax – 1/ωmin ,� (14)

and ωmax and ωmin denote respectively the largest and the smallest (negative) eigenvalue of the spatial 
weight matrix W. Note that this prior requires no subjective information on the part of the practitioner 
since it relies on the parameter space (1/ωmin, 1/ωmax ) on which δ and λ are defined, where ωmax = 1  
if W is row normalized. Finally, and depending on the outcomes of the Bayesian comparison approach, 
either the SDM or the SDEM model is estimated using maximum likelihood estimation (MLE). Then, 
the estimation results could serve to test the following null hypotheses:

H0 : θ = 0 and = 0 ,� (15)

H0 : θ + δβ = 0 and + δτ = 0 .� (16)

That is, it is possible to test whether the dynamic SDM might be reduced to a dynamic SAR 
model or dynamic SEM. Both tests follow a chi-squared distribution with K + 1 degrees of freedom  
(i.e., the number of spatially lagged explanatory variables and the spatially lagged dependent variable) 
and take the form of a Wald test, since the simplified models have not been estimated.

2 DATA AND VARIABLES
In this paper, we use a balanced panel sample of 50 countries5 over the period 1996–2013. In contrast  
to high income countries, time series data on energy use in many middle-income countries are very 
limited. Therefore, we limited our sample to 50 middle-income countries due to the availability  
of reliable data. Furthermore, the beginning of the sample period is motivated by the fact that  
the transition of several middle-income countries from socialism to capitalism has likely led to a structural 
break in environmental policy in general. The dependent variable is CO2 emissions (metric tons of per 
capita carbon dioxide emissions), which are considered as the primary greenhouse gas responsible  
for global warming and proxies for overall environmental pollution in a country.

In our empirical analysis, affluence is the natural log of per capita real GDP (real GDP divided  
by population at the end of the year), population is the natural log of total population in a country, 
technology is the natural log of the weight of the industry in economic activity (the proportion  
of the added value of industry to GDP), energy intensity is the natural log of total energy use per dollar 
of GDP (kg of oil equivalent per capita), trade openness is the natural log of trade openness (exports plus 
imports as percent of GDP) and urbanization is the natural log of urbanization (% urban population  
in the total population).

All data except per capita real GDP are obtained from World Development Indicators (WDI) online 
database. The series of real GDP (at constant 2011 national prices in millions 2011 US$) is obtained  

5	�	 Table A1 in the Appendix provides the list of sample countries.
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from the Penn World Table version 9.1.6 Table 2 summarizes the descriptive statistics of the above-
mentioned variables.

The correlation coefficients of the variables are displayed in Table 3. CO2 emissions have a relatively 
low and significant correlation with per capita real GDP and trade openness. While the correlation 
between CO2 emissions and urbanization is moderate, it is rather strong and significant between CO2 

emissions and energy intensity. However, the correlation between CO2 emissions and population  
is weak and statistically significant. To test for multi-collinearity issue, a variance inflation factor (VIF) test  
is used over a data range of 1.48–2.15, with a mean value of 1.842. As shown in Table 3, the VIF values 
are all less than the cut-off value of 10, indicating that there is no multi-collinearity.

6	�	 <https://www.rug.nl/ggdc/productivity/pwt>.

Table 2	 Summary statistics

Table 3	 Correlation coefficient matrix and VIF test

 ln CO2 ln POP ln RGDP ln EI ln TECH ln TRO ln URBA

 Mean 0.5759 16.8724 11.9313 6.7971 3.4205 –0.4238 3.9542

 Median 0.5483 16.8309 11.7698 6.6574 3.3771 –0.3901 4.0414

 Maximum 2.7502 20.9690 15.7035 8.5501 4.3492 0.6021 4.4900

 Minimum –1.9926 13.9235 9.1564 4.8820 0.9909 –1.9393 2.8726

 Std. Dev. 1.0152 1.4326 1.5232 0.7266 0.3087 0.5127 0.3680

 Skewness –0.2151 0.2950 0.2372 0.2305 –0.4442 –0.4432 –1.0374

 Kurtosis 2.5662 2.6978 2.1477 2.5733 9.8599 2.9691 3.6196

 Observations 900 900 900 900 900 900 900

Source:	 Own estimates

 VIF ln(CO2) ln(RGDP) ln(TRO) ln(URBA) ln(POP) ln(TECH) ln(EI)

ln(CO2) 1.0000

ln(RGDP) 1.65 0.2650*** 1.0000

(0.0000)

ln(TRO) 1.91 0.1807*** –0.4337*** 1.0000

(0.0000) (0.0000)

ln(URBA) 1.92 0.6076*** –0.0255 0.1150*** 1.0000

(0.0000) (0.4441) (0.0005)

ln(POP) 1.48 0.0678** 0.7499*** –0.5907*** –0.2078*** 1.0000

(0.0420) (0.0000) (0.0000) (0.0000)

ln(TECH) 2.15 0.3000*** –0.0110 0.2331*** 0.2682*** –0.0040 1.0000

(0.0000) (0.7411) (0.0000) (0.0000) (0.9053)

ln(EI) 1.94 0.9263*** 0.2049*** 0.1745*** 0.5841*** 0.0100 0.2767*** 1.0000

 (0.0000) (0.0000) (0.0000) (0.0000) (0.7656) (0.0000)  

Notes: * denotes p<0.1. ** denotes p<0.05. *** denotes p<0.01.
Source:	 Own estimates
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3 EMPIRICAL RESULTS AND DISCUSSIONS
3.1 Exploratory spatial data analysis
Following Abreu et al. (2005), among others, we examined the spatial dependence and spatial heterogeneity 
in our dataset using the exploratory spatial data analysis (ESDA) approach. To further test whether 
spatial dependence exists or not, we computed the global Moran’s I to identify spatial dependence among  
the observations, where a significant positive Moran’s I value indicates spatial clustering and a negative 
Moran’s I value with statistical significance indicates spatial dispersion across the sample countries 
(Anselin and Florax, 1995; Anselin, 2006). Furthermore, global Moran’s I is a measure of the geographical 
concentration of a distribution. Generally, the larger the global Moran’s I index, the more significant  

the spatial dependence among countries. A trend 
of rapid spatial autocorrelation can be clearly seen 
in Figure 1. 

The results of the global spatial autocorrelation 
for the CO2 variable by using global Moran's I 
statistic are summarized in Table 4. Using both 
the z test and its corresponding p value, we test  
the statistical significance of the Moran’s I values. 
As shown in Table 4, the Moran's I index values are 
positive and statistically significant at the 5% level 
or better. This means that air pollution in middle-
income countries exhibits significant positive 
spatial autocorrelation, which ranges from 0.2627 
to 0.3875. Note that the high positive values signal 
the occurrence of similar attribute values over space, 
and hence spatial clustering. This means that CO2 
emissions in middle income countries are spatially 
autocorrelated between 1996 and 2013. They also 
appear to be less spatially clustered in 2013 than 
in 1996.

Figure 1	 Moran’s I Scatter Plot for country-level CO2  
	 emissions in middle income countries,  
	 1996–2013

Source: Own construction

Table 4	 Statistical tests of global Moran's I of CO2 emissions in middle-income countries

 Year
Moran's I

Year
Moran's I

Statistic Z score p-value Statistic Z score p-value

1996 0.3875*** 2.7119 0.0090 2005 0.2871** 2.1404 0.0220

1997 0.3594** 2.5717 0.0120 2006 0.3087** 2.2915 0.0190

1998 0.3299** 2.3633 0.0160 2007 0.3106** 2.2977 0.0190

1999 0.2933** 2.1327 0.0220 2008 0.3375** 2.4963 0.0160

2000 0.2627** 1.9544 0.0280 2009 0.2929** 2.1792 0.0200

2001 0.2715** 2.0171 0.0230 2010 0.2956** 2.2065 0.0220

2002 0.2725** 2.0214 0.0280 2011 0.3166** 2.3489 0.0160

2003 0.2670** 1.9838 0.0260 2012 0.3396** 2.5056 0.0140

2004 0.2825** 2.0987 0.0250 2013 0.3159** 2.3438 0.0160

Average 0.3094** 2.2721 0.0180

Notes: * denotes p<0.1. ** denotes p<0.05. *** denotes p<0.01. The null hypothesis is no global spatial autocorrelation.
Source:	 Own estimates
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In a second step, we turn to spatiotemporal patterns of country level CO2 emissions. To visually explore 
the spatial dependence of the middle-income countries’ CO2 emissions, we undertook a local LISA analysis 
with the aim of identifying local spatial autocorrelations. The results of the LISA allowed us to identify 
a detailed local pattern of spatial clustering in relation to changes in per capita CO2 emission levels.  
The resulting LISA cluster maps of the countries for which the local Moran’s I statistics are statistically 
significant at the 5% level are displayed in Figures 2, 3 and 4. These figures reveal characteristics  
of significant local spatial autocorrelation in the distribution of initial CO2 level in 1996, CO2 level in 2013 
and the average annual CO2 level over the study period. Spatially, countries with high levels of per capita 
CO2 emissions are clustered with neighboring countries that have similar values. Besides, countries with 
low values of per capita CO2 emissions clustered with neighboring countries with similar values. The red 
color denotes the High-High (H-H) clusters (i.e., high values surrounded by high values), while the blue 
represents Low-Low (L-L) clusters (i.e., low values surrounded by low values). Note that H-H and L-L 
clusters are the main types of spatial distribution. Furthermore, the pink areas indicate H-L associations 
and the blue-gray areas denote Low-High (L-H) correlations (i.e., low values surrounded by high values). 
The gray clusters represent countries that are not associated in a spatially significant manner.

The number and the distribution of each cluster of countries also display regional dynamic 
characteristics. For instance, in 1996, the numbers of countries belonging to H-H and L-L cluster were  
5 and 3 respectively, accounting for 16% of the sample of middle-income countries. This phenomenon  
is consistent with the situation revealed by a relatively large global Moran’s I (0.3875). Correspondingly, 
only 2% of all countries conformed to the remaining High-Low (H-L) and L-H classifications. These 
results indicate the existence of a significant dual structure in the spatial distribution of country’s per 
capita CO2 emissions in 1996. However, by 2013, the number of H-H and L-L countries had decreased 
by 3 and 2, respectively, indicating that the spatial extent of dependence of per capita CO2 emissions had 
weakened markedly between 1996 and 2013. The corresponding global Moran’s I index also decreased 
(0.3159). These results imply that, for geographic data, it is almost inevitable that “close things are more 
related than distant things,” a phenomenon that can be described in terms of “spatial dependence.”  
In addition, the computed findings confirm our previous analysis of spatial dependence in per capita CO2 

Figure 2  Local Moran Scatter Plot map for ln(CO2) in 1996

Source: Own construction
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Figure 3  Local Moran Scatter Plot map for ln(CO2) in 2013

Figure 4  Local Moran Scatter Plot map for ln(CO2) over 1996 to 2013

Source: Own construction

Source: Own construction

emissions at the country level. Note that if such dependence is ignored, standard econometric models 
risk being biased in ways that conceal the impact of the determinants they purport to study – in our 
case, changes in per capita CO2 emissions in middle income countries. Therefore, we empirically test 
whether the spatial panel econometrics models are better than conventional econometrics and chose 
the appropriate model to analyze the impact factors of per capita CO2 emissions in middle income 
countries.
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3.2 Spatial econometric regression results
To decide which type of model (spatial vs. non-spatial) best fits the data, we begin our investigation  
by testing several different model specifications. This testing procedure is a mixture of a specific-to-general 
approach and general-to-specific approach (Elhorst, 2012). Note that the procedure begins by testing  
the non-spatial panel model against the spatial lag and spatial error models. If the non-spatial panel 
models are rejected, then the spatial Durbin model (SDM) is tested to determine if it can be simplified 
to either the spatial lag or spatial error model. It should be stressed that this step seeks corroborating 
evidence from the first step.

Table 5 reports the estimation results for the non-spatial panel data models: pooled OLS only (no fixed 
or time-period effects), spatial fixed effects only (no time-period effects), time-period fixed effects only 
(no fixed effects) and both spatial fixed effects and time-period fixed effects, respectively.

To investigate the null hypothesis that the spatial fixed effects and time-period effects are jointly 
insignificant, we performed a likelihood ratio (LR) test. The null hypothesis that the spatial fixed effects 
are jointly insignificant is rejected at the 1% significance level (1 806.2527; 50 degrees of freedom;  
P = 0.0000<0.01). Likewise, the null hypothesis that the time-period fixed effects are jointly insignificant 
is rejected at the 1% significance level (41.7798; 18 degrees of freedom; P = 0.0012<0.01). These findings 
justify the extension of the model with fixed effects and time-period effects.

It should be stressed that if the country-level fixed effects term is correlated with the explanatory 
variables, but it is not controlled for within the model, then ordinary least squares (OLS) estimates 
will result in omitted variable bias (OVB). The pooled OLS estimates (column 2 in Table 5) for all  
the coefficients in the model are all highly statistically significant (p < 0.01), except for TECH variable, 
which arguably results from the OVB. Given the joint significance of the fixed and time-period effects 
from the LR test, we focus on the estimation results in column 5 in Table 5.

Table 5	 Estimation results without spatial interaction effects

 Pooled OLS Spatial fixed effects Time-period fixed 
effects

Spatial and time-period 
fixed effects

lnRGDP 0.7598*** 0.4199*** 0.7857*** 0.5241***

(0.0000) (0.0023) (0.0000) (0.0001)

lnRGDP2 –0.0293*** –0.0095 –0.0300*** –0.0060

(0.0000) (0.1049) (0.0000) (0.2981)

lnTRO 0.2147*** 0.1406*** 0.2515*** 0.1486***

(0.0000) (0.0000) (0.0000) (0.0000)

lnURBAN 0.4014*** 0.1585 0.4256*** 0.2485**

(0.0000) (0.1811) (0.0000) (0.0339)

lnPOP 0.0718*** –0.1250 0.0752*** 0.0848

(0.0000) (0.1351) (0.0000) (0.3394)

lnTECH 0.0577 –0.0215 0.0530 –0.0417

(0.1559) (0.5124) (0.1894) (0.2093)

lnEI 1.1189*** 0.6014*** 1.1120*** 0.6357***

(0.0000) (0.0000) (0.0000) (0.0000)

Intercept –14.7637*** - - -

(0.0000) - - -
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Table 5 		  (continuation)

 Pooled OLS Spatial fixed effects Time-period fixed 
effects

Spatial and time-period 
fixed effects

R2 0.8871 0.5120 0.8888 0.3327

2 0.8862 0.5087 0.8881 0.3283

σ2 0.1173 0.0161 0.1142 0.0154

FE R2 0.9845 0.8899 0.9852

Log Likelihood –308.6256 584.9733 –297.2632 605.8631

LM spatial lag 64.6114*** 5.6159** 70.5684*** 3.3388*

(0.0000) (0.0180) (0.0000) (0.0680)

Robust LM spatial lag 6.1237** 14.5566*** 10.7820*** 60.3123***

(0.0130) (0.0000) (0.0010) (0.0000)

LM spatial error 153.7638*** 0.6179 139.7624*** 4.2464**

(0.0000) (0.4320) (0.0000) (0.0390)

Robust LM spatial error 95.2760*** 9.5585*** 79.9760*** 61.2198***

 (0.0000) (0.0020) (0.0000) (0.0000)

Notes:	All variables are in natural logarithms. Numbers in the parentheses represent P values. * denotes p < 0.1. ** denotes p < 0.05.  
	 *** denotes p < 0.01.
Source:	 Own estimates

It should be mentioned that all the non-spatial panel data models may suffer from misspecification 
if spatial dependence exists within the data. To test for the presence of spatial dependence, we begin 
by conducting the classical Lagrange Multiplier (LM) tests and their robustness to examine whether 
non-spatial panel data models ignore the spatial interaction effects of data or not (Anselin et al., 2008; 
Burridge, 1980). These tests' results are presented in the bottom part in Table 5. For the classical LM 
test (labeled “LM spatial lag”), the hypothesis of no spatially lagged dependent variable is strongly 
rejected at the 5% significance level or better for each of the specifications. In addition, and for the 
classical LM test (labeled “LM spatial error”), the hypothesis of no spatially autocorrelated error term 
is rejected for each of the specifications except for spatial fixed effects model (although the hypothesis 
of no spatially lagged dependent variable is rejected at the 1% significance level with this specification). 
Regarding the results of their robustness tests (Debarsy and Ertur, 2010), both hypotheses are rejected 
at the 5% significance level or better for each of the specifications. These findings imply the existence 
of spatial dependence among the panel data, which is consistent with the results of Moran's I index 
(see Table 4). Besides, they imply that a model specification with a spatially lagged dependent variable 
may be favored over a non-spatial panel model since we find consistent rejection of the hypothesis of 
no spatially lagged dependence. However, if the robust LM tests reject a non-spatial panel data model 
in favour of the SAR model or SEM model, one of these models must be carefully endorsed.

To further test which spatial panel data model specification is more appropriate, LeSage and Pace 
(2009), and Elhorst (2014b) recommend estimating the SDM, and then conducting both LR and Wald 
tests to verify whether it can be simplified to the SAR model or to the SEM (see also Burridge, 1981).

In this paper, we take a broader view and apply a Bayesian comparison approach. First, the Bayesian 
posterior model probabilities of the SDM and SDEM specifications are calculated, as well as the simpler 
SAR and SEM specifications, to identify which model specification best describes the data. Second, this 
analysis is repeated for several specifications of the neighbourhood matrices, to find the specification of 
W that best describes the data.
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For this empirical study, we use the following principles to construct twelve spatial weight matrices:
i.	 	Sharing a common land or maritime border implies the first-order binary contiguity matrix, 

W1. Maritime borders are based on the United Nations Convention on the Law of the Sea  
and additional sources further explaining this convention.

ii.	 The influence of a country might go beyond its immediate neighbors, as implied by the inverse 
distance matrix and the different cut-off points. Hence, we also consider a second order binary 
contiguity matrix, W2 = W1 × W1.

iii.	 A country may respond to the threat of even more distant countries, which is also the main 
reason that elements of the weight matrix within a certain radius of a country are not always 
set to 0. Therefore, we include a third-order binary contiguity matrix, W3 = W2 × W1.

iv.	 Except for the matrix based on the common border countries, the spatial weight matrix could be 
based on the calculation of distances using the spherical distance between geographic centroids 
of the countries. Therefore, we create a distance based spatial weight matrix, labeled as W4, 
using latitude and longitude coordinates and the Great Circle distance formula.7

v.	 	Inverse distance matrix based on the geographical distance between the centroids of every pair 
of countries. This matrix is labeled as W5.

vi.	 k-nearest neighbours matrix for k = 5, 6, 7, 8, 9, 10 and k = 20: it is a binary matrix 
of the k-nearest neighbour, where the weight wij = 1 if the country j is within the k-nearest 
neighbour of the country i and wij = 1 if otherwise. Therefore, we create seven additional spatial 
weight matrices, which are labeled as W6 for k = 5,  W7 for k = 6, W8 for k = 7, W9 for k = 8,  
W10 for k = 9, W11 for k = 10, and W12 for k = 20.

Finally, all the matrices are row normalized, which is standard in spatial econometrics literature 
when the elements of W have a binary (0/1) character.

7	�	 Formally, the spherical distance (in kilometers) between the centroids of two countries is defined as follows:  
dij = 6 366.2 × Arccos{{cos|Yi – Yj| × cos Xi × cos Xj }+{sin Xi × sin Xj}}. Xi denotes the latitude of the centroid of country 
i, while Yi is the longitude of the centroid of country i.

Table 6	 Simultaneous Bayesian comparison of dynamic spatial panel data model specifications and spatial 
weight matrices

W matrix Statistics SAR SDM SEM SDEM

W1 

Log marginal 538.7932 544.9566 541.0575 545.3341

Model probabilities 0.0008 0.4031 0.0082 0.5879

Posterior model probabilities 0.0000 0.0001 0.0000 0.0002

W2 

Log marginal 539.0006 549.7389 538.3043 549.4675

Model probabilities 0.0000 0.5674 0.0000 0.4326

Posterior model probabilities 0.0000 0.1690 0.0000 0.0129

W3 

Log marginal 538.8849 551.5624 539.2391 550.9163

Model probabilities 0.0000 0.6561 0.0000 0.3438

Posterior model probabilities 0.0000 0.1695 0.0000 0.0550

W4 

Log marginal 538.6144 539.9027 539.2829 539.8787

Model probabilities 0.0988 0.3584 0.1929 0.3499

Posterior model probabilities 0.0000 0.0000 0.0000 0.0000
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Table 6 		  (continuation)

W matrix Statistics SAR SDM SEM SDEM

W5

Log marginal –861.2964 –2 079.6651 –1 280.7416 –2 277.1929

Model probabilities 1.0000 0.0000 0.0000 0.0000

Posterior model probabilities 0.0000 0.0000 0.0000 0.0000

W6

Log marginal 538.7246 549.0644 538.7472 548.8082

Model probabilities 0.0000 0.5637 0.0000 0.4363

Posterior model probabilities 0.0086 0.0086 0.0000 0.0067

W7

Log marginal 539.3243 549.1309 538.6578 548.9059

Model probabilities 0.0000 0.5560 0.0000 0.4440

Posterior model probabilities 0.0000 0.0092 0.0000 0.0074

W8

Log marginal 540.2980 548.3807 538.6815 547.7051

Model probabilities 0.0002 0.6626 0.0000 0.3372

Posterior model probabilities 0.0000 0.0044 0.0000 0.0022

W9

Log marginal 540.7850 542.3514 538.6779 542.1279

Model probabilities 0.1027 0.4917 0.0125 0.3932

Posterior model probabilities 0.0000 0.0000 0.0000 0.0000

W10

Log marginal 539.9414 548.1252 538.6742 547.2536

Model probabilities 0.0002 0.7049 0.0001 0.2949

Posterior model probabilities 0.0000 0.0034 0.0000 0.0014

W11

Log marginal 539.6121 543.9585 538.6546 543.6084

Model probabilities 0.0075 0.5806 0.0029 0.4090

Posterior model probabilities 0.0000 0.0001 0.0000 0.0000

W12

Log marginal 538.8998 553.1569 540.5124 552.4275

Model probabilities 0.0000 0.6747 0.0000 0.3253

Posterior model probabilities 0.0000 0.1571 0.0000 0.2493

Notes:	The highest posterior model probability in each row is highlighted in italics and the probabilities in each block sum to 1.
Source:	 Own estimates, based on LeSage (2014, 2015)

The results displayed in Table 6 show that both the dynamic SAR and SEM models are generally 
outperformed by either the dynamic SDM or dynamic SDEM specifications. In terms of the log 
marginal likelihood value, the worst-performing spatial neighbourhood matrix is the inverse distance 
matrix (W5 ). This matrix corroborates the point that decomposing market potential variables into 
their underlying components and considering the spatially lagged values of these components creates 
a much greater degree of empirical flexibility. If the neighbourhood matrix is specified as a p-order 
binary contiguity matrices for p = 2, 3, as either a distance neighbourhood matrix, or as k-nearest 
neighbours matrices for k = 5, 6, 7, 8, 9, 10, 20, then the Bayesian posterior model probabilities point 
to the dynamic SDM specification. Conversely, if the neighbourhood matrix is specified as a first-
order binary contiguity matrix, the Bayesian posterior model probabilities point to the dynamic 
SDEM specification. Alternatively, if neighbourhood matrix based on the inverse distance is adopted, 
the Bayesian posterior model probabilities provide further evidence in favour of the dynamic SAR 
specification.
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Table 6 also contains the Bayesian posterior model probabilities of the different spatial models 
(SAR, SDM, SEM, SDEM), in combination with the twelve proposed spatial weight matrices. These 
probabilities are calculated for dynamic versions of the spatial panel data model specifications. With 
these probabilities, we can simultaneously identify the most likely spatial econometric model and the 
most likely spatial weight matrix. Note that the probabilities are based on the log-marginal likelihood 
obtained by integrating out all parameters of the model over the entire parameter space on which they 
are defined. Furthermore, they are normalized such that the probabilities of all 48 combinations sum 
to 1. Following LeSage (2014, 2015), this normalization is based on the (non-linear) property that  
the Bayesian posterior model probability increases if the log-marginal likelihood value of one model  
or one W exceeds that of another model or W.

The results in Table 6 show that by considering the log-marginal values and Bayesian posterior model 
probabilities of the different specifications of the neighbourhood matrix, it is to be noted that the third-
order binary contiguity matrix, i.e., W3, and the SDM specification achieve the best performance of all 
48 combinations, in line with the initial robust LM test statistics for the nonspatial panel data model, 
which pointed to a SAR rather than a SEM. Accordingly, spatially lagged explanatory variables (WX)  
are necessary and should be included in the empirical model.

Furthermore, we decided to estimate the dynamic SDM specification using the bias-corrected maximum 
likelihood (ML) estimator developed by Elhorst (2010a, 2010b), and Lee and Yu (2010a).8 Note that  
the results without the bias correction are almost identical.9 Nevertheless, since the dynamic SDM model 
produces global country spillover effects, it is more likely to occur in combination with a sparse spatial 
weight matrix. Therefore, we determined the average number of neighbors of each country in the sample 
based on these two spatial weight matrices. It equals 6.16 for the W2 matrix, 9.46 for the W3 matrix,  
and 6.00 for the W4 matrix. Alternatively, the average number of adjacent neighbors based solely  
on land or maritime borders, i.e., W1, is 3.080. Based on the principle of sparsity, the W3 matrix thus seems  
to offer a better choice than W1 , W2 and W4 matrices.

The estimation results of the dynamic SDM with fixed and time-period effects specification, based  
on the W3 matrix, are reported in Table 7. Then, the results could serve to test whether the dynamic SDM 
might be simplified to a dynamic SAR model or to a dynamic SEM. The empirical findings reject both 
hypotheses and show that the dynamic SDM is preferred over the dynamic SAR model or the dynamic 
SEM. Otherwise, a necessary and sufficient condition for stationarity (stability), i.e., τ + δ + η = 0.7923 < 1,  
is also satisfied. This result is confirmed by the Wald test, across which the null hypothesis τ + δ + η = 1 
is strongly rejected at the 1% level of significance.

3.3 Analysis of estimation results
Since the diagnostic results suggest that the dynamic SDM with spatial and time-period fixed effects 
in Table 6 is the best fitting, we will limit the interpretation of coefficient estimates on it. It should  
be mentioned that our results are in line with some of the results of previous empirical studies. As shown 
in Table 7, the CO2 emissions strongly depend on their value in the previous year, or internal habit 
persistence (Korniotis, 2010); its coefficient amounts to 0.1595 and is highly significant at the 1% level. 

8	�	 This bias correction is necessary since the dependent variables lagged in time and in both space and time on the right-
hand side of Formula (10) are correlated with the spatial fixed effects , which is the spatial counterpart of the Nickell bias,  
as shown by Yu et al. (2008), and Lee and Yu (2010a) for a dynamic spatial panel data model with and without time-
period fixed effects, respectively. In addition, the bias correction is needed because the demeaning procedure to wipe out  
the country and time-period fixed effects in a standard panel data model (Baltagi, 2005) produces a singularity among  
the transformed error terms if the model is augmented with a spatial lag in the dependent variable, causing the asymp-
totic distributions of the parameters not to be properly centered.

9	�	 To save space, the estimation results of the dynamic SAR model without the bias correction are not reported in this paper, 
but they are available upon request.
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The significant positive estimated coefficient δ indicates that CO2 emissions in neighboring countries 
have a positive effect on local CO2 emissions. Besides, we find evidence of what Korniotis (2010) labels 
external habit persistence; the coefficient of the CO2 emissions observed in neighboring countries  
in the previous period is negative and statistically insignificant (–0.1060, p-value <0.01). Otherwise, 
countries respond to the CO2 emissions set in neighboring countries in the same year, such that  
the coefficient τ takes a positive value of 0.7388 and is highly significant (p-value <0.01), in line with  
the common feature of horizontal interaction among countries (Brueckner, 2003).

Focusing on the estimated coefficient of per capita real GDP, the elastic coefficient is 0.3319  
and statistically significant at the 1% level, which indicates that per capita real income has a negative effect 
on CO2 reduction. In addition, the estimated coefficients of the quadratic polynomial of real per capita 
GDP are highly significant indicating that the relationship between CO2 emissions and economic growth 
validate the traditional EKC hypothesis. Our results corroborate the view of other authors (e.g., You  
and Lv, 2018). The turning point of EKC for CO2 emissions in the dynamic SDM model is approximately  
$ 1 849 516.4465. While it is difficult to estimate the specific year when the turning point has been 
occurred, governments should abandon the pattern of treatment after pollution, develop the economy 
and cure the environmental issues at the same time. 

Concentrating on the estimated coefficient of trade openness, the elastic coefficient is 0.0509  
and significant at the 5% level. All else being equal, higher trade openness increases CO2 emissions. This 
result indicates that import and export trade have a negative effect on CO2 reduction. This result accepts 
the pollution haven hypothesis (PHH), or pollution haven effect, that polluting countries will relocate  
to jurisdictions with less stringent environmental regulations. Our results are not consistent with  
the views of Kearsley and Riddel (2010), Dong et al. (2010), and Kang et al. (2016).

The estimated coefficient on both population and technology are respectively positive and negative 
but statistically insignificant. Accordingly, we can ignore their impact on per capita CO2 emissions. 
Otherwise, the estimated coefficient on energy intensity is positive and highly significant. It indicates 
that a 1% increase on the total energy use per dollar of GDP will lead to a 0.2247 % increase in CO2 
emissions. This result implies that, all else equal, higher energy intensity, increased CO2 emissions  
in a given country. This result is consistent with the view of Shahbaz et al. (2015).

Finally, urbanization has a negative and significant effect on CO2 emissions in middle-income countries. 
This finding is not consistent with the views of You and Lv (2018). The elastic coefficient of urbanization  
is –0.2509, which means a 1% increase in urban population will result in a 0.2509% decrease in CO2 

emissions. In other words, urbanization has a positive impact on CO2 reduction in middle-income 
countries. This result indicates that middle-income countries considered in this paper promote low-
carbon urbanization progress and spread the application of green architecture technology with the topic 
of energy-saving and environmental protection to develop green city. Overall, the results of this study 
show that per capita real income, trade openness and energy intensity have significant positive effects 
on CO2 emissions, while urbanization has a significant negative effect on CO2 emissions. Considering 
these results, policymakers should realize an integrated policy with the aim at reducing CO2 emissions 
based on the determinants.

3.4 Direct and spillover effects
It is noteworthy that the coefficients of the dynamic SDM do not directly reflect the marginal effects 
of the corresponding explanatory variables on the dependent variable. Therefore, we report both the 
short-term and long-term impacts of the direct and spillover effects of the explanatory variables. Table 7 
displays both short and long-term estimates of the direct and spillover effects, derived from the parameter 
estimates using Formula (12). To draw inferences regarding the statistical significance of these effects, 
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the variation of 1 000 simulated parameter combinations is used, drawn from the variance-covariance 
matrix implied by the ML estimates. 

To get better fitting effects, we conduct a comparative analysis between the dynamic SDM with spatial 
and time-period fixed effects in Table 7 and non-spatial panel data model with two-way fixed effects  
in Table 5. The results indicate that most coefficients in non-spatial panel data model are larger than 
those in dynamic spatial panel data model. Two main reasons could explain this difference. The first one  
is mainly attributed to ignoring the spatial spillover effect of data. The second reason is due to the feedback 

Table 7	 Results of the dynamic SDM with W = W3

Variable
Estimates

Short-term effects Long-term effects

Direct Spillover Direct Spillover

Coefficient p-value Coefficient t-stat Coefficient t-stat Coefficient t-stat Coefficient t-stat

W * ln(CO2)t: δ 0.1595*** 0.0000 - - - - - - - -

ln(CO2)t–1: τ 0.7388*** 0.0000 - - - - - - - -

W * ln(CO2)t–1: η –0.1060*** 0.0000 - - - - - - - -

ln(RGDP)t 0.3319*** 0.0017 0.1510 1.5542 –1.1431 –1.5933 0.8889 0.6858 –2.9471 –0.2954

ln(RGDP)t
2 –0.0115** 0.0133 –0.0055 –1.2788 0.0384 1.3563 –0.0315 –0.7068 0.1000 0.2700

ln(TRO)t 0.0509** 0.0165 0.0578*** 2.7957 0.0405 0.3912 0.1976 0.9516 0.0292 0.0442

ln(URBA)t –0.2509** 0.0222 –0.2259** –2.2668 0.1795 0.3599 –0.9323 –0.7773 0.2357 0.0390

ln(POP)t 0.0495 0.5680 0.0336 0.4904 –0.1329 –0.4346 0.1741 0.3284 –0.2097 –0.1015

ln(TECH)t –0.0068 0.6391 –0.0102 –0.4476 –0.0218 –0.1849 –0.0290 –0.1567 –0.0506 –0.0810

ln(EI)t 0.2247*** 0.0000 0.2499*** 8.1734 0.1548 0.9899 0.8927*** 2.9320 0.1922 0.1439

W * ln(RGDP)t 0.0719 0.2074 - - - - - - - -

W * ln(RGDP)t
2 –0.0023 0.3038 - - - - - - - -

W * ln(TRO)t –0.0129 0.1559 - - - - - - - -

W * ln(URBA)t 0.0246 0.4998 - - - - - - - -

W * ln(POP)t 0.0043 0.9443 - - - - - - - -

W * ln(TECH)t 0.0040 0.7317 - - - - - - - -

W * ln(EI)t –0.0530*** 0.0001

Observations 850 - - - - - - - - -

R2 0.9940 - - - - - - - - -

σ2 0.0081 - - - - - - - - -

Log-likelihood 943.4051 - - - - - - - - -

τ + δ + η 0.7923 - - - - - - - - -

Wald’s 
stability test:  
τ + δ + η = 1

59.2319*** 0.0000 - - - - - - - -

Wald test for 
dynamic SAR 59.4501*** 0.0000 - - - - - - - -

Wald test for 
dynamic SEM 233.9187*** 0.0000 - - - - - - - -

Notes:	Country and time-period fixed effects are included. All variables are in natural logarithms. * denotes p < 0.1. ** denotes p < 0.05.  
	 *** denotes p < 0.01.
Source:	 Own estimates
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effects that arise CO2 emissions of local country as a result of influencing the CO2 emissions of adjacent 
countries. In addition, one part of the feedback effects is from spatially lagged dependent variable, while 
the other part comes from the spatially lagged independent variables.

The coefficient estimates and short-term direct effects estimates derived from the parameter 
estimates using Formula (12) exhibit a plausible model structure. The direct effect of trade openness 
on CO2 emissions is positive and highly significant but lesser than 1. A one percentage point increase  
of the trade openness has an adverse effect on CO2 emissions, equal to 0.0578 percentage points.  
The impact of urbanization on a country’s CO2 emissions is negative and statistically significant  
at the 5% level. The direct effect of the energy intensity variable is positive and highly significant. This 
finding indicates that the CO2 emissions increases with a higher level of energy intensity. However, only 
the energy intensity variable exhibits significant long-term direct effects, but its magnitude almost a fourth.

Spatial spillover effects are local in nature and cannot be observed directly from the estimated coefficients 
reported in Table 5. Alternatively, we report the average values of the short and long-term spillover effects 
of Formula (12) in Table 7. The observed spillover effects in the short term or in the long term are not 
statistically significant. Therefore, the considered explanatory variables observed in neighboring countries 
do not have impacts on CO2 emissions.

3.5 Robustness checks
We report and discuss the results of two robustness checks, thereby focusing on short-term direct  
and country spillover effects. First, we re-estimate the dynamic SDM specification by replacing  
the spatial weight matrix by the second-order binary contiguity matrix W2, in line with the results in Table 6.  
The results reported in Table 8 show that changes are somewhat tiny for almost the independent variables 
whether in terms of statistical significance or magnitude, which further confirms the robustness of our 
main findings with model specification.

With our second robustness check, we follow You and Lv (2018) by exploring whether the results are 
changed when ruling out population explanatory variable and expressing the main variables as population 
weighted values. As acknowledged by You and Lv (2018), the rationale behind of this model is that  
it factors out the impacts of population on each of these variables. To do so, we also repeated  
the Bayesian comparison approach and selected simultaneously the best spatial econometric model as well  
as the best spatial weight matrix. The Bayesian comparison approach allows selecting simultaneously both 
the dynamic SDM model and W2 as the most likely spatial panel model and the most likely spatial weight 
matrix, respectively.10 The results from Table 9 further support the robustness of the previous findings.

CONCLUSIONS AND POLICY IMPLICATIONS
In this paper, we contributed to the existing literature by performing a more rigorous analysis  
of the relationship between economic growth and CO2 emissions in middle income countries. We firstly 
examined the EKC hypothesis for CO2 emissions at the country level using a dynamic SDM model 
with country and time period fixed effects. We also computed the short- and long-term spillover effects  
of explanatory variables for CO2 emissions in neighboring countries. Our results imply a positive, 
nonlinear relationship between economic growth and CO2 emissions. In other words, we found evidence 
for the EKC hypothesized, inverted U-shaped relationship between CO2 emissions and economic growth 
in middle-income countries. Moreover, trade openness and energy intensity were the major drivers  
of increasing CO2 emissions, while urbanization effect plays a crucial role in carbon reduction. The results 
were generally hold when robustness checks were performed. 

10	�	To save space, the results of the Bayesian comparison approach are not reported but are available upon request.
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Based on the empirical findings of this study, the following policy recommendations are put forward  
to further mitigate CO2 emissions in middle-income countries. First, the results of this paper showed 
evidence of an inverted U-shaped relationship between CO2 emissions and economic growth, suggesting 
that CO2 emissions increases at the early stages of development, but goes down at later stage of development. 
In this vein, the policies should be device in a way to reduce CO2 emissions at the later stages of economic 
development. The PHH stipulates that, when big industrialized countries seek to set up factories 
abroad, they will often search for the cheapest option in terms of resources and labor that offers the land  

Table 8	 First robustness check: results of the dynamic SDM with W = W2

Variable
Estimates

Short-term effects Long-term effects

Direct Spillover Direct Spillover

Coefficient p-value Coefficient t-stat Coefficient t-stat Coefficient t-stat Coefficient t-stat

W * ln(CO2)t: δ 0.1753*** 0.0000 - - - - - - - -

ln(CO2)t–1: τ 0.7317*** 0.0000 - - - - - - - -

W * ln(CO2)t–1: η –0.1504*** 0.0000 - - - - - - - -

ln(RGDP)t 0.2185** 0.0170 0.2551** 2.2990 0.3468 0.3230 0.7127 0.1053 –1.9641 –0.0257

ln(RGDP)t
2 –0.0059 0.1788 –0.0086* –1.7435 –0.0234 –0.5390 –0.0142 –0.0571 0.1294 0.0463

ln(TRO)t 0.0451** 0.0253 0.0374 1.5106 –0.0712 –0.3850 0.1734 0.1384 0.0822 0.0059

ln(URBA)t –0.2229** 0.0142 –0.2325** –2.3990 –0.0597 –0.0779 –0.5854 –0.1701 3.2875 0.0861

ln(POP)t 0.0039 0.6216 –0.0232*** –0.2692 –0.2673 –0.6168 0.1450 0.0460 1.2978 0.0368

ln(TECH)t 0.0073 0.9561 –0.0023 –0.0831 –0.0829 –0.3538 0.0870 0.0561 0.8105 0.0458

ln(EI)t 0.2368*** 0.0000 0.2375*** 6.8674 –0.0041 –0.0145 0.6395 0.1838 –3.0480 –0.0764

W * ln(RGDP)t –0.0625 0.5022 - - - - - - - -

W * ln(RGDP)t
2 0.0027 0.4646 - - - - - - - -

W * ln(TRO)t –0.0033 0.5496 - - - - - - - -

W * ln(URBA)t 0.0466 0.5393 - - - - - - - -

W * ln(POP)t 0.0162 0.2813 - - - - - - - -

W * ln(TECH)t 0.0050 0.6336 - - - - - - - -

W * ln(EI)t –0.0417*** 0.0022 - - - - - - - -

Observations 850 - - - - - - - -

R2 0.9940 - - - - - - - -

σ2 0.0079 - - - - - - - -

Log-likelihood 953.2061 - - - - - - - -

τ + δ + η 0.7566 - - - - - - - -

Wald’s 
stability test:  
τ + δ + η = 1

88.0738*** 0.0000 - - - - - - - -

Wald test for 
dynamic SAR 66.4035*** 0.0000 - - - - - - - -

Wald test for 
dynamic SEM 280.4242*** 0.0000 - - - - - - - -

Notes:	Country and time-period fixed effects are included. All variables are in natural logarithms. * denotes p < 0.1. ** denotes p < 0.05.  
	 *** denotes p < 0.01.
Source:	 Own estimates
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and material access they require. This hypothesis surpasses the income per capita that noticeably increases 
CO2 emissions in the middle-income countries. The existence of EKC in the middle-income countries 
gives food-for-thought for the environmentalist to establish environmentally friendly and sustainable 
policies. Besides, the world is in fierce competition which can damage the natural flora of the world's 
resources that is considered the brazen growth for the economies. Thus, there is a strong need to set  
an optimistic target for economic growth that would easily be achieved without the cost of environmental 
degradation. Second, middle-income countries should decrease the amount of trade for lower pollution. 
However, this decision may deteriorate the economic situation of these countries. Although trade 
openness in conjunction with economic growth may cause environmental worsening, it is an important 
contributor to economic growth of several middle-income countries. Accordingly, policymakers should 
use trade openness to stimulate non-polluted industries by imposing taxes on polluted industries and 
creating incentives on non-polluted industries in order to encourage producers to shift toward cleaner 
and more environmentally friendly industries. Third, the positive impact of energy intensity on CO2 
emissions emphasizes the importance of re-structuring the energy use in middle-income countries such 
that increase in energy intensity does not necessarily translate into higher CO2 emissions. As an adequate 
solution for these countries, governments should promote renewable energy technologies. Finally, 
urban planners should use efficient urbanization to curb the CO2 emissions, especially for the countries 
with high density of population. Particularly, they should take thoughtful action on climate change  
by improving the public transportation systems and the energy efficiency of buildings and increasing  
the share of renewable energy sources in energy supplies.

Table 9	 Second robustness check: results of the dynamic SDM with W = W2

Variable
Estimates

Short-term effects Long-term effects

Direct Spillover Direct Spillover

Coefficient p-value Coefficient t-stat Coefficient t-stat Coefficient t-stat Coefficient t-stat

W * ln(CO2)t: δ 0.1799*** 0.0000 - - - - - - - -

ln(CO2)t–1: τ 0.7311*** 0.0000 - - - - - - - -

W * ln(CO2)t–1: η –0.1579*** 0.0000 - - - - - - - -

ln(RGDP)t 0.2268*** 0.0082 0.2467** 2.4668 0.1996 0.3230 0.6230 0.1343 –3.5816 –0.0663

ln(RGDP)t
2 –0.0063* 0.0965 –0.0080* –1.8229 –0.0166 –0.5390 –0.0121 –0.0497 0.1664 0.0592

ln(TRO)t 0.0429** 0.0216 0.0400* 1.8849 –0.0304 –0.3850 0.2199 0.1146 0.9094 0.0328

ln(URBA)t –0.2023** 0.0218 –0.2488*** –2.9100 –0.4525 –0.0779 –0.2300 –0.0279 6.3815 0.0699

ln(POP)t 0.0089 0.9485 –0.0025 –0.1027 –0.0990 –0.6168 0.1867 0.0528 2.0634 0.0418

ln(TECH)t 0.2356*** 0.0000 0.2354*** 7.6816 –0.0037 –0.3538 0.6551 0.1722 –2.6891 –0.0610

ln(EI)t –0.0542 0.7221 - - - –0.0145 - - - -

W * ln(RGDP)t 0.0024 0.6364 - - - - - - - -

W * ln(RGDP)t
2 –0.0055 0.3288 - - - - - - - -

W * ln(TRO)t 0.0717** 0.0135 - - - - - - - -

W * ln(URBA)t 0.0068 0.5174 - - - - - - - -

W * ln(POP)t –0.0421*** 0.0017 - - - - - - - -

W * ln(TECH)t 850 - - - - - - - - -

W * ln(EI)t 0.9940 - - - - - - - - -
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Table 9 		  (continuation)

Variable
Estimates

Short-term effects Long-term effects

Direct Spillover Direct Spillover

Coefficient p-value Coefficient t-stat Coefficient t-stat Coefficient t-stat Coefficient t-stat

Observations 0.0080 - - - - - - - - -

R2 952.56153 - - - - - - - - -

σ2 0.7531 - - - - - - - - -

Log-likelihood 90.9290*** 0.0000 - - - - - - - -

τ + δ + η 13.3232** 0.0382 - - - - - - - -

Wald’s 
stability test:  
τ + δ + η = 1

14.9861** 0.0101 - - - - - - - -

Wald test for 
dynamic SAR 66.4035*** 0.0000 - - - - - - - -

Wald test for 
dynamic SEM 280.4242*** 0.0000 - - - - - - - -

Notes:	Country and time-period fixed effects are included. All variables are in natural logarithms. * denotes p < 0.1. ** denotes p < 0.05.  
	 *** denotes p < 0.01.
Source:	 Own estimates
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Table A1	 Country list

Lower middle-income countries ($ 996 to $ 3 895) Upper middle-income countries ($ 3 896 to $ 12 055)

Country Name Country Code Country Name Country Code

Bangladesh BGD Algeria DZA

Bolivia BOL Armenia ARM

Cambodia KHM Azerbaijan AZE

Cameroon CMR Belarus BLR

Congo, Rep. COG Botswana BWA

Egypt, Arab Rep. EGY Brazil BRA

El Salvador SLV Bulgaria BGR

Honduras HND Colombia COL

India IND Costa Rica CRI

Indonesia IDN Dominican Republic DOM

Kyrgyz Republic KGZ Ecuador ECU

Moldova MDA Gabon GAB

Morocco MAR Guatemala GTM

Nicaragua NIC Iran, Islamic Rep. IRN

Nigeria NGA Jordan JOR

Pakistan PAK Kazakhstan KAZ

Philippines PHL Malaysia MYS

Sri Lanka LKA Mexico MEX

Sudan SDN Namibia NAM

Tunisia TUN Paraguay PRY

Ukraine UKR Peru PER

Uzbekistan UZB Romania ROU

Vietnam VNM Russian Federation RUS

South Africa ZAF

Thailand THA

Turkey TUR

Venezuela, RB VEN

Source:	 World Bank Country Classifications by income level (2018–2019)
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Abstract

The equal opportunity theory is based on the idea that it is important to distinguish between two sources  
of inequality: the inequality caused by factors outside an individual's control (inequality of opportunity)  
and the inequality generated by factors within an individual’s control (inequality of effort). The aim of this 
study is to assess the impact of choosing an inequality index on the results of measuring the inequality  
of opportunity. The empirical analysis was carried out based on the data from Life in Transition III sociological 
survey. Important findings suggest that: 1) the choice of inequality measure has a significant impact  
on the outcome of measuring the inequality of opportunity; 2) within the methodology under consideration, 
when using the Gini index, the contribution of inequality of opportunity to the inequality in labor income turns 
out to be much greater than when using other measures of inequality with the direct method of assessment,  
and vice versa, noticeably less with the indirect method of assessment; 3) the L-Theil and T-Theil indices look 
more preferable to use; 4) a country's ranking in terms of absolute and relative inequality of opportunities changes 
depending on the choice of the measure of inequality and on the choice of the assessment method, sometimes 
quite significantly; 5) the ranking position for absolute inequality of opportunity may differ significantly  
from the ranking position for relative inequality.3

INTRODUCTION
The subject of socio-economic inequality is currently a very popular line of research. This is due  
to the fact that the level of inequality, which was gradually declining in the developed capitalist countries 
after the Second World War until  the 80s of the 20th century, started to grow steadily again (Atkinson, 
2018), creating conditions for the growth of social tension. 
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The term «inequality» is rather ambiguous. One can understand it in a mathematical, emotionless 
sense simply as a statement of the fact that the amount of benefit an individual has (e.g. income) 
differs from subject to subject. In this case, the terms «inequality» and «variation» can be regarded 
as synonyms. But the concept of inequality is far more likely to hold a negative narrative, reflecting 
inconsistencies between the actual distribution of some benefit in society and the distribution  
of the benefit according to a certain kind of «ideal of justice». This in mind, the «ideal of justice» does 
not necessarily imply that all individuals should have equal amount of benefit; on the whole, there 
exists a public consensus that some people deserve a bigger share of the public pie. For example, with 
respect to income, there exist at least two arguments: the needs and the merit. It is commonly agreed, 
for example, that in order to achieve the same quality of life, families with a large number of children 
or people with disabilities are in need of higher income than single or healthy people; therefore,  
as a matter of common justice, a higher income should be made available to the former than to the latter. 
Besides, a public consensus also exists in respect of prominent figures being eligible to more benefit 
than others – because they «deserve it». Said otherwise, in the context of variation, all differences are 
equal to each other, while in terms of inequality some differences look natural and even fair, whereas 
others are unfair or even shameful.

An innovative vision of the «ideal of justice» as regards the distribution of benefit was put 
forward by the theory of equal opportunity originated in the Western social philosophy at the end  
of the 20th century. This theory stems from the idea that an individual should be responsible for what 
he is in full control of. Therefore, the differences in the amount of benefit arising from the factors 
dependent on different individuals (called effort-factors) are reasonable. On the contrary, the differences  
in the amount of benefit arising from the factors beyond an individual’s control (called circumstance-
factors) are unjust and subject to compensation. Thus, according to the theory of equal opportunities, 
the «ideal of justice» is to ensure that the inequality caused by circumstances beyond an individual’s 
control (called inequality of opportunity) should be fully compensated, and the efforts, on the contrary, 
should be adequately rewarded.

Currently, a wide range of methods for measuring inequality of opportunity has been developed 
and tested on the microdata from various countries. In terms of describing the relationship between 
circumstances, efforts and achievements, the distinguished parametric and non-parametric approaches 
are applied. A specific type of the relationship function is selected in the parametric approach, 
of which the parameters are evaluated by means of regression analysis, whereas the function  
in the nonparametric approach is considered unknown. As to the way the equality of opportunity 
is understood, there exist two approaches: ex-ante and ex-post. The ex-ante approach builds upon 
the idea that equality of opportunity is considered achieved if the average achievement is the same 
for individuals in all groups that are homogeneous by circumstance-factors. The ex-post approach 
implies that the equality of opportunity is considered achieved when the achievements of individuals 
making equal efforts are the same. 

Finally, methods for assessing inequality of opportunity vary depending on the measures of inequality 
they use. There is a wide choice of inequality indices in case of a continuous variable of achievement, 
given a plethora of measures developed and applied for measuring inequality, the best known of which 
being the Gini index, the Atkinson and Dalton indices families, and generalized entropy measures.

The aim of this work is to fill a gap in the empirical research on the assessment of inequality  
of opportunity related to the study of the impact of the choice of an inequality measure on the measurement 
result. The reason to do this work was necessitated by the results of the assessment of opportunity 
inequality in the Russian Federation presented in the EBRD's work Transition report (2016–17), performed  
by the European Bank for Reconstruction and Development (EBRD) based on the microdata  
of the sociological survey LiTS III (Life in Transition). This study measures inequality of opportunity 
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in 33 countries (mainly economies in transition countries). Parents’ educational background, their 
membership in the Communist Party, gender, nationality and place of birth of the respondent are taken  
as circumstance-factors. As reflected in the results obtained the contribution of inequality of opportunity  
to income inequality in the Russian Federation accounts for 34.5%. Our estimates of inequality  
of opportunity in the Russian Federation (Ibragimova and Frants, 2019; Ibragimova and Frants, 
2020; Pauhofová et al., 2020), received on the basis of the RLMS data (wave 2011), are almost twice  
as small (19.2%) despite the fact that a set of circumstance-factors taken into consideration in our work  
is broader than in the EBRD study. Such a wide gap encouraged us to compare the EBRD results 
with other researchers’ studies on the same countries, carried out using similar methods. The results  
of the comparison are shown in Table 1.

Table 1	 Comparative analysis of the EBRD results with other researchers’ studies on the same countries

Comparison Transition report 
2016–17

Marrero and Rodriguez 
(2012)

Brzeziński  
(2015)

Checchi et al.  
(2010)

Assessment 
methodology

Parametric, based  
on ex-ante approach

Parametric, based 
 on ex-ante approach

Parametric, based  
on ex-ante approach

Parametric, based  
on ex-ante and ex post 

approaches

Applied measures  
of ineaquality Gini index L-Theil index L-Theil index L-Theil index

Countries 33 post-socialist states 23 European countries

23 European countries; 
the list of the countries 

is identical (Marrero  
and Rodriguez, 2012)

25 European countries

Assessment results

From 19.5% 
(Montenegro)

up to 47.1 (Estonia),
as well as Germany  

– 23.0%,
Slovakia – 40.4%,

Czech Republic – 41.9%

From 1.89% (Denmark)
up to 22.22% (Portugal),

as well as Germany  
– 2.07%,

Slovakia – 3.60%,
Czech Republic – 5.85%

2004: from 2.00% 
(Denmark) up to 18.00% 

(Portugal),
as well as Germany  

– 2.5%,
Slovakia – 2.5%,

Czech Republic – 6.0%
2010: from 1.88% 

(Sweden) up to 18.00% 
(Greece),
including

Germany –3.1%,
Slovakia – 7.3%,

Czech Republic – 8.0%

Ex-ante: from 3.0% 
(Norway) up to 35.5% 

(Cyprus),
ex post: from 15.8% 

(Slovenia) up to 48.6% 
(UK), including

ex-ante:
Germany – 21%,
Slovakia – 14%,

Czech Republic – 13%,
ex-post:

Germany – 33.3%,
Slovakia – 31.4%,

Czech Republic – 39.20%

Circumstance- factors

Parents’ educational 
background  

and membership  
in Communist Party, 
birth place, gender, 

nationality

Parents’ educational 
background, father’s 
occupational status,  

the country  
of an individual’s birth, 

welfare of the family 
where the individual 

was raised

Parents’ educational 
background, father’s 
occupational status,  

the country  
of an individual’s birth

Gender, parents’ 
educational background, 

father’s occupational 
status,  

the country  
of an individual’s birth, 
type of locality where  

the individual lives

Income measure

Self-reported incomes 
over the last 12 months, 

which come from  
a variety of different 

types of employment

Disposable equivalent 
income

Disposable equivalent 
income

Post-tax individual 
earnings

Informational basis
LITS III 

(end of 2015–beginning 
of 2016)

EU-SILC (2005) EU-SILC (2005, 2011) EU-SILC (2005)

Size of the sample 
serving as the basis  
for making calculations

≈ 500 From 1 159 up to 8 638 From 1 133 up to 8 338 From 2 104 up to 15 562

Source:	 Own construction
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As can be seen from Table 1, a similar wide gap both between our estimates and those of the EBRD can 
often be found when comparing the estimates of the EBRD for a number of countries with the estimates 
made in other researchers’ studies on the same countries. A comparative analysis indicates that the gap 
may arise due to a number of causes. Firstly, the EBRD study uses, unlike other works, the Gini index 
rather than the L-Theil index as a measure of inequality. Secondly, various measures of income are applied. 
Thirdly, the gap in the assessments may be related to the amount and time of data collection. Fourthly, 
the set of the circumstance-factors involved differs. 

The inequality of opportunity assessment problems related to imperfect data are well known – empirical 
studies on assessing the inequality of opportunity use the data from ready-made sociological surveys, 
hence, the choice of circumstance-factors, effort-factors, as well as individual achievement measures  
is limited by the availability of data. We could not find any works which would carry out a data collection 
tailored for assessing the inequality of opportunity, or at least, would theoretically design a sociological 
survey focused on this task.

Neither have we seen any work dedicated to a detailed study of the extent to which the choice  
of a measure of inequality affects the assessment result. Most works on inequality of opportunity apply 
one measure of inequality, without strong reasoning of advantages of the index used. Those studies which 
apply a number of indices (they are discussed in detail below in Section 1.2), do it as a robustness check  
of the main result and do not set it as the main task of the study. In this paper, we aim at in-depth 
studying of this very aspect – to what extent the choice of inequality index affects the outcome of assessing  
the inequality of opportunity.

The work is structured as follows. The initial overview section contains, first, a brief description  
of concepts and approaches to assessing the inequality of opportunity, which enables to clarify the role 
of inequality indices in those calculations. Second, it reviews the works raising the issue of sensitivity  
of estimation results to the choice of an inequality measure. Third, it gives an overview of inequality 
indices, including their origins and properties. The second section describes the methods used  
to measure inequality of opportunity and the research information base. The third section presents  
the results of assessing the inequality of opportunity in terms of income for 16 countries based  
on the LiTS III survey, and discusses the effect of inequality index on the assessment result and a country’s 
ranking by inequality of opportunity.

1 THEORETICAL OVERVIEW
1.1	 Measuring the inequality of opportunity: conceptual approaches and the role of inequality  
	 indices  
The research on inequality of opportunity is based on the ‘equal opportunities for all members of society’ 
concept, which at the end of the 20th century resulted from development of egalitarian theories of social 
justice. According to this concept, the achievements that are significant for everyone or the majority, such 
as income, material well-being, and the state of health, depend on two groups of factors – the circumstances 
for which an individual should not be responsible, and efforts, which, on the contrary, are in the area of 
personal responsibility. The inequality of achievement arising from the inequality of effort is treated as ethically 
acceptable, while the inequality arising from circumstances is unfair and therefore must be eliminated.

As scholars began attempting a mathematical formalization of this concept of equal opportunity, 
it quickly became clear that many related problems appear. An excellent overview of the issues  
of incompatibility between the principles of compensation and natural reward, as well as the incompatibility 
between ex-ante and ex-post approaches to determining the equality of opportunity based on the principle 
of compensation, is given in Ramos (2016).

The compensation principle implies that the inequality caused by inequality of circumstances must 
be eliminated. To date, two criteria have been proposed to assess whether the inequality of opportunity 
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has been compensated – the ex-ante and the ex-post. The ex-ante approach, proposed by van der Gaer, 
provides that the equality of opportunity is achieved if the average achievement is the same for individuals 
in all groups that are homogeneous by circumstance-factors. The ex-post approach proposed by Roemer 
is based on the idea that the equality of opportunity is achieved when the achievement of individuals 
with the same effort is the same. As shown in Fleurbaey and Peragine (2013), the ex-ante and ex-post 
approaches are incompatible.

The natural reward principle implies that inequality of achievement caused by the inequality of effort 
must retain. The literature discusses two approaches to the implementation of this principle – the liberal 
and the utilitarian ones. The liberal approach is based on the idea that the achievements of individuals 
with the same circumstances should not be redistributed, because they are solely due to differences  
in effort. The utilitarian approach says «inequalities due to unequal effort do not matter», advocating  
a sum-maximizing policy among subgroups with identical circumstances. The same work (Fleurbaey  
and Peragine, 2013) proved that the liberal and the utilitarian approaches are incompatible with each 
other and with the ex-post approach to compensation.

Methods of assessing the inequality of opportunity are based on the principle of compensation  
and can be based on both the ex-ante and the ex-post approaches.

From the ex-ante point of view, the equality of opportunity is achieved if the average achievement  
of individuals in all the circumstance-factor homogeneous groups is the same. Therefore,  
the ex-ante-assessed inequality of opportunities is based on calculating vi scalar measure for each individual 
which estimates the individual’s particular set of circumstances. Understandably, the vi measures will  
be identical for all individuals with the same circumstances. In the case of equality of opportunities,  
the vi values should be the same for all individuals in general. If this is not the case, then the inequality  
of opportunity can be estimated through calculating some inequality index I by distribution {vi} (hereinafter, 
curly braces will be used to denote the distribution). Thus, when assessing inequality of opportunity 
based on the ex-ante-approach, it is necessary to answer two questions: what is to be used as the vi 
measure, and which inequality index I is to be chosen for assessing the inequality of distribution {vi}.  
In practice, the average value of achievement is almost always used as vi for all individuals, for which the set  
of circumstance-factor values coincides with the set of circumstance-factor values for the i-th individual. 
The L-Theil index is most often used as a measure of inequality, but there are many examples of using 
other measures of inequality.

The ex-post approach to determining the equality of opportunity is based on the idea that  
the achievements of individuals with the same efforts should be the same. Within this approach,  
it is necessary to assess an individual’s efforts, but not the circumstances. That does complicate things, 
since the efforts are much less observable than circumstances. However, Roemer has proposed the way  
to bypass the problem known as the Roemer's identification assumption. According to his idea, the efforts 
of individuals from the same percentile of intragroup distribution (a group is defined as a set of individuals 
with the same circumstances) are the same. Therefore, it is possible to form effort-homogeneous groups 
from groups that are homogeneous in circumstances. In the literature on inequality of opportunity, 
these groups are commonly referred to as tranches. According to the ex-post approach, the equality  
of opportunity is achieved if the intra-tranche variation of achievement is equal to 0. If this is not  
the case, then to assess the inequality of opportunity we must, first, calculate the inequality indices 
I for each tranche and, second, aggregate them to obtain a generalized estimator of the intra-
tranche component of variation, which is a measure of inequality of opportunity in a population. 
Accordingly, in the case of assessing the inequality of opportunity based on the ex-post approach, 
it is again necessary to decide on which particular inequality index to use. As in the case of the ex-
ante approach, the L-Theil index is most often used, but other measures of inequality are also used 
quite frequently.
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Thus, the above review shows that the existing approaches to measuring the inequality of opportunity 
are based on the principle of compensation and can rely on either the ex-ante or the ex-post interpretation 
of this principle. In both the ex-ante and ex-post assessments, there exists the problem of choosing  
an inequality index.

1.2	 A review of works addressing the sensitivity of opportunity inequality assessments  
	 to the choice of inequality measure  
Empirical studies on the contribution of inequality of opportunity to economic inequality are of a wide 
geography, and the assessment methods applied are constantly being improved and supplemented. 
However, they rarely consider the effect of choosing a measure of inequality on the outcome. Most works 
concentrated on the assessing of inequality of opportunity, make use only of one measure of inequality, 
and in most cases this is the L-Theil index. In this section, we will consider several works that made 
use of different measures of inequality and discussed their impact on the outcome of the assessment  
and countries’ ranking.

The paper Bourguignon et al. (2003) is concentrated on assessing the inequality of opportunity  
in Brazil supported by the PNAD data, National Household Survey, 1996. The evaluation technique 
can be described as parametric basing on the ex-post approach. The study considers the following set 
of circumstance-factors: race, parents’ educational background, occupational status of the father. Two 
indicators were used as income measures: the actual hourly rate of pay and equivalent household income. 
The calculation was performed for seven age cohorts. The results for the measure of income, namely 
equivalent household income, are listed in Table 2.

As we can see from the Table 2, the use of the Theil index results in a higher contribution  
of inequality of opportunity to household income inequality than the one obtained through the Gini index,  
the differences being very significant.

Pistolesi (2009) explores the inequality of opportunity in the USA during the period from 1968  
to 2001 based on the Michigan Panel Study of Income Dynamics. The evaluation technique is parametric 
and based on the ex-post approach in two modifications – with direct and indirect estimation methods. 
The work takes into account the following set of circumstance-factors: age and educational background 
of the parents, occupational status of the father, region of birth, and individual's affiliation with a black 
minority group. As a measure of income, the annual labor income was used: the average annual labor 
income over 3 years, the average annual labor income over 5 years. A whole range of inequality measures 

Table 2	 Inequality of opportunity in Brazil (based on the results from Bourguignon et al., 2003)

Years of birth 1936–1940 1941–1945 1946–1950 1951–1955 1956–1960 1961–1965 1966–1970

General inequality
Gini index 0.605 0.602 0.588 0.591 0.597 0.594 0.573

T-Theil index 0.750 0.736 0.682 0.720 0.709 0.691 0.635

Residual inequality
Gini index 0.474 0.492 0.481 0.489 0.490 0.478 0.482

T-Theil index 0.434 0.475 0.455 0.468 0.465 0.429 0.437

Absolute inequality  
of opportunity

Gini index 0.131 0.110 0.107 0.102 0.107 0.116 0.091

T-Theil index 0.316 0.261 0.227 0.252 0.244 0.262 0.198

Relative inequality  
of opportunity

Gini index 21.7% 18.3% 18.2% 17.3% 17.9% 19.5% 15.9%

T-Theil index 42.1% 35.5% 33.3% 35.0% 34.4% 37.9% 31.2%

Source:	 General and residual inequality (Bourguignon et al., 2003), we added the calculation of the absolute and relative inequality  
	 of opportunity in Table 3
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Table 3	 Relative inequality of opportunity (based on the results Pistolesi, 2009)

Direct method Indirect method

T-Theil L-Theil GE(2) SDl Gini T-Theil L-Theil GE(2) SDl Gini

Annual labour income

Average value 23.6% 23.3% 17.2% 35.3% 32.2% 27.6% 29.4% 34.3% 27.9% 24.7%

Minimum 15.0% 16.4% 7.5% 23.9% 24.4% 7.3% 10.0% 16.9% 18.3% 14.6%

Maximum 33.7% 34.2% 25.6% 47.2% 41.9% 41.8% 48.2% 44.5% 35.6% 33.6%

Average annual labour income for 3 years

Average value 26.0% 27.1% 19.2% 41.3% 34.6% 30.5% 32.8% 40.0% 31.7% 25.8%

Minimum 17.2% 19.0% 9.9% 31.9% 26.7% 7.9% 11.3% 20.6% 20.5% 15.0%

Maximum 37.1% 38.8% 28.7% 52.4% 44.4% 43.8% 56.5% 53.0% 40.8% 35.0%

Average annual labour income for 5 years

Average value 27.0% 28.4% 20.1% 43.0% 35.5% 31.6% 34.3% 41.8% 32.7% 26.3%

Minimum 18.6% 20.8% 11.5% 34.9% 28.1% 8.1% 12.8% 21.9% 22.0% 15.3%

Maximum 37.5% 39.4% 29.2% 53.0% 44.7% 44.6% 55.4% 53.8% 41.1% 35.9%

Note: Average, minimum and maximum values for the years of 1968–2001.
Source: Pistolesi (2009)

used by the author include: T-Theil index, L-Theil index, GE (2), the standard logarithmic deviation,  
the Gini index. The results are presented in Table 3.

As indicated in Table 3, the contribution of inequality of opportunity to income inequality significantly 
varies depending on the choice of the inequality measure. Comparing the results obtained with the help 
of the L-Theil and Gini indices, we can see that when applying the direct method, the relative inequality 
of opportunity obtained with the Gini index is substantially greater than with the L-Theil index.  
On the contrary, if the indirect method is used, the relative inequality of opportunity turns out  
to be considerably larger when obtained with the L-Theil index rather than with the Gini index.

Björklund et al. (2011) is another work that addresses the impact of inequality measures on the outcome 
of measuring inequality of opportunity. This study explores the inequality of opportunity in Sweden.  
The evaluation technique used can be characterized as parametric based on the ex-ante approach. The total 
market income, averaged over 7 years when the person was aged 37–43, is used as a measure of income. 
The analysis included only men born in the period of 1955–1967. The authors used a comprehensive 
set of circumstance-factors: income and parents’ educational background, type of the family in which  
the individual grew up, the number of siblings, IQ and the body mass index of an individual at the age 
of 18 years. Four measures of inequality were used for the calculation: the Gini index, the L-Theil index, 
the T-Theil index, and GE (2). The results are presented in Table 4.

As follows from Table 4, the contribution of inequality of opportunity depends heavily on the choice  
of the measure of inequality. In this work, the result obtained with the help of the Gini index is considerably 
higher than the result obtained through the L-Theil index.

Hederos et al. (2017) that also deals with the assessment of inequality in Sweden, was carried out 
using the same evaluation technique as Björklund et al. (2011). The difference lies in the fact that  
the analysis included both men and women, and a somewhat different set of circumstance-factors: 
income and educational background of parents, type of the family, the number of brothers and sisters, IQ  
of an individual and his non-cognitive skills. The results are shown in Table 5.
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Table 4	 Inequality of opportunity (based on the results Björklund et al., 2011)

Table 5	 Inequality of opportunity (based on the results Hederos et al., 2017)

Measure of inequality Gini index L-Theil index T-Theil index GE(2)

All individuals (born in the period of 1955–1967)

General inequality 0.263 0.158 0.183 3.946

Contribution of residual inequality 71.8% 86.9% 79.3% 58.9%

Contribution of inequality of opportunities 28.2% 13.1% 20.7% 41.1%

Individuals born in the period of 1955–1959

General inequality 0.231 0.122 0.111 0.379

Contribution of residual inequality 73.4% 90% 85.3% 81.3%

Contribution of inequality of opportunities 26.6% 10% 14.7% 18.7%

Individuals born in the period of 1960–1967

General inequality 0.279 0.181 0.236 6.976

Contribution of residual inequality 68.7% 82.6% 62.5% 5.7%

Contribution of inequality of opportunities 31.3% 17.4% 37.5% 94.3%

Source:	 Björklund et al. (2011)

Measure of inequality Gini index L-Theil index T-Theil index GE(2)

Men

General inequality 0.303 0.197 0.226 1.754

Contribution of residual inequality 69.0% 84.1% 78.9% 70.6%

Contribution of inequality of opportunity 31.0% 25.9% 21.2% 29.4%

Women

General inequality 0.240 0.136 0.122 0.476

Contribution of residual inequality 75.0% 90.7% 85.5% 77.2%

Contribution of inequality of opportunity 25.0% 9.3% 14.5% 22.8%

All

General Inequality 0.296 0.186 0.204 1.450

Contribution of Residual Inequality 62.9% 80.1% 73.5% 62.1%

Contribution of Inequality of Opportunity 37.1% 19.9% 26.5% 37.9%

Source:	 Hederos et al. (2017)

As shown in Table 5, the conclusions that can be made about the variation of the estimates depending 
on the measure of inequality are similar to the conclusions made in the previous work.

The issue of the extent to which the choice of inequality index affects a country's ranking is poorly 
studied. We are aware of only one work on inequality of opportunity in which some attention is paid 
to this aspect – Checchi (2010) compares inequality assessments using the Gini and L-Theil indices 
(Figure 1) in European countries. As the figure shows, the correlation between these indices is high, but 
the ranking of countries is different. We do not know of any studies in which inequality of opportunity 
would be assessed for a number of countries using several inequality indices, so we believe that this work 
is the first study of this kind.
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In general, the analysis of works in which the impact of a measure of inequality on the result  
of assessing the inequality of opportunity was addressed shows that the choice of an inequality measure 
affects the result of the assessment. Comparison of the results shows that sometimes the contribution 
of inequality of opportunity to income inequality when using the L-Theil index turns out to be much 
larger, and sometimes much less than when using the Gini index. What this is due to – peculiarities  
of assessment methodology, or information base, or income distribution in the country – remains unclear.

1.3 Inequality measures, their origin and properties  
Due to our study being focused on the dependence of the inequality of opportunity assessment result  
on the choice of an inequality index, in this section we give a short but multi-aspect overview of inequality 
indices, reflecting the theoretical prerequisites for their occurrence, as well as the properties and features 
that are important for practical application. The below overview of measures of inequality does not claim 
to be complete – in writing this section we focused on the measures of inequality used to assess income 
inequality, since the purpose of our study is to measure inequality of opportunity in terms of earned income.

The measures of inequality being used in practice have three «sources of origin» (Cowell, 2009):

1.	 The inequality measures «borrowed» from the list of measures of variation used in statistics
Variation in statistics means the changeability of a parameter, its ability to take different values; 
accordingly, the variation measures are the indicators of variability. As mentioned previously, inequality 
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is a concept that is similar to variation, albeit not identical; therefore, the idea of adoptig statistical 
measures of variation to measure inequality is plain to see. Measures of inequality borrowed from 
statistics comprise:

•	 Measures based on the percentiles of the distribution of the continuous variable, such as decile  
and quintile coefficients of funds, the Palma ratio, and the percentiles. The deciles (quintile) 
coefficients of funds is calculated as the ratio of the average income of the 10 (20%) of the richest 
individuals to the average income of 10 (20%) of the poorest ones. The Palm coefficient is defined 
as the ratio of the total income of 10% of the richest individuals to the total income of 40%  
of the poorest ones. The percentiles ratio, as the name implies, is calculated by dividing one 
percentile of distribution by another. In practice, the ratio of 90% percentile to 10% is commonly 
used; however, there other options are also possible.

•	 Measures based on the formula of variance, including the variance itself (V), coefficient of variation 
(c), logarithmic variance (v), variance of logarithms (v1). Formulas (1)–(4) demonstrate how  
the listed indicators are calculated:

 ,		                                           � (1)

 ,		                                           � (2)

 ,		                                           � (3)

 .		                                           � (4)

•	 Relative mean deviation (M), calculated using Formula (5):

 .	                                          � (5)

•	 The Gini index, calculated using Formula (6):

 .	                                          � (6)

The notation in the formulas stated above and below is as follows: yk is the income of the k-th 
individual,  is the average income, n is the population size.

The Gini Index, popularized by Italian statistician Corrado Gini, is undoubtedly the most well-known 
measure of inequality used in practice. In spite of the fact that the index is named Gini, Gini himself 
recognized that it was German scientists Karl Christopher von Andre and Friedrich Robert Helmert 
(Atkinson, 2018) who developed the basic statistics (mean difference).

2.	 Measures of inequality based on the theory of social welfare functions (SWF)
A SWF is a function that links the public’s satisfaction with its social well-being to the characteristics 
of that state. Social well-being is simply the vector of values of individual characteristics  
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of the members of society, reflecting their economic sustainability. The idea of measuring inequality 
on the basis of social welfare functions emerged as an attempt to measure inequality as the degree 
of satisfaction (or dissatisfaction) of society with the distribution of any individual benefit,  
in particular, income.

The following two families of measures of inequality stem from the SWF-functions: the Dalton  
and Atkinson indices. The Dalton inequality indices family is determined through Formula (7).  
As Formula (7) states, the Dalton index is equal to 0, if the income of all members of the society  
are the same; the Dalton index will increase with the growth of income inequality:

 .	                                          � (7)

The shortcoming of the Dalton indices lies in the fact that they are sensitive to multiplying by a number. 
Therefore, Atkinson suggested the following modification of the inequality index (Formula 8). Atkinson’s 
idea was to calculate the average utility of an individual’s income, then to obtain an income corresponding 
to that average utility and then to compare it with the actual average income. As it follows from Formula 
(8), the Atkinson indices, unlike the Dalton indices, are insensitive to the multiplication by a number:

 .	                                          � (8)

Thus, the social welfare functions theory is the source of origin for two families of inequality indices 
– the Dalton and the Atkinson ones.

It is interesting to note that the Gini index was interpreted in terms of the SWF theory in Sen (1973). 
He has shown that the Gini index can be calculated by Formula (9) which is equivalent to Formula (6):

 .	                                         � (9)

This form of mathematical notation leads to the following definition: if the income level of any 
pair of individuals is equaled to the income level of the poorer, and if the public welfare is the total  
of the welfare of all possible pairs, then the inequality index for such public welfare function will  
be determined according to the Gini index formula.

3.	 Measures of inequality based on the information theory
One of the key tasks of the information theory is to measure the value of information on the likeliness  
of a certain event among many possible ones to occur. If the probability of the event is close to 1, then  
the value of such information is obviously small, but if, on the contrary, the event is unlikely to happen, 
then the value of information should increase. Thus, the value of information h to the effect that an event 
will take place should decrease monotonically as its probability increases. The information theory proposes 
a measure of disorder of a system, which is a weighted sum of the values of the information of the events. 
The weights in this construction are the probabilities of the events under consideration (Formula 10):

 .                                      � (10)

In 1967, Theil made the following proposal: if we reformulate the problem then the concept of entropy 
will provide a powerful tool for measuring inequality. Consider n individuals instead of n events, use 
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the individual’s share in the «overall pie» instead of the probability of an event, interpret the value  
of the information about the event as the «coordinate» of the individual that allows you to «measure  
the distance» between two individuals depending on their shares in the total income. Inequality measures 
based on the theory of information are constructed so that the change in the measure of inequality  
in the transfer of a part of the income from a richer individual to a poorer one should depend, firstly,  
on the size of the transfer, and secondly, on the «distance» between the individuals participating  
in a small transfer (Formula 11):

∆Inf = ∆s ∙ (h(sR ) – h(sP)) .                                     � (11)

In Formula (11), Inf – measure of inequality generated by the theory of information, ∆Inf – change 
in the measure of inequality due to the transfer, sj – share of the j-th individual in the «overall pie»,  sR, sP 
are respectively shares of the «rich» and «poor» individuals that participate in the transfer, ∆s = sR – sP, 
∆s < (sR – sP) / 2, h(sR) – h(sP) – «distance» between the individuals under consideration.

The choice of function h(s) reflects different ways of determining the distance between two individuals. 
Formula (12) below determines a class of the functions appropriate for use as h(s):

  .                                � (12)

Index of inequality Inf(β) is formed as the difference between the entropy that would occur if the 
shares of income of all individuals were equal and actually takes place (Formula 13):

 .                                     � (13)

As regards the practice of measuring inequality, a number of properties are distinguished which are 
important for measuring inequality, whereas the first four properties are considered basic and supported 
by almost all researchers, the fifth one is more likely to be that of a recommendation.

Independence from multiplication by a number: if all individuals’ income is multiplied by the same 
number, then the measure of inequality should not change.

The principle of population: if a new population is obtained by combining with the second similar 
one, then the measure of inequality should remain unchanged.

Decomposability: if we divide the population into several constituent subgroups, then the inequality 
in the entire population can be represented as a function of intra-group inequalities, intra-group averages 
and group sizes.

Additive decomposability is singled out separately: when the inequality index for the entire population 
can be represented as the algebraic sum of the intra-group and inter-group components.

Weak transfer principle: if there is a transfer of the income from the richer to the poorer individual, so that 
the rich individual is still richer after the transfer than the poor one, then the inequality index should decrease.

In the case of 1–4 properties, a very important theorem has been proved: for an inequality measure  
to exhibit properties 1–4, it can be represented in the form (14) or take the form of an ordinally equivalent 
transformation (14). Simple transformations result in Formula (15) in which β = α – 1.

 ,                                     � (14)
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Inf(β) ∙ nβ = GE(α).                                      � (15)

A family of measures GE(α) is called generalized entropy measures. Two measures are most popular 
in this family, especially in the works on inequality of opportunity: GE(0), or the Mean Logarithmic 
Deviation, or the L-Theil index, and GE(1), or the T-Theil index, which are «special cases» that are not 
calculated according to Formula (14), but according to Formulas (16) and (17), respectively.

 ,                                 � (16)

 .                            � (17)

Finally, a strong principle of transfers: a decrease of inequality index due to transfers should depend 
only on the «distance» between the rich and poor individuals. This principle is desirable because it allows 
us to formalize the intuitive idea: the greater the difference between the two individuals in terms of income, 
the greater should be the leveling effect provided by a transfer between them. If the measure of inequality 
satisfies the strong principle of transfers, then it can be interpreted as the average distance between  
the individual’s actual share in the «overall pie» and his share in a society of 100% income equality.  
It is clear from the foregoing, that the idea of distance is definitely laid down in the measures resulting 
from the theory of information, and therefore they satisfy the strong principle of transfer.

As to the Gini index, it is definitely the «atypical reaction» of it to the transfer that gives rise  
to the criticism of this measure of inequality. The matter is that the change in the Gini index due  
to a transfer between two individuals depends on the ranks of these individuals in an ascending order 
of incomes: the more significant difference between the ranks results in a greater reduction of the Gini 
index. Therefore, a transfer between two individuals in the middle results in a more significant decrease 
in the Gini index than a transfer between the individuals at its beginning or the end.

The properties of different measures of inequality are given in Table 6.
Thus, there is a broad range of inequality measures of different origin, set of properties, and degree 

of popularity among the researchers. Choosing a specific measure of inequality from the list of possible 

Table 6	 Properties of inequality measures

Measure of 
inequality

Independence 
from multiplying 

by a number

Principle of 
population Decomposability Weak transfers 

principle
Strong transfers 

principle

V – + + + +

C + + + – +

M + + – ± –

V + + – – –

v1 + + – – –

G + + – + –

D(β) – + + + –

A(β) + + + + –

GE(α) + + + + +

Source:	 Cowell (2019)
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ones is a challenging task. In this article, we will try to find out how strongly the choice of the measure  
of inequality affects the results of measuring inequality of opportunity and which measures of inequality 
are more preferable for the given task. For a more detailed study of the issue, in our calculations we will 
use a wide palette of inequality indices from all the sources of origin listed above: the Gini index (GINI), 
the Atkinson indices A(2), A(1), A(0.5), the indices from the generalized entropy measures family  
GE(–1), GE(0), GE(1), GE(2).

Thus, with our research we contribute to the existing publications on the assessment of inequality  
of opportunity by way of: 1) applying a large number of inequality indices and exploring their influence 
on the outcomes of the assessment; 2) performing calculations not for one country, but for a number  
of countries using the same assessment methods and one set of circumstance-factors; and 3) exploring  
the impact of selecting a measure of inequality on a country’s ranking by the absolute and relative 
inequality of opportunity.

2 METHODOLOGY AND INFORMATION BASE OF RESEARCH
The evaluation technique we have used in this study can be characterized as parametric and based  
on an ex-ante approach to the interpretation of equal opportunities. The choice of evaluation technique 
was determined by the fact that we wanted to proceed from the results obtained in Transition report 
(2016–17), which encouraged us to carry out this work. Unfortunately, in Transition report (2016–17) there 
is no detailed description of the calculation procedure, therefore, we cannot argue that our methodology 
is totally identical, but in general, the brief description, that is presented there, is sufficient to understand 
how the calculation was done. 

The method under consideration was first proposed Ferreira and Gignoux (2011), and, in our opinion, 
is currently the most popular tool used in measuring the inequality of opportunity. This methodology 
uses predicted achievement values  calculated on the basis of regression of individual achievements 
on circumstance-factors.

The use of regression analysis requires selecting a functional form of relationship between the factors 
and the achievement. In Transition report (2016–17) there is no information on the specification used, 
but, actually, all studies on inequality of opportunity that use personal income or an individual's earnings 
as the indicator of achievement apply the semilogarithmic form of relationship (18).

ln(yi) = Ci ∙ α + ui .                                     � (18)

In Formula (18) yi is the achievement of the i-th individual, α is the vector of regression coefficients, Ci  
is the vector of circumstance-factor values, ui is a random error encapsulating the influence of unobservable 
factors, including the efforts for individual achievement.

Variation of  is determined only by variation of the circumstance-factors included in the model, while 
variation of  is the variation determined by other factors affecting the individual achievement, including 
the effort-factors and random factors. In this regard, there exist two options for assessing the inequality  
of opportunity – the direct and the indirect ones. In case of the direct method using a measure of inequality I, 
the inequality in distribution of  is measured and the I({ }) value is used as an absolute measure of inequality 
of opportunity. To assess the contribution of inequality of opportunity to the inequality of achievement,  
a relative measure of inequality of opportunity is calculated by formula θd = I({( }) / I({yi}). In case of the indirect 
method using a measure of inequality I, the inequality in { } is measured and the I({yi}) – I({ }) value is used 
as an absolute measure of inequality of opportunity. We note that Ferreira and Gignoux (2011) describe the 
direct method only. The possibility of using the indirect method of assessment is discussed in Ramos (2016).

So, compared to Transition report (2016–17), we have expanded the methodological aspect by, firstly, 
having carried out a calculation using a range of inequality indices (A(2), A(1), A(0.5), GE(–1), GE(0), 
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GE(1), GE(2), GINI), and secondly, making calculations by both direct (similar to Transition report 
(2016–17), and indirect methods.

The study is based on the data of «Life in Transition III» (LITS III) sociological survey (wave 2016), 
conducted by the European Bank for Reconstruction and Development. The LITS III survey is conducted 
in 34 countries (Albania, Armenia, Azerbaijan, Belarus, Bosnia and Herzegovina, Bulgaria, Croatia, 
Cyprus, the Czech Republic, Estonia, Macedonia, Georgia, Germany, Greece, Hungary, Italy, Kazakhstan, 
Kosovo, Kyrgyzstan, Lithuania, Latvia, Moldova, Mongolia, Montenegro, Poland, Romania, Russia, 
Serbia, Slovakia, Slovenia, Tajikistan, Turkey, Ukraine, and Uzbekistan). The following factors were used  
in our work as circumstance-factors: parents’ educational background, place of birth, gender, individual’s 
nationality. The set of circumstance-factors used by us differs from the one used in Transition report 
(2016–17), our work not including the membership of respondents’ parents in the Communist Party  
to the analysis, because firstly, this is not relevant for all the countries under consideration, and secondly, 
this factor turned out to be insignificant in Transition report (2016–17).

The total number of the respondents in the LITS III survey for each country amounts approximately 
to 1 500 people. However, there are a lot of omissions in the data. After the removal of the respondents 
with gaps in the data and limiting the sample to the respondents aged 18–65, the sample size decreased 
threefold, in some countries the sample size decreased very significantly. In this regard, we limited 
ourselves to the countries the number of observations in which comprised minimum 400 respondents. 
Descriptive statistics for these 16 countries are shown in Table 7.

As we can see in Table 7, there are noticeable differences in the distribution of variables. Firstly,  
it concerns the level of the parents’ education. Perhaps these differences are due to the fact that  
the LITS survey makes an attempt to create some universal categories of the levels of education for  
a whole range of countries, the educational systems of which differ significantly. Quite big differences 
across the countries are also noted regarding the place of respondents’ birth. In most countries, there 
are more people born in urban areas than those born in rural areas, but there are also exceptions 
(Kazakhstan, Montenegro).

3 RESULTS AND DISCUSSION
Table 8 presents the results of the evaluation of Formula (18) for all the countries. As follows 
from Table 8, the gender factor is highly significant in relation to labor income: women earn 
less than men in all the countries. A higher educational level of parents makes a positive impact  
on the individual's income; in many countries, the coefficients of the parents’ educational level 
often tend to be positive and significant. In this case, mother’s educational status is obviously 
more important than the educational status of the father (since mother’s educational level results  
in more significant coefficients than those of the father). In most countries birth in rural areas does 
not appear to make a significant effect on the level of labor income, but there are exceptions: birth 
in rural areas has a significant negative effect on the level of labor income in the Czech Republic, 
Estonia, Kazakhstan, Mongolia, and Russia.

Figure 2 presents a comparative analysis of the contribution of opportunity inequality to labor income 
inequality across the countries when direct and indirect methods as well as various measures of inequality 
are used.

As we can see in Figure 2, the choice of the inequality measure has a marked impact on the measurement 
results and consequently on the interpretation of the results. When the Gini index is used, the contribution 
of opportunity inequality to labor income inequality is much larger than when using other measures  
of inequality with the direct method of assessment, and vice versa, it is markedly smaller when  
the indirect method of assessment is applied. The estimates obtained through other considered measures 
of inequality are more uniform.
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Figure 2  Contribution of inequality of opportunity to income inequality across the countries (in %)
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In our view, the Gini index is a poor choice for the following reasons: firstly, the estimates based  
on this index obtained using the direct method are much higher than those obtained with other measures 
of inequality; secondly, when using the Gini index, the discrepancy between the estimates obtained with 
the help of the direct and indirect methods is enormous. The use of the L- and T-Theil indices is more 
preferable: the estimates obtained through the direct and indirect methods using these indices are close  
to each other; besides, these estimates are comparable to those obtained through other measures  
of inequality.

The correlation of inequality indices is shown in Table 9; the ranking of the countries according  
to the level of inequality obtained through different inequality indices is given in Table 10.

Table 9	 Correlation of inequality indices 

Table 10	 Ratings of the countries according to the level of inequality

A(2) A(1) A(0,5) GE(2) GE(1) GE(0) GE(–1) Gini

A(2) 1 0.975157 0.944105 0.817974 0.905825 0.966176 0.989257 0.975224

A(1) 1 0.993271 0.916432 0.975362 0.998701 0.984187 0.993019

A(0,5) 1 0.955099 0.994259 0.99695 0.965879 0.979455

GE(2) 1 0.980792 0.93435 0.876497 0.878689

GE(1) 1 0.983948 0.94018 0.953935

GE(0) 1 0.982415 0.986783

GE(–1) 1 0.969477

Gini 1

Source:	 Author’s calculations

Country A(2) A(1) A(0.5) GE(2) GE(1) GE(0) GE(–1) Gini min max

BLR 4 3 3 3 3 3 4 3 3 4

BUL 2 2 2 2 2 2 2 2 2 2

CRO 15 15 14 14 14 15 15 14 14 15

CPR 9 9 9 9 9 9 9 9 9 9

CZE 14 14 15 15 15 14 14 15 14 15

EST 8 8 8 8 8 8 8 8 8 8

DEU 10 11 11 13 12 11 10 12 10 13

HAN 11 10 10 12 10 10 11 10 10 12

ITA 16 16 16 16 16 16 16 16 16 16

KAZ 1 1 1 1 1 1 1 1 1 1

LAT 6 7 7 6 7 7 6 7 6 7

LIT 7 6 6 5 5 6 7 6 5 7

MON 5 5 5 4 4 5 5 4 4 5

MNG 12 12 12 10 11 12 12 11 10 12

RUS 3 4 4 7 6 4 3 5 3 7

SVK 13 13 13 11 13 13 13 13 11 13

Source:	 Author’s calculations
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As it follows from Tables 9–10, the country ranking depends on the choice of the measure of inequality 
despite the coefficients of the inequality indices correlation being high and positive. In some cases,  
the difference can be significant: 4 positions (Russia), 3 positions (Germany). This outcome seems  
to be related to the fact that inequality measures are not ordinary equivalent.

Table 11 shows the ranking of countries by the absolute inequality of opportunity depending  
on the measure of inequality and the method of assessment.

As can be seen from Table 11, a country's ranking by the absolute inequality of opportunity varies 
depending on the choice of both the measure of inequality and the assessment method. Given that, when 
using the direct method the rating position looks more resilient to the choice of the measure of inequality 
than when the indirect method is used.

The ranking of the countries according to the relative inequality of opportunity depending  
on the measure of inequality and the method of assessment is presented in Table 12.

As can be seen from Table 12, the country's ranking by relative inequality of opportunity also changes 
depending on the choice of the measure of inequality, and on the choice of the assessment method.  
The ranking position by the absolute inequality of opportunity can significantly differ from the ranking 
position by the relative inequality, which raises the question of what should be focused on when comparing 
the countries in terms of inequality of opportunity. 

Table 13 shows the correlation between the indicators of inequality and the absolute inequality  
of opportunity when different measures of inequality are used.

As follows from Table 13, in most cases the relationship between the inequality and the inequality  
of opportunity is direct (except for the case when the GE(2) index and the indirect assessment method 
were used), but the strength of relationship varies sensibly. The strength of relationship is usually higher 
with the direct assessment method (except for the case when the GE(–1) index was used).

The conducted analysis of the relationship between inequality and inequality of opportunity allows  
the important conclusion that the general level of inequality does not predetermine the level of inequality 
of opportunity. This is important with regard to the ongoing discussion in economics about the relationship 
between inequality and economic growth. No consensus on the issue has been reached yet; a lot  
of arguments have been proposed by the scientists in support of both the positive and negative relationship 
between these indicators (Bradbury and Triest, 2016). Numerous empirical studies also produce inconsistent 
results, fueling a long-standing debate (Henderson et al., 2015; Babu et al., 2016; Fang et al., 2015; 
Rubin and Segal, 2015). The equal opportunity theory gave rise to the hypothesis that the inconsistency  
of results from assessing the effect of inequality on economic growth is due to the «multi-component origin»  
of inequality being disregarded. The inequality attributable to inequality of opportunity adversely affects 
the economic growth, while the inequality resulting from inequality of effort, on the contrary, shows  
a positive influence. The negative impact of inequality of opportunity on the economic growth  

Table 13	 Correlation of inequality indices 

Direct method of assessment

A(2) A(1) A(0.5) GE(2) GE(1) GE(0) GE(–1) Gini

R 0.519 0.420 0.353 0.164 0.286 0.390 0.431 0.546

Indirect method of assessment

A(2) A(1) A(0.5) GE(2) GE(1) GE(0) GE(–1) Gini

R 0.251 0.235 0.166 –0.509 0.018 0.316 0.565 0.086

Source:	 Author’s calculations
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as a whole is explained by the fact that the barriers it forms result in incomplete realization of the human 
potential, which reduces the resources and lowers the aggregated economic performance. The inequality 
in income due to inequality of effort, on the contrary, stimulates individuals to self-realization, thereby 
contributing to the growth of aggregated economic achievements. The absence of a strong relationship 
between inequality of opportunity and general inequality allows the conclusion that the level of inequality 
of opportunity is an independent socio-economic indicator and a potentially significant factor affecting 
the aggregated economic and social results.

On the whole, among various lines of economic research in the area of inequality, the analysis from 
the equal opportunity standpoint is interesting because it takes into consideration the ethical categories 
of justice and responsibility, unusual and alien to economists. Traditionally, economic models are built 
on the assumption that the behavior of economic agents is determined exclusively by their own selfish 
preferences. At the same time, real people are not alien to justice, responsibility, sympathy, compassion, 
and pity. These components affect the behavior of real people along with their preferences, and therefore 
the real economic behavior can differ greatly from that predicted by the theoretical model. Hence,  
the inclusion of such categories as justice and responsibility in the analysis may allow economists  
to move towards building models that are more adequate to the real world and therefore better explain 
the processes taking place in it.

CONCLUSION
The calculations made have confirmed the proposed hypothesis that the choice of the measure of inequality 
makes a significant contribution to the variance in assessments of inequality of opportunity. The resulting 
differences are so significant that they lead to different meaningful interpretation of the outcome.  
For example, the 33% share of the contribution made by inequality of opportunity to the inequality  
of labor income in the Russian Federation, as obtained using the Gini index, looks very impressive, given 
that far from all of the circumstance-factors are taken into account, and pushes to the conclusion that 
there is little that can be achieved through personal efforts in Russia. The 10% contribution of inequality 
of opportunity to the inequality of earned income, as obtained using the L-Theil index, on the contrary, 
inspires some optimism - after all, it turns out that 90% of everything depends on one's own efforts.

If the described calculation method is applied, the use of the Gini index in case of direct method  
of measuring the inequality of opportunity results in the assessments being much higher than when 
other measures are used. Besides, it has been established that when the Gini index is used, the differences  
in assessments obtained through the direct and indirect methods are much greater than those obtained 
using other measures of inequality. The estimates obtained through direct and indirect methods  
are closest to each other when the L- and T-Theil indices are used. 

Also, our calculations show that the selection of inequality index may significantly affect a country’s 
ranking by the inequality of opportunity. Given the popularity of all kinds of ratings in the modern 
world, this conclusion further emphasizes the relevance of the issue under consideration and proves  
the necessity of further efforts by the scientific community to solve it. 
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Abstract

The demand elasticity for a product is the basis of its price determination. The ratio in which a product demand 
will fall with the rise in its price and, vice versa, can be known as demand elasticity. With increasing population 
and increasing demand for meat, it is important to accurately estimate price and income demand elasticities. 
This paper used almost ideal demand systems (AIDS) with log linear analogue of the Paasche price index, 
referred to as the corrected Stone index to model consumer demand system. The study employs the Kalman 
filter estimation strategy, which is based on state-space models that are applied to linear regressions with 
stochastically time-varying parameters, to determine the evolution of price and income elasticities of red meat 
and fish demand for monthly data 1997–2017. Variables stationary is tested with Hegy test. Results show that 
Price elasticity for fish is elastic. Elasticity results indicate that the two products are strong substitutes. Income 
elasticity indicated that fish considered to be luxury good.

INTRODUCTION
Total of 68 300 tons of red meat were produced in Iran during the first quarter of the current fiscal year 
2019 (March 21–June 21) to register a 29% decline compared with the similar period of the year before. 
The Statistical Center of Iran's latest report shows beef accounted for 37 000 tons or 54.2% of the overall 
production, indicating a decrease of 31% year-on-year. The production of lamb reached 25 100 tons  
(down 27% YOY), goat meat 4 700 tons (down 28% YOY) and meat of other types of livestock amounted 
to 1 500 tons during the three-month period, accounting for 36.7%, 6.8% and 2.3% of the total output, 
respectively, SCI reported on its website. The Iranians consume around 920 000 tons of red meat per 
year, 90% of which are supplied from local sources. Imports are made from CIS countries as well  
as from Brazil and Australia. With rapid population growth and improved per capita income and lifestyle 
changes resulting from urbanization, it is predicted that there will be further increases in demand  
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for meat products in the country. Average capital consumption of red meat in developed countries  
is 27 kg per year while it is about 11 kg in Iran. Average capital consumption of fish in developed 
countries is 21.6 kg per year while it is about 10 kg in Iran in 2016. According to FAO estimates in 2015, 
the average per capita consumption of meat in the world was 41.3 kg which is estimated to reach 45.3 kg 
by 2030 as the world’s population grows. Currently in Iran the average per capita consumption of meat  
is 35.5 kg comprising of 12.5 kg of red meat and 23 kg of poultry meat (faostat.org). High level retail price 
of these two kinds of products with also low purchase power, are most important causes for low capital 
consumption and demand. The self-sufficiency level for meat has been declining over the years. Efforts 
have been made to increase meat production; nevertheless the progress has been slow. Currently, Iran 
imports about 10–15% of its red meat requirement from various countries to meet local beef demand. 
Hence, knowing the demand for meat products is thus an important concern for policymakers due  
to its impact on self-sufficiency, changing food prices, and the nation’s trade balance. Therefore, 
understanding meat demand and its characteristics is important in order to give a more accurate evaluation 
of the factors that govern consumers’ behavior for meat products. Meats are important component  
of Iranian diet. 

Figure 1 shows the increasing but fluctuation trend in the price index of red meat and fish at the retail 
level in Iran from 1997 to 2017.  Red meat price index starts from about 0.6 in 1997 and during the time 
passes it increased smoothly till 2012. In 2012 red meat price index reached its maximum amount 1.2. 
In 2015 both red meat and fish price indexes are equal and 0.97 and after that red meat price index again 
increased but fish price decrease. It is concluded that during the whole period fish price index is lower 
than red meat price index. Main reasons for high red meat price index are: high cost of animal food  
and rising cost of inputs, importing live sheets to neighbor’s country, some companies which are allocated 
dollars to import meat, put these dollars in their pockets instead of importing red meats.

This study determined consumer demand for red meat and fish. The growing population  
and consequent rise in demand for meat has increased the importance of estimating the demand function 
and significant factors affecting demand. It is crucial to estimate the demand function to identify consumer 
preferences, develop coherent policies for consumption, and to forecast and plan for future consumer needs.  
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Figure 1  Annual price index of red meat and fish in Iran during 1997–2017
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The results may help policymakers to predict demand and control the prices of these two important 
products.

However a number of studies have used the dynamic AIDS specification, including Thamae  
et al. (2015); Nzuma and Sarker (2010); Iootty et al. (2009); Basmann et al. (2009); Barnett and Serlertis 
(2008); Barnett and Seck (2008); Li et al. (2006); Taljaard et al. (2006); Eakins and Gallagher (2003); 
Katranidis and Velentzas (2000); Poray et al. (2000); Kremers, Ericsson, Dolado (1992); Goddard  
and Akiyama (1989); Banerjee et al. (1986); Anderson and Blundell (1983, 1984); and Blancifiorti  
and Green (1983). Barnett and Kanyama (2013), assesses the ability of the Rotterdam model  
and of three versions of the almost ideal demand system (AIDS) to recover the time-varying elasticities 
of a true demand system and to satisfy theoretical regularity. They find that the Rotterdam model 
performs better than the linear-approximate AIDs at recovering the signs of all the time-varying 
elasticities. Motallebi and Pendell (2013) present a dynamic form of the almost ideal demand 
system (AIDS). The static AIDS model was employed to determine the long-run equilibrium model  
and represents the short-run dynamics by an error correction mechanism. This estimation procedure 
is applied to estimate three kinds of popular meats (red meat, chicken and fish) demand function 
in Iran. The estimated elasticities of red meat and chicken are found to be price elastic in the long 
run. While fish is price inelastic in the long run. Iranian government will remove all indirect  
and direct goods subsidies. It is suggested that government should be careful about chicken  
and red meat pricing policy to decreasing malnutrition after subsidy removal. Kilungu et al. (2012), 
estimate a dynamic version of an almost ideal demand system (AIDS) model for U.S.A. imports  
of fresh tropical fruits: bananas, pineapples, avocadoes, papayas, mangoes/guavas, grapes and other 
fresh fruit imports. Estimated income elasticities show that fresh grapes and other fresh fruit imports 
appear to be considered luxury commodities. All own-price elasticities were negative and significant. 
While imported bananas, pineapples, U.S.A. grapes and other fresh fruit were quite inelastic, demand 
for papayas and mangoes/guavas were elastic. Carew et al. (2005) employ a source differentiated 
almost ideal demand system (AIDS) model with time‐varying parameters to estimate the demand 
for premium quality wines using scanner sales data from the British Columbia wine market.  
The empirical findings reveal that consumers' response to foreign‐produced wines differs from that 
of wine produced locally. It is evident that the expenditure elasticities for British Columbia, European 
and Rest‐of‐the‐World white wines are bigger than those for red wines. The high expenditure 
elasticities associated with British Columbia white wines may suggest that these wines are associated 
with higher quality. We reject the hypotheses of block separability and product aggregation. There 
is no evidence of structural change from the tests employed in this paper. Mario Mazzocchi (2003) 
provides a generalisation of the structural time series version of the Almost Ideal Demand System 
(AIDS) that allows for time‐varying coefficients (TVC/AIDS) in the presence of cross‐equation 
constraints. An empirical appraisal of the TVC/AIDS is made using a dynamic AIDS with trending 
intercept as the baseline model with a data set from the Italian Household Budget Survey (1986–2001). 
The assessment is based on four criteria: adherence to theoretical constraints, statistical diagnostics 
on residuals, forecasting performance and economic meaningfulness. No clear evidence is found  
for superior performance of the TVC/AIDS, apart from improved short‐term forecasts.

1 OBJECTIVE OF THE STUDY 
Due to changes in prices of agricultural products, the consumers behave differently against price changes 
over time so this study focuses on:

•	 estimation time varying price elasticities of red meat and fish,
•	 estimation time varying income elasticities of red meat and fish,
•	 comparison between averages of time varying elasticities with their fixed ones.
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1.1 Data
Data on red meat and fish expenditure in Iran were provided by monthly Data from 1997–2017.  
All of the following data is from the statistical office of the Central Bank of Iran:

•	 red meat expenditure in Rials using a constant price of 2016 = 100,
•	 fish expenditure in Rials using a constant price of 2016 = 100,
•	 red meat and fish price indexes using a constant price of 2016 = 100.

1.2 The full AIDS model
The AIDS model in budget shares is:

		                                           � (1)

in which, Wi is share of budget that allocate to commodity i from total budget, Pj is the price of commodity 
j, X is total expenditure and P* is the price index or price deflator. The loglinear analogue of the Paasche 
price index, referred to as the corrected stone index, is written as:

	                                          � (2)

In applications, the nonlinearity of the AIDS model is usually viewed as a technical problem  
to be circumvented by a linearizing approximation to income’s price deflator. Deaton and Muellbauer 
(1980a, 1980b) suggest Stone's price index. The restrictions on the demand functions are deduced from  
the cost function, using Shephard's duality lemma. The following are the resulting conditions imposed 
during estimation of the constrained model:

 for adding up,  and  for linear Homogeneity, yij = yji for symmetry.

1.3 Kalman Filter estimation strategy
The study employs the Kalman (1960, 1963) filter estimation strategy, which is based on state-space models 
that are applied to linear regressions with stochastically time-varying parameters, to determine the evolution 
of price and income elasticities of red meat and fish demand. The use of this technique compared to other 
conventional econometric methods is based on the following advantages. First, this approach is considered  
an ideal model for estimating regressions with variables whose impact changes over time (Slade, 1989). 
Second, the Kalman filter is believed to be superior to the least squares models, especially in the presence of 
parameter instability (Morisson and Pike, 1977). Third, this procedure can be used with non-stationarity data  
and it is predictive and adaptive (Inglesi-Lotz, 2011). The formal representation of this dynamic model (assuming 
its parameters are functions of time) is given by the following observation and state equations, respectively:

xt = α(zt) + [β(zt)]' εt + wt                                                  ,� (3)
εt+1 = H(zt)εt + vt+1 ,

where α is a constant parameter, β and H are matrices of parameters, xt is a vector of observations  
and zt is a vector of exogenous variables. Furthermore, α(zt) and β(zt) are vector and matrix valued 
functions, respectively, and H(zt) is a matrix with elements that are functions of xt. A vector of unobserved 
variables is then given by εt while wt and vt are the disturbance vectors that are assumed to be independent  
and white noise. The estimating equations which allow for stochastically time varying parameters:

	                                          � (4)
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Above equation is then specified below as a state-space model following the Eviews software notation 
in order allow for time-varying coefficients:

@ signal	 wit = sv1 log Pit + sv2 log Pjt + sv3 log(x/p) + [var = exp c(1)]
@ state	 sv1 = sv1(–1)
@ state	 sv2 = sv2(–1)
@ state	 sv3 = sv3(–1),
	                                          � (5)
@ signal	 wjt = sv4 log Pit + sv5 log Pjt + sv6 log(x/p) + [var = exp c (3)]
@ state	 sv4 = sv4 (–1)
@ state	 sv5 = sv5 (–1)
@ state	 sv6 = sv6 (–1), 

where sv1  i = 1, ..., 6 are, the final estimates for price and income elasticity. ci are the constant parameters 
of estimation. The evolution of price and income elasticities over time is therefore shown to follow  
a random walk process. After finding time varying parameters of AIDS system with Kalman state space 
model, time varying elasticities are calculated using below formulas:

Marshallian price elasticity 

where δij is the Kronecker delta, defined as: δij = 1 if  i=j, δij = 0 otherwise (Buse, 1996; Barnett  
and Ousmane, 2007).

Hicks price elasticity   ,

Income elasticity   .

2 ESTIMATION RESULTS 
All variables used in this study were time series; so the augmented Dickey-Fuller (ADF) test was used 
to test the stationarity of variables (Table 1). The ADF unit root test results allowed for acceptance  
of the null hypothesis of non-stationarity of the red meat price index (p red meat) and the fish price index 

Table 1	 Result of unit root test (ADF test) for variables

Variable ADF at level ADF with one difference

(p red meat) 0.7 –3.1*

(P fish) –0.6 –3.7*

(x red meat) –5.4

(x fish) –1.6 –3.7*

X/P –1.3 –10

Critical value

1% –3.6 –4.3

5% –2.9 –3.7

10% –2.6 –3.2

Note: * indicate significance at the 5% level.
Source:	 Research finding
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Table 2	 Result of Hegy unit root test for variables

Variable Null hyphotesis Test statistic Simulated P-value

LOG(PR)

Non seasonal unit root (zero frequency) –0.659314 0.882998

Seasonal unit root (2 months per cycle) –2.773849 0.111750

Seasonal unit root (4 months per cycle) 15.25249 0.000000

Seasonal unit root (2.4 months per cycle) 12.16319 0.000000

Seasonal unit root (12 months per cycle) 11.52706 0.000000

Seasonal unit root (3 months per cycle) 8.850001 0.000000

Seasonal unit root (6 months per cycle) 12.07574 0.000000

LOG(PF)

Non seasonal unit root (zero frequency) –2.035364 0.541567

Seasonal unit root (2 months per cycle) –3.415713 0.054486

Seasonal unit root (4 months per cycle) 12.14653 0.000000

Seasonal unit root (2.4 months per cycle) 16.78231 0.000000

Seasonal unit root (12 months per cycle) 10.78571 0.000000

Seasonal unit root (3 months per cycle) 17.17169 0.000000

Seasonal unit root (6 months per cycle) 13.90648 0.000000

LOG(WR)

Non seasonal unit root (zero frequency) –3.311438 0.162262

Seasonal unit root (2 months per cycle) –4.668780 0.054486

Seasonal unit root (4 months per cycle) 30.03822 0.000000

Seasonal unit root (2.4 months per cycle) 24.70168 0.000000

Seasonal unit root (12 months per cycle) 26.59229 0.000000

Seasonal unit root (3 months per cycle) 32.25468 0.000000

Seasonal unit root (6 months per cycle) 26.77380 0.000000

LOG(WF)

Non seasonal unit root (zero frequency) –3.039070 0.209804

Seasonal unit root (2 months per cycle) –6.821745 0.054486

Seasonal unit root (4 months per cycle) 46.13639 0.000000

Seasonal unit root (2.4 months per cycle) 46.00186 0.000000

Seasonal unit root (12 months per cycle) 46.82536 0.000000

Seasonal unit root (3 months per cycle) 46.04062 0.000000

Seasonal unit root (6 months per cycle) 46.36882 0.000000

LOG(WP)

Non seasonal unit root (zero frequency) 1.437834 1.000000

Seasonal unit root (2 months per cycle) –0.971411 0.789852

Seasonal unit root (4 months per cycle) 4.457963 0.077572

Seasonal unit root (2.4 months per cycle) 30.70673 0.000000

Seasonal unit root (12 months per cycle) 6.421286 0.021544

Seasonal unit root (3 months per cycle) 12.15545 0.000000

Seasonal unit root (6 months per cycle) 4.341545 0.069994

Source:	 Research finding
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Table 3	 Kalman state space model

Intercept Estimated coefficient Prob statistic

C(1) 0.06 00

C(2) –147 00

Red meat share expenditure equation Final state P value

Sv1(red meat  price coefficient) –0.03* 00

Sv2(fish  price coefficient) –0.001 00

Sv3(income coefficient) 0.001* 00

Fish share expenditure equation Final state P value

Sv4(fish price coefficient) 0.00006 00

Sv5(red meat price coefficient) –0.00002 00

Sv6(income coefficient) 0.000007* 00

Note: * indicate significance at the 5% level.
Source:	 Research finding
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Figure 3  Trends of fish price and income states 
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Table 4	 Marshalian price elasticity and income elasticity 

Income elasticity Fish Red meat Product

Red meat
–0.03* 0.01

–0.017*
(–0.9*) (0.13*)

Fish
1.12* –2.51*

1.34*
(1.15*) (-0.3*)

Notes: Compensated elasticities in parenthesis (). * indicate significance at the 1% level.
Source:	 Research finding

(p fish). The two indexes were non-stationary at level, but they were stationary after the first difference. 
Red meat expenditure (x red meat) was stationary at level. Results of Hegy test also show that all variables 
in logarithm form are stationary.

For linearized AIDS model, Paasche, price index was used. Table 3 displays the results from the Kalman 
filter estimation technique. Table 4 shows the final (average) estimates for price and income elasticities 
being significant and having the values of –0.113 (–0.155) and 1.009 (1.797), respectively. These show 
that, on average, increases (decreases) in real red meat prices have resulted in less than proportionate 
fall (rise) in red meat consumption, implying that the demand is price inelastic (in agreement with 
Zeranezhad and Saadatmehr, 2007 results). However, if the real red meat prices become too high over 
time, consumers might change their behavior and sensitivity to price and hence, policymakers will 
need to reconsider their impact in the long-run. The increase in the coefficient of disposable income  
in the red meat equation (budget coefficient or X/P) increased red meat share expenditure. In both budget 
share equations, red meat and fish were regarded as substitutes, as indicated by the positive cross-price 
coefficients. The cross-price coefficient of red meat equation was positive and significant; a 1% increase 
in the fish price index increased the red meat budget share 0.02%. A negative and significant own-price 
coefficient was found for red meat and fish in AIDS, which satisfies the law of demand. Since the income 
elasticity of fish was more than unity, fish is considered a luxury and elastic good.

DISCUSSION AND CONCLUSION   
The aim of this paper was to evaluate the ability of the AIDS to recover time varying elasticities.  
A structural time series model was specified for red meat and fish demand specification and the time 
varying elasticities estimated using Kalman filter. Results of Hegy unit root test shows that, logarithm  
of all variables include price indexes and expenditures for both red meat and fish are stationary. Results 
also show that state space coefficient in both red meat and fish equations are significant and in accordance 
with theory. Red meat price elasticity is –0.03 and significant. Negative price elasticities of these two 
products indicate, as their prices increased, expenditure on them decreased. Since fish is elastic, an increase  
in price led to a larger-than-proportional decrease in value demanded and a decrease in sales revenue.  
A decrease in income does not result in uniform changes in expenditure for all goods. Expenditure  
on fish decreased in a proportionately larger amount than any other demand; this may have been  
the result of fish being considered a luxury good. An increase in the price of fish, increased the consumption 
of red meat because they were substitutes for one another. 

Successive drought, conflicting trade policies, the absence of subsidies for inputs, and lack of government 
support for producers has raised the price of inputs. This has led to increases in the price of products. Red 
meat and fish prices have grown sharply, which has decreased per capita consumption of these products. 
This has led to insufficient consumption of protein to maintain nutritional health. Also, the increase 
in population and subsequent rise in demand for meat has emphasized the importance of estimating 
the demand function and significant factors affecting demand. Demand function identifies consumer 



2021

99

101 (1)STATISTIKA

preferences and helps to develop coherent policies on consumption, forecast future consumer needs, 
and plan for the future.

Since red meat and fish are elastic goods, to modify consumption patterns, the price tool can  
be recommended as effective. In addition, government policies such as decreasing subsidies should  
be carefully considered because it has resulted in unacceptably high prices for red meat and fish.  
The results of this study may help policymakers to predict demand and to control the prices of these two 
important products.
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Abstract

The goal of the present study is to contribute to the improvement of cooperation between countries in global 
efforts to eliminate illicit trade in tobacco products (ITTP), by identifying common gaps and potential solutions 
using modern statistical instruments. For each of the 30 European reference countries, the first objective  
of this paper is to identify models of ITTP modus operandi. Empirical and individual observations suggest 
that such models exist, but no rigorous statistical evidence is available. The second objective of this paper  
is to assess the similarities and differences between various components of governance in countries for each 
ITTP model identified. The paper demonstrates that countries sharing common patterns of modus operandi 
in ITTP, also share common strengths and weaknesses in their governance status. Reinforcing governance 
with shared instruments and common goals across countries sharing common ITTP modus operandi, can 
potentially improve the control of illicit trade in these products. The current study presents evidence for  
the need to tailor cooperation between countries and the significant role of non-fiscal measures in fighting ITTP.

INTRODUCTION
The European Commission’s 2nd Action Plan to Fight the Illicit Tobacco Trade 2018–2022, based  
on the recommendations of the WHO Framework Convention on Tobacco Control (FCTC) Protocol  
to Eliminate Illicit Trade in Tobacco Products, as well as reports of other international organizations  
(the World Bank, Centre for Disease Prevention and Control, etc.) emphasizes the essential role of bilateral 
and multilateral cooperation between states for an effective and efficient fight against illicit tobacco trade 
(ITT) (WHO-FCTC, 2013; EC, 2017: Com (2013) 324).

It is a major concern in Europe, as stated by the European Commission in its progress report  
to the Council and European Parliament regarding the implementation of the European Union (EU) 
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strategy against cigarette smuggling and other forms of illicit trade in tobacco products (Com (2013) 
324). By making cigarettes more affordable and accessible to people from low-income groups, as well  
as to children, through lower prices than those set to discourage smoking, and by avoiding product 
regulation (e.g. such as labelling and control of ingredients), the illicit trade in tobacco products poses  
a serious threat to public health because it facilitates the uptake of tobacco use by youth and undermines 
tobacco control policies. According to the European Commission, there are substantial losses in government 
revenues: It is estimated that, if all cigarettes sold on the black market were sold legally, the budget  
of the EU and its Member States would receive above € 10 billion annually (Com (2013) 324). ITTP  
is also a source of revenue for organized crime groups from Europe and beyond, as well as for terrorist 
organisations (UN Security Council Resolution No. 2199). Therefore, fighting the global illicit tobacco 
trade is essential to protect EU public health, public revenues and public security.

The actors contributing to development and persistence of illicit tobacco trade are numerous  
and diverse, from individuals to transnational criminal networks. Illicit trade can be undertaken both 
by illicit players, not legally registered, as well as by legitimate entities with (some) business operations 
that do not comply with applicable laws and regulations (e.g. some duty-free zones, tobacco product 
manufacturers). These illicit tobacco trade activities are carried out by three main types of actors, each 
one adopting different modus operandi practices: large-scale actors, medium-scale actors and small-scale 
actors (Savona and Riccardi, 2015). The potential profits associated with large-scale ITTP and low levels  
of risks in terms of detection, seizures, penalties and criminal procedure, create incentives for participation 
by organized crime networks. Even if the number of large-scale actors is less numerous, they are believed 
to be responsible for more than 90% of illicit tobacco trade (Savona and Riccardi, 2015).

The features of ITTP vary from one region or country to another, although the main characteristics 
are common, largely falling under the three following categories: contraband, counterfeit or illicit whites.3

Three main established routes are used to bring cigarettes into Europe: the North-Eastern route,  
the extended Balkan route and the Maghreb route (Savona and Riccardi, 2015). The North-Eastern route 
is the main way by which illicit flows of cigarettes from extra-EU eastern European countries enter EU 
Member States. About half are illicit whites and the remainder are contraband. The actors are organized 
crime groups involved in large-scale cigarette trafficking.

Price and tax differences between countries create financial incentives to avoid or evade taxes.  
The impact of tax and price disparities on type and level of illicit trade activities has been examined 
extensively by economists. For example, price differences between adjacent geographical areas motivate 
bootlegging and legal cross-border shopping, according to studies conducted in the United States (Baltagi 
and Levin, 1992; DeCicca et al., 1997; Licari and Meier, 1997), multiple European countries (Joossens and 
Raw, 2008; Merriman, 2000), Estonia (Taal et al., 2004), the United Kingdom (Buck et al., 1994), France 
(Lakhdar, 2008), and in many other countries.

Despite studies and campaigns conducted by the tobacco industry promoting the message that 
taxes and prices have the most important impact on ITTP at a country level, independent evidence 
indicates that the illicit cigarette market is relatively larger in countries with low taxes and prices while 
being relatively smaller in countries with higher cigarette taxes and prices (National Research Council, 
2015). Illicit trade in tobacco is not only inconsistent with the rule of law, but often depends on and can 
contribute to weakened governance (e.g. through corruption and the presence of organized criminal 
networks) (World Bank Group, 2019). Thus, non-price factors such as governance status, weak regulatory 
frameworks, social acceptance of illicit trade, and the availability of informal distribution networks appear 
to be far more important determinants of the size of the illicit tobacco market (Chaloupka et al., 2019).  

3	�	 ‘Illicit whites’ (also known as ‘cheap whites’) refers to cigarettes produced lawfully in one jurisdiction for the sole purpose 
of being exported and illegally sold in a jurisdiction where they have no legitimate market. Illicit whites have emerged  
in ITTP channels in the EU over the past decade and several sources indicate their growing importance. 
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The laws, regulations, systems and effectiveness of governance that contribute to the political and regulatory 
environment influencing the illicit trade, were analysed by The Economist Intelligence Unit in 2018 using 
relevant literature and consultations with independent and tobacco industry-related advisers. The result 
is the Global Illicit Trade Environment Index (ITEI) Report (The Economist Intelligence Unit, 2018), 
which evaluates 84 countries, including EU Member States, on their structural capability to protect 
against illicit trade, either through action or inaction. The index is built around four main categories, 
each with four to seven indicators: government policy; supply and demand; transparency and trade;  
and customs environment.4

The goal of this study is to contribute to the improvement of cooperation between countries in global 
efforts to eliminate ITT, by identifying common gaps and common possible solutions using modern 
statistical instruments.

The analysis was carried out for 30 European countries (28 EU Member States, Norway and Switzerland). 
It comprises two phases: the identification of patterns of modus operandi for ITTP (or ‘typologies’)  
and the identification of associations between specific patterns and specific governmental policy.

For each of the 30 European reference countries, the first objective of this paper is to identify models 
of modus operandi in ITT. Empirical and individual observations suggest that such models exist,  
but no rigorous statistical evidence is available.

With an increasing body of evidence suggesting the substantial role of non-price factors as determinants 
of the size of the illicit tobacco market, the second objective of this paper is to assess the similarities  
and differences between different components of governance in countries for each identified ITT model.

The main sources of information for the statistical analysis (SUN Report, the N-EXUS Report  
and the ITEI Report) were funded by three multinational cigarette manufacturers and use data from 
independent but industry-related sources. Thus, the most significant limitation of the current study  
is the use of data belonging to the tobacco industry in the statistical analysis. Taking into account  
the tobacco industry’s long history in manipulating research, and suggestions from different studies about  
the use of similar strategies in relation to ITTP (Gallagher, 2019), including the recommendations 
contained in the World Bank review (World Bank Group, 2019), the authors were conscious through  
the whole study process of the need to be very cautious in using these data. This limitation was overcome 
by cross-verification of data, where available, including the use of discussions developed in the framework 
of the World Health Organization (WHO)-EU project. Stakeholders and customs and other governmental 
experts from countries studied were contacted, and the data were verified for accuracy. A careful  
and comprehensive analysis of methodologies used in the reports was also undertaken, in order  
to identify potential bias and distrusted information. Efforts were made to introduce primary data instead  
of secondary data into the analysis, where available, in order to diminish potential subjective interpretations.

1 TYPOLOGIES OF COUNTRIES IN TERMS OF ITTP 
In the first phase, defining typologies of countries in terms of ITTP, five categories of variables were used 
in describing ITTP (Table 1): (i) category(s) of illicit tobacco trade products; (ii) main brand(s) of illicit 
cigarettes; (iii) illicit tobacco trade flows; (iv) illicit tobacco trade routes; (v) main country(s) of origin  

4	�	 Indicators included in Government policy: 1. Commitment to illicit trade-related treaties, 2. Compliance to Financial 
Action Task Force (FATF) money laundering provisions and standards, 3. Intellectual property protection, 4. Corruption,  
5. Law enforcement techniques, 6. Interagency collaboration, 7. Cybersecurity preparedness; in Transparency  
and Trade: 1. Track and trace services, 2. Adoption of Annex D of Revised Kyoto Convention, 3. Free trade zones  
governance, 4. International reporting; in Supply and Demand: 1. Tax and social security burdens, 2. Quality of state  
institutions, 3. Labour market regulations, 4. Perception of organized crime; and in Customs environment:  1. Percentage  
of shipments physically inspected, 2. Customs clearance and inspection, 3. Automation, 4. Authorized Economic  
Operator programme, 5. Customs recording system.



ANALYSES

104

of illicit cigarettes. One of the most common hierarchical clustering techniques, the Ward method, was used 
to create homogenous groups of countries. As the database contains both quantitative and binary variables, 
we have chosen to use the Gower and Legendre measure of dissimilarity (Gower and Legendre,1986).

The dendrogram shown in Figure 1 was derived using the Ward method. By analysing the 
latest ten steps of clustering history – by applying the pseudo T-square index5 and pseudo  

Table 1	 Variables describing illicit tobacco trade

Description Indicators Data source

1 2 3 4

Category(s) of illicit tobacco 
trade products

Percentages of cigarettes  
in each category in the total 
number of illicit cigarettes  

in the reference country  
(in 2017).

1. Illicit whites (IW, %)
2. Counterfeits (%)

3. Contraband or loose  
tobacco (%)

RUSI data (KPMG, 2017)

The main brand of illicit 
cigarettes

Indicator that specifies which 
are the manufacturers of the 

first two most frequent brands 
of illicit cigarettes in the 

reference country.

1. British American Tobacco
2. Japan Tobacco International

3. Philip Morris International
4. Other (not known  

or manufacturer  
of illicit whites)

RUSI data (KPMG, 2017)

Illicit tobacco trade flows

Indicators that specify  
which are the main illicit 

tobacco trade flows  
in the reference country. 

They are constructed  
as follows:

- if the reference country  
is destination for illicit tobacco 
products the flows are Inwards;

- if the reference country 
is origin for illicit tobacco 

products the flows  
are Outwards;

- if the reference country  
is on a route between an origin 

and a destination country  
for illicit tobacco products  

the flows are Transit.
A reference country could have 
Inwards, Outwards and Transit 

flows or any other combination 
of them. 

1. Inwards
2. Transit 

3. Outwards

RUSI data (KPMG, 2017)  
and NEXUS data (Aziani  

and Dugato, 2019)  
on traffic routes. 

To have more accurate data, 
they were compared  
and completed with 

information from qualitative 
interviews with in-country 
experts conducted under  

the WHO–EU project: Illicit 
Tobacco Trade in the European 

Union 2017–2019 – raising 
awareness and enhancing 

understanding of illicit tobacco 
trade among academic 

researchers in the European 
Union. 

Illicit tobacco trade routes

Indicators that specify  
the routes used by traffickers 

with tobacco products  
in reference country.

1. North eastern route
2. Balkan route 

3. Maghreb route

NEXUS data (Aziani  
and Dugato, 2019)

Main country(s) of origin  
for illicit cigarettes

Indicators that specify whether 
the main origin country  

for illegal cigarettes found 
in reference country is one 

of the non-EU neighbouring 
countries: Belarus, Russian 

Federation or Ukraine, or other 
known origin country  

(from EU or not), or unknown 
origin country.

1. Ukraine
2. Belarus

3. Russian Federation
4. Illicit whites with unknown 

country of origin 
5. Other country (e.g. Algeria, 
Bosnia-Herzegovina, Bulgaria, 

Czech Republic, Estonia, 
Gibraltar, Poland, Romania)

RUSI data (KPMG, 2017)

Source:	 Authors own synthesis and computations

5	�	 Pseudo T-square Index quantifies the difference between two clusters that are merged at a given step. If the pseudo  
T-square statistic has a distinct jump at step k of the hierarchical clustering, then the clustering in step k + 1 is selected  
as the optimal cluster (Milligan and Cooper, 1987).
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F statistic6– the most appropriate number of clusters to group the thirty European countries included 
was identified as five. The homogeneity inside the clusters is high (with semi-partial R-squared of 0.03) 
meaning that the countries inside a cluster are very similar from the point of view of the features of ITTP. 
The variation between clusters is large (with a pseudo F statistic of 13.10), meaning that they are indeed 
different, enabling the five different typologies of ITTP to be distinguished (Annex Table A1).

The characteristics of the five clusters identified are summarised in Table A2 in the Annex. 
The first typology (Cluster 1), specific to Estonia, Italy, Latvia, Lithuania, Poland, Romania  

and Slovakia, can be defined as follows: The main category of illicit trade products is illicit whites, 
representing a mean of 63.4% of total illicit trade. The contraband and loose illicit tobacco products 
comprise 28.9% and counterfeit illicit tobacco products 7.8%. Smuggled brands are not known brands 
produced by the top three global manufacturers. The country of origin is either Belarus or unknown. 
In all countries with this typology, illegal cigarettes enter the country through the north eastern route. 
Cigarettes also arrive in Italy via the Balkan and Maghreb routes. In general, the countries in this cluster 
are transit countries, except for Romania, which is also an origin country.  

The second typology (Cluster 2), specific to Bulgaria, Cyprus, Greece, Malta and Portugal, can  
be defined as follows: The illicit tobacco market is divided equally between illicit whites and contraband 
or loose tobacco, but the main country of origin is unknown. The main brand of illicit tobacco products 
for all countries is not produced by one of the top three global cigarettes manufacturers. However,  
in the case of Malta and Portugal, the second brand of illicit tobacco is produced by PMI. All the countries 
from this cluster use the Balkan route in illegal tobacco trade and in the case of Malta and Portugal illegal 
trade also uses the Maghreb route (by passing through Spain and Italy). The flows of ITTPs is inward, 
outward and/or transit.

Cluster Analysis

Semi-Partial R-Squared

Cluster 1

Cluster 2

Cluster 3

Cluster 4

Cluster 5

Slovak Republic
Romania

Italy
Poland

Lithuania
Latvia

Estonia
Portugal

Malta
Greece
Cyprus

Bulgaria
Hungary
Slovenia

Czech Republic
Spain

Luxembourg
Ireland

Belgium
Sweden

Switzerland
France

United Kingdom
Germany

Norway
Denmark

Netherlands
Finland
Croatia
Austria

0.0 0.1 0.2 0.3

Figure 1  Dendrogram obtained by using Ward Method and Gower and Legendre measure 

Source: Authors computations using SAS Studio software on RUSI data (KPMG, 2017)

6	�	 The pseudo F statistic describes the ratio of between-cluster variance to within-cluster variance, meaning that if there 
are no significant changes in pseudo F-statistic at step k of the hierarchical clustering, then the clustering in step k + 1  
is selected as the optimal cluster (Milligan and Cooper, 1987). 
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The third typology (Cluster 3), specific to Czech Republic, Hungary and Slovenia, can be defined  
as follows: The main category of illicit trade products is contraband or loose tobacco, with a mean  
of 68.3% of total illicit trade. The main two brands traded on the illicit tobacco market are produced  
by PMI and BAT. The countries are mainly transit countries on the north eastern and Balkan routes, 
with the main country of origin being Ukraine or one of the countries from the ‘Other country’ category 
(e.g. Bosnia-Herzegovina).

The fourth typology (Cluster 4), specific to Belgium, Ireland, Luxembourg and Spain, can be defined 
as follows: The main category of illicit trade products is contraband or loose tobacco, with a mean  
of 73.9% of total illicit trade. The two main brands traded on the illicit tobacco market are produced  
by PMI and BAT. These countries are mainly transit countries. Traffickers mainly use the Maghreb route 
and the origin country of the products is typically one of the three main source countries for illicit tobacco 
products in Europe: Belarus, Russian Federation or Ukraine.

The fifth typology (Cluster 5) includes the most affluent EU countries, namely: Austria, Croatia, 
Denmark, Finland, France, Germany, Netherlands, Norway, Sweden, Switzerland and United Kingdom, 
and can be defined as follows: The main category of illicit trade products is contraband or loose tobacco, 
with a mean of 80.8% of total illicit trade. The two main brands traded on the illicit tobacco market 
are produced by any of the top three global producers (i.e. PMI, BAT or JTI). The countries are mainly 
destination countries and the illegal cigarettes largely arrive through the north eastern route, mainly 
from Ukraine.

2	THE RELATIONSHIP BET WEEN THE IDENTIFIED TYPOLOGIES AND GOVERNANCE  
	 ENVIRONMENT 
In the second phase, we used the Illicit Trade Environment Index (ITEI) developed by the Economist 
Intelligence Unit to identify the relationship between the identified typologies and respective governance 
environments. 

Higher values assigned by the ITEI indicate a less favourable political environment for illegal traffic. 
Conversely, lower values assigned for each component denote an environment that is more favourable for 
ITTP.  Given the small number of countries in designated clusters, a nonparametric analysis of variance 
was used using two nonparametric tests (the median test and the Kruskal Wallis test) to determine  
if there were significant differences between groups of countries.

	 An overview of the results derived using the Kruskal Wallis and median tests demonstrates 
that there are significant differences between the five clusters regarding the ITEI, government policy,  
as well as transparency and trade components. In relation to the customs environment component, there 
are significant differences between clusters in terms of distribution (meaning that the central tendency  
and the variability are different), with a level of significance of 0.05, but there are no significant differences 
between medians. Regarding the supply and demand component, there are significant differences between 
clusters in terms of distribution with a level of significance of 0.1, but there are no significant differences 
between medians (Figures 2 and 3).

In the case of countries with the first typology of illicit tobacco trade (i.e. Cluster 1), all the coefficients 
of variation are less than 15%,  except of supply and demand, which has a coefficient of variation close  
to 30% (Annex Table A3). This means that this cluster is homogenous with respect to all variables. Moreover, 
all indicators have low mean levels, meaning that the general governance environment facilitates illicit 
tobacco trade. The countries from this cluster have made significant improvements in their customs 
environments, reaching almost the level of clusters with high ITEI (i.e. with an environment only 
slightly favourable for illegal trafficking). The number of countries above the overall median is zero for 
government policies and one for transparency and trade, and also the median values for these variables 
are very low (Figure 3) meaning that, in the countries from this cluster, improvements should be made 
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in government policies and transparency and trade. In Italy and Romania, improvements in supply  
and demand policies could also be beneficial.

In case of countries with the second typology of illicit tobacco trade (i.e. Cluster 2), all variables have 
coefficients of variance less than 30%, but higher than in first cluster (Annex Table A3), meaning that 
the cluster is homogenous but less so than the previous cluster. All indicators have the lowest mean levels 
compared to the other clusters (Annex Table A3), meaning that the entire governance environment 
facilitates illicit tobacco trade. Because the frequency of countries above the overall median is zero for 
transparency and trade, and the lowest median value is registered for the customs environment (Figure 
3), improvements mainly in transparency and trade and in the customs environment would lead to an 
environment less favourable for illegal trade in general, and in tobacco products in particular. Moreover, 
in Bulgaria, Greece and Portugal, improvements in government policies would also consistently improve 
the fight against ITTP. 

The countries with the third typology of illicit tobacco trade (i.e. Cluster 3), all have coefficients 
of variation less than 9% (Annex Table A3), meaning that this cluster is the most homogenous with 
respect to all variables related to the illicit trade environment. The countries from this cluster have 
a medium ITEI meaning that the governance policies for limitation of ITTP are better than those 
from second cluster of countries but, comparing with those from the fifth cluster, improvements 
could be made. The lowest median value is registered for the supply and demand component (Figure 
3), meaning that reducing the supply and demand for illicit cigarettes would lead to substantial 
reductions in ITTP.

The fourth and the fifth clusters  both have coefficients of variation less than 25% (Annex Table A3), 
meaning that they are also very homogenous. These countries have the least favourable environment 
for illicit trade.
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Figure 2	 Distribution of Wilcoxon scores and the number of countries above and below overall median for each  
	 cluster for each ITEI category 

Source:	Authors computations using SAS Studio software on RUSI data  
	 (KPMG, 2017) and The Economist Intelligence Unit data  
	 (The Economist Intelligence Unit, 2018)
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In the case of countries with the fourth typology, the median value for government policies is lower 
than that of the fifth cluster (Figure 3) meaning that improvements in government policies could be made  
in order to improve the illegal trade environment and therefore to reduce ITTP.

In the case of the countries with the fifth typology, the ITEI mean is the highest overall (Annex Table A3),  
meaning that the entire governance is the strongest and the most efficient in combating ITTP among 
the countries studied. However, the fifth cluster demonstrate lower values for the customs environment 
compared to the fourth cluster (Figure 3), meaning that improvements in the customs environment could 
lead to increased efficiency in reducing illicit tobacco trade, particularly in Croatia. Even if Croatia does 
not register very high values for transparency and trade or supply and demand, it has good government 
policies, which compensate and are making the entire environment less favourable for illicit trade.
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Figure 3	 Distribution of Wilcoxon scores and the number of countries above and below overall median for each  
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3 DISCUSSION  
The study identified five models of ITT modus operandi in EU countries plus Norway and Switzerland 
(Table 2).

Of the seven Model 1 countries, six (Estonia, Latvia, Lithuania, Poland, Romania and Slovakia) 
share a land border with former Soviet countries (Belarus, Republic of Moldova, Russian Federation  
and Ukraine) and a geographical position in north eastern Europe. This could explain the similarities 
in illicit trade of cigarettes. The results are consistent with the opinions and observational remarks  
of stakeholders interviewed in the framework of the EU project.
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Figure 3		 (continuation)

Source:	Authors computations using SAS Studio software on RUSI data  
	 (KPMG, 2017) and The Economist Intelligence Unit data  
	 (The Economist Intelligence Unit, 2018)
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Table 2	 Models of modus operandi for ITTP

Model of ITTP Countries The main features of ITTP Governance policy to improve

Model 1 Estonia, Italy, Latvia, Lithuania, 
Poland, Romania and Slovakia

Illicit whites
Main brand: JTI

Main country of origin: IW
Second main country of origin:  Belarus

Transit country
North eastern route

Government policies
Transparency and trade

Model 2 Bulgaria, Cyprus, Greece, Malta  
and Portugal  

Illicit whites
Contraband or loose tobacco

Main brand: PMI
Main country of origin: IW

Origin country
Destination country

Transit country
Balkan route

Transparency and trade
Customs environment

Model 3 Czech Republic, Hungary  
and Slovenia

Contraband or loose tobacco
Main brand: PMI

Main country of origin: Ukraine
Transit country

North eastern route
Route Balkan

Supply and demand

Model 4 Belgium, Ireland, Luxembourg  
and Spain

Contraband or loose tobacco
Main brands: PMI and BAT

Main country of origin: Other
Transit country
Maghreb route

Government policies

Model 5

Austria, Croatia, Denmark, Finland, 
France, Germany, Netherlands, 
Norway, Sweden, Switzerland  

and United Kingdom

Contraband or loose tobacco
Main brand: PMI

Main country of origin: Other
Destination country
North eastern route

Customs environment

Source:	 Authors own synthesis and computations

The intriguing aspect is the presence of Italy in this cluster of seven countries, despite a totally different 
geographical position and political background. The high statistical power of association in this cluster 
assures us that this grouping is not random, and that there have to be some common aspects. Analysing 
the variables, the common features of the modus operandi are that the most commonly smuggled cigarettes 
are illicit whites, and that all seven countries are mainly transit countries for ITTP. Italy has an accessible 
source of illicit whites due to its geographical position in the Mediterranean (by sea, through the Maghreb 
route) and also has a non-EU land border favouring the transit of illicit products.

Our analysis demonstrates the importance of geographical position to the existence of opportunities 
for trafficking illicit white cigarettes. If a country has borders and the geographical position favours 
communication with illicit white source countries, it is more prone to share Model 1 traits with other 
countries. These countries could cooperate to improve governmental policies in areas such as cybersecurity 
preparedness, money laundering provisions, developing common standards, inter-agency collaboration 
and international reporting – as statistics show that these policies are the weakest in the fight against 
ITTP in these countries.

Model 2 countries (Bulgaria, Cyprus, Greece, Malta and Portugal) are the least homogenous group 
of the five models. These countries share a common route for illicitly traded cigarettes: the Balkan route. 
This route is proximal for four out of the five countries in the cluster. In case of Portugal and Malta,  
the Maghreb route is also used. Moreover, the proximity of the sea (an accessible source for illicit whites) 
and of a non-EU land border favours the transit of illicit products. From the perspective of improvements 
in governance policies, possibly achieved through extensive cooperation between Model 2 countries, 
the most interesting potential areas are improvement of customs recording systems, the governance  
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of free trade zones and international reporting. These improvements are achievable, as indicated  
by the discussions in the framework of the EU-funded project. 

The countries of Model 3 (Czech Republic, Hungary and Slovenia) are land neighbours with Austria, 
from which cigarettes are illicitly traded to Germany, an EU state among the highest consumers  
of illicit tobacco products (cigarettes and loose tobacco). This geographical feature and the lack of formal 
borders (as all these countries are part of the Schengen area) ease the illicit trade. The weakest component  
in these three countries is supply and demand for illicit cigarettes. According to the latest Eurobarometer 
on public perception of the illicit tobacco trade, only 18% of Hungarian citizens believe that black market 
cigarettes provide one of the most important sources of revenue for organized crime, in Czechia this  
is 12% and in Slovenia 11%. These perceptions could motivate the authorities from the three countries 
to collaborate in enhancing perception of organized crime among their citizens in relation to ITTP,  
in an attempt to improve the weakest area of governance policy, namely supply and demand.

The Model 4 countries (Belgium, Ireland, Luxembourg and Spain) are all very high developed countries 
that in general prefer original brands of international manufacturers rather than illicit whites. However, 
the proximity of the sea (three of them have sea borders), and the lack of a formal borders with other 
EU countries as members of the Schengen Area, makes these countries accessible for illicit products, 
favouring the Maghreb route to France or the United Kingdom and Ireland (using the western sea borders  
of the EU). Even though they are very developed countries, they could cooperate more to improve 
governmental policies in areas such as cybersecurity preparedness and money laundering provisions.

The Model 5 countries (Austria, Croatia, Denmark, Finland, France, Germany, Netherlands, Norway, 
Sweden, Switzerland and the United Kingdom) strongly prefer original brands to illicit whites. The study 
finds that the most smuggled brand in these destination countries is owned by Philip Morris International. 
This situation could be explained by the high quality of life and revenue indicators of the population 
living in these countries. The products are not manufactured in the reference country but are transported  
via the north eastern route. As most of these countries are members of the Schengen Area, it is obvious 
that the weakest link in the chain of governance policies is the customs environment; however, this  
is difficult to improve within the EU borderless framework. Considering that the most used illicit 
cigarettes in these countries are the brands owned by the three big manufacturers, and the factories  
are in the countries along the north eastern route (the main route for transport), the collaboration between 
these states should be focused more on implementing the EU ‘track and trace’ system. 

CONCLUSIONS 
The paper demonstrates that countries sharing a common pattern of modus operandi in ITTP also share 
common strengths and weaknesses in their governance status. Reinforcing governance with common 
instruments and common goals in countries sharing a common ITTP modus operandi, could improve 
the control of illicit trade in these products. Thus, the study presents evidence for the need to tailor 
cooperation between countries in order to maximize the result. 

The study also presents evidence for the significant role of non-fiscal measures in fighting ITTP. While 
the recommended fiscal measures are the same for all countries (i.e. increased taxation using comparable 
instruments), the non-fiscal measures must be adapted to the internal needs and particularities of each 
country, in order to be effective and efficient. The study supports the empirical observations and assumptions 
that good implementation of the EU track and trace system, part of trade and transparency policy of good 
governance, can diminish the illicit outflow of cigarettes from Model 2 countries and the illicit inflow 
to Model 5 countries. If Model 1 and Model 4 countries collaborate in improving governmental policies 
targeting cybersecurity preparedness, corruption and money laundering, we could expect a decrease  
in the illicit trade of branded and non-branded cigarettes transported through routes with both EU  
and non-EU origins. 
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This paper is not intended to support the use of industry-related data, or to encourage the use of this 
information. In the absence of any independent and publicly available assessments of the 3 reports, due 
to their recent publishing (in 2018 and 2019), and in the absence of other sources of detailed quantitative 
information regarding the magnitude and the modus operandi of ITTP, the authors consider that they 
used these sensitive data with the greatest possible precaution. Although, the statistical methods used  
in current paper are reliable and can be used in attaining the objectives related to a better understanding 
of ITTP, in future studies it is recommended the use of data from total industry-independent sources.  
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Table A1	 Clustering history – Ward method

Table A2	 Typologies of illicit trade of cigarettes

Cluster history

Number 
of clusters Clusters joined Freq. New cluster

RMS (Std)
Semi-partial

R-squared R-squared Pseudo F
statistic

Pseudo
T-square

10 CL18 Hungary 3 0.18 0.02 0.85 12.70 3.30

9 CL21 Sweden 3 0.17 0.03 0.83 12.50 6.10

8 CL12 CL13 8 0.14 0.03 0.79 12.10 4.70

7 CL17 CL23 5 0.16 0.03 0.76 12.20 6.10

6 CL15 CL14 7 0.15 0.04 0.72 12.40 6.40

5 CL8 CL9 11 0.17 0.04 0.68 13.10 3.80

4 CL11 CL10 7 0.21 0.07 0.61 13.30 6.30

3 CL5 CL4 18 0.22 0.13 0.48 12.20 7.60

2 CL7 CL6 12 0.22 0.14 0.34 14.10 11.70

1 CL3 CL2 30 0.26 0.33 0.00 . 14.10

Notations: RMS: Root Mean Square; Std: standard deviation.
Source: Computations using SAS Studio software on RUSI data (KPMG, 2017)

Cluster No 
obs. Variable Mean Std. Minimum Maximum

Cluster 1
Estonia, Italy, Latvia, Lithuania, 
Poland, Romania and Slovakia

7

Illicit whites (%) 63.4% 15.5% 38.9% 87.7%

Counterfeit (%) 7.8% 5.5% 1.4% 16.7%

Contraband or loose tobacco (%) 28.8% 10.7% 10.5% 44.4%

Main brand of illicit cigarettes: JTI 14.3%

Main country of origin: IW 42.9%

Main country of origin:  Belarus 57.1%

Origin country 14.3%

Transit country 71.4%

ANNEX
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Table A2	 (continuation)

Cluster No 
obs. Variable Mean Std. Minimum Maximum

Cluster 1
Estonia, Italy, Latvia, Lithuania, 
Poland, Romania and Slovakia

7

North eastern route 100.0%

Balkan route 14.3%

Maghreb route 14.3%

Cluster 2
Bulgaria, Cyprus, Greece, Malta 
and Portugal

5

Illicit whites (%) 49.7% 11.9% 38.1% 62.5%

Counterfeit (%) 5.8% 9.4% 0.0% 22.3%

Contraband or loose tobacco (%) 44.5% 12.3% 35.0% 61.9%

Main brand of illicit cigarettes: PMI 40.0%

Main country of origin: IW 100.0%

Origin country 40.0%

Destination country 60.0%

Transit country 60.0%

Balkan route 100.0%

Maghreb route 40.0%

Cluster 3
Czech Republic, Hungary  
and Slovenia 

3

Illicit whites (%) 26.4% 13.3% 11.4% 36.6%

Counterfeit (%) 5.3% 4.4% 0.3% 8.3%

Contraband or loose tobacco (%) 68.3% 17.5% 56.1% 88.3%

Main brand of illicit cigarettes: PMI 66.7%

Main brand of illicit cigarettes: BAT 33.3%

Main country of origin: Ukraine 66.7%

Main country of origin: other 33.3%

Origin country 33.3%

Transit country 100.0%

North eastern route 100.0%

Balkan route 100.0%

Cluster 4
Belgium, Ireland, Luxembourg 
and Spain 

4

Illicit whites (%) 20.8% 14.5% 3.0% 33.3%

Counterfeit (%) 5.3% 3.8% 0.0% 9.1%

Contraband or loose tobacco (%) 73.9% 11.6% 62.3% 87.9%

Main brand of illicit cigarettes: PMI 50.0%

Main brand of illicit cigarettes: BAT 50.0%

Main country of origin: other 100.0%

Transit country 75.0%

Maghreb route 75.0%

North eastern route 25.0%

Cluster 5
Austria, Croatia, Denmark, 
Finland, France, Germany, 
Netherlands, Norway, Sweden, 
Switzerland and United 
Kingdom

11

Illicit whites (%) 9.1% 6.2% 1.1% 23.1%

Counterfeit (%) 10.0% 6.1% 0.0% 18.8%

Contraband or loose tobacco (%) 80.9% 8.9% 68.5% 93.3%

Main brand of illicit cigarettes: PMI 90.9%
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Table A2	 (continuation)

Table A3	 Means and standard deviations for all Illicit trade environment indexes

Cluster No 
obs. Variable Mean Std. Minimum Maximum

Cluster 5
Austria, Croatia, Denmark, 
Finland, France, Germany, 
Netherlands, Norway, Sweden, 
Switzerland and United 
Kingdom

11

Main brand of illicit cigarettes: BAT 36.4%

Main brand of illicit cigarettes: JTI 27.3%

Main country of origin: Russian 
Federation 9.1%

Main country of origin: Ukraine 18.2%

Main country of origin: other 72.7%

Destination country 100.0%

Transit country 27.3%

North eastern route 90.9%

Balkan route 27.3%

Maghreb route 9.1%

Note:	The dummy variables with mean equal to zero are not included among the characteristics of the cluster as long as mean zero means  
	 the absence of that attribute. 
Notations:	No. obs.: number of observations; Std.: standard deviation; BAT: British American Tobacco; JTI: Japan Tobacco International;  
	 PMI: Philip Morris International.
Source: Computations using SAS Studio software on RUSI data (KPMG, 2017)

Cluster No 
obs. Variable Mean Std. Coefficient  

of variation Minimum Maximum

Cluster 1
Estonia, Italy, Latvia, 
Lithuania, Poland, 
Romania and Slovakia

7

ITEI 67.8 3.8 5.7% 60.8 71.1

Government policy 70.1 3.5 5.0% 62.6 72.5

Transparency trade 58.9 6.4 10.8% 50.8 68.0

Supply and demand 51.5 13.4 26.0% 23.8 64.4

Customs 84.8 3.2 3.8% 78.0 87.5

Cluster 2
Bulgaria, Cyprus, 
Greece, Malta  
and Portugal  

5

ITEI 65.6 6.0 9.1% 57.7 73.1

Government policy 68.5 7.8 11.4% 62.5 79.4

Transparency trade 53.7 11.6 21.5% 37.8 65.2

Supply and demand 53.0 13.6 25.6% 36.0 71.8

Customs 80.9 3.3 4.1% 77.2 85.8

Cluster 3
Czech Republic, 
Hungary and Slovenia

3

ITEI 70.5 1.7 2.5% 68.5 71.6

Government policy 74.3 4.0 5.4% 71.1 78.8

Transparency trade 61.6 5.5 8.9% 57.5 67.8

Supply and demand 55.0 4.2 7.6% 52.3 59.8

Customs 84.5 3.2 3.8% 81.6 87.9

Cluster 4
Belgium, Ireland, 
Luxembourg and Spain

4

ITEI 76.9 2.1 2.7% 74.1 78.6

Government policy 79.8 3.7 4.6% 76.9 85.2

Transparency trade 70.5 2.3 3.3% 67.6 72.9

Supply and demand 65.1 7.0 10.7% 58.2 74.8

Customs 87.4 1.0 1.2% 86.5 88.5
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Table A3	 (continuation)

Cluster No 
obs. Variable Mean Std. Coefficient  

of variation Minimum Maximum

Cluster 5
Austria, Croatia, 
Denmark, Finland, 
France, Germany, 
Netherlands, Norway, 
Sweden, Switzerland 
and United Kingdom

11

ITEI 78.9 6.0 7.6% 65.8 85.6

Government policy 85.9 7.2 8.4% 73.4 96.3

Transparency trade 69.8 5.1 7.3% 58.8 75.0

Supply and demand 67.0 13.7 20.4% 43.9 81.3

Customs 85.8 3.2 3.8% 78.3 90.2

Note: If coefficient of variation is less than 30% it means that the cluster is homogenous.
Notations: Obs.: observations; Std: standard deviation; ITEI: Illicit Trade Environment Index. 
Source: Computations using SPSS software on RUSI data (KPMG, 2017) and The Economist Intelligence Unit data (The Economist Intelligence Unit, 2018)
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