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Non-Linear Monetary Policy Modelling with Government
Debt as a Threshold: The Case of the Czech Republic’

Milo§ BIKAR' — Martin HODULA™

Abstract

In this paper, we examine the extent to which naopeiolicy might be con-
strained by the evolution of government indebtesinége employ a threshold
vector autoregression (TVAR) model to capture thesiiple asymmetries in the
relationship between monetary policy and the rear®my, corresponding to
a switch between low and high growth rates of tbgegnment debt-to-GDP
ratio. The analysis is performed on Czech data diier2001 — 2016 period.
Results show that the reaction of a central banknaxroeconomic shocks can
be regime-dependent. We find that a rising govemndebt could constrain
monetary policy, which manifests through an altemsahetary policy transmis-
sion to the real economy. Overall, our study dertratess the advantages of
using a non-linear approach to study the fiscal amohetary policy interactions.
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JEL Classification: C32, E42, H63

Introduction

Following the global financial crisis (GFC) ancetbubsequerbreat Reces-
sion extraordinary measures were taken by central amkli governments to
prevent a collapse of the financial sector. Suppadkages from governments
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and monetary authorities during and after the G#dZmed unprecedented levels.
These actions, combined with the cyclical detetioraof fiscal positions and
discretionary fiscal expansions, have led to a tsumtigl pick-up in public
debt-to-GDP ratios in many countries (Sipko, 20MQreover, to achieve infla-
tion targets in the post-GFC period, central bamtkated an environment of low
or even negative interest rates and applied varimeonventional monetary
policy tools? These monetary policy actions created even mooenrfor in-
creases in the level of government indebtednesthegssignificantly decreased
government debt servicing costs. These developmeiged some important
guestions regarding the fiscal-monetary policy treteship. Is the government
debt build-up related to monetary policy in someg/wBoes a high level of gov-
ernment debt influence the monetary policy transioismechanisms?

We are not the first to ask such questions. Mi2@07) claims that a high
government debt could constrain monetary policgadf/fernment spending is
expected to adjust in the future in line with deéivice costs. Orphanides (2017)
draws attention to the fact that central banks hairce the GFC’s outbreak,
purchased large amounts of government bonds irt@mat to support economic
activity and suppress deflationary pressures, whidly increased the intercon-
nectivity between the fiscal and monetary policyséparate strand of literature
analyses the interaction between debt managemény @md fiscal and mone-
tary policies (Togo, 2007; Blommestein and Turrg912). However, most of
the empirical literature on the topic imposes a&dinty condition on macroeco-
nomic relationships, which might be misleading. Pminent example is the
interaction between the financial markets and #ed economy, which many
studies have found to be potentially non-lineapeteling on the state of the
financial system (Ravn, 2014; Hubrich and Tetlo®] 2, Franta, 2016). Several
studies also examine the effects of monetary/figoity measures during periods
of low/high financial stability (Afonso, Baxa, ar@lavik, 2018; Fry-McKibbin
and Zheng, 2016).

In this paper, we examine how the possibly noadminteractions among
monetary policy and the macroeconomic environmbahge as the government
debt dynamics moves through different phases. Astiold vector autoregres-
sion (TVAR) model is employed to capture the asymniee in the relationship
between monetary policy and the real economy, spoeding to a switch be-
tween low and high growth of government indebtedn&se threshold variable

2 In the United States, the United Kingdom, Japad,the Euro Area, large-scale purchases of
financial assets (also known as quantitative ejdiraye been the centerpiece of non-standard
monetary policy measures. Other countries, suctSthiézerland and the Czech Republic, have
accepted exchange rate commitments and startegktéoreign exchange interventions as an addi-
tional instrument for easing monetary conditions.
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chosen to endogenize the regime switching is thé-tdeGDP ratio. As pointed

out in Afonso, Baxa, and Slavik (2018), the debbreepresents well the overall
configuration of fiscal policy, and has been cdntbamany policy discussions
about bailouts, fiscal stimuli, and consolidatidfoes. The analysis is conducted
for the Czech Republic, a small open economy thattwhrough a transforma-
tion process from a centrally-planned to a marlesteldl economy in the 1990s.
The selection of country is purely pragmatic; thee€h Republic ranks among
the most open economies in Europe and has a lamglisg environment of low

interest rates on government bonds.

By inducing non-linearities into the estimationg weontribute to several
strands of literature. First, we contribute torhbtire that utilizes vector auto-
regression models to estimate the impacts (andnsgs) of monetary policy to
real economy development. Specifically, we show thanetary policy respons-
es to demand, supply, and fiscal shocks can beljadgpendent on the evolu-
tion of government indebtedness. This finding ippsurted by the fact that we
also detect significant asymmetries in the monepatjcy response to changes
in the debt-to-GDP ratio. This asymmetry in the etany-real economy rela-
tionship would remain undetected if one only emphbw linear model. Second,
we provide some insight into the well-establishtstdture that deals with fiscal-
monetary policy interactions (Mountford and UhIR)09; Rossi and Zubairy,
2011, to name a few). We find that the fiscal polextion might sometimes
weaken the monetary policy transmission. This wasd to be true in monetary
policy transmission to real GDP and housing prices.

The remainder of the paper is organized as foll&estion 1 serves as are-
view of the literature published on the monetarjigyotransmission. Section 2
outlines the theoretical underpinnings of the erogirframework applied. Sec-
tion 3 describes the data employed. Section 4 gésaiempirical results, and
last section concludes.

1. Conceptual Issues in Interpreting Monetary Policy Transmission
to the Real Economy

Conceptual views on the estimated effects of naygqtolicy shocks differ,
suggesting to striking differences in historicdkenpretations. A key question of
monetary economics is the sensitivity of the econdamthe set of monetary
policy instruments. Quantifying this sensitivitypwever, requires disentangling
endogenous and exogenous changes behind the paioyments.

The standard vector autoregression (VAR) litemhas already provided a num-
ber of stylized facts about the effects of monetamlicy on the real economy.
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For example, Christiano, Eichenbaum, and Evans5Rfiund that, in response
to an increase in nominal interest rates, the @GP and monetary aggregates
decline, causing the price level to decrease aks Belinanke, Boivin, and Eliasz
(2005) estimated a factor-augmented vector autessgyn model and found that
a 100 basis point increase in the Federal Reseate (RRR) lowers industrial
production by a maximum of approximately 0.6% aaides the unemployment
rate by 0.2 percentage points. Gorodnichenko (2@ddposed an alternative
factor-based VAR analysis, which predicts a pealpdn real GDP of approxi-
mately 0.8%. Faust, Swanson, and Wright (2003jneséd the effects of mone-
tary policy shocks using futures markets for theRF&hd found a peak drop in
GDP of 0.6%.

Romer and Romer (2004, R&R henceforth), on thertand, reach a very
different conclusion using a novel approach to fifigmonetary policy innova-
tions, by first constructing a historical seriesinferest rate changes decided
upon at meetings of the Federal Open Market Coremi(FOMC), and then
isolating the innovations to these policy chandpes &re orthogonal to the Fede-
ral Reserve’s information set. R&R identify largeets of monetary policy
shocks and indicate that these shocks can acocoumiuch of the historical fluc-
tuations at business cycle frequencies in prodaceémployment, and inflation.
Through a deeper analysis of all mentioned appescthe study of Coibion
(2012) defined three key elements playing a sigaift role in accounting for the
difference in the estimated effects of monetarygyathocks across the different
methods. The differences are driven by three factbe different contractionary
impulse, the period of reserves targeting, anddagth selection.

While focusing on the Czech economy, Borys, Hdrya@nd Franta (2009)
examined the effects of monetary policy within eetor autoregression (VAR),
structural VAR (SVAR), and factor-augmented VAR WAR) frameworks
during the inflation targeting period in the Czdeépublic. The authors focused
on assessing the persistence and magnitude of angnetlicy shocks on output,
prices, and the exchange rate while controllingafstandard set of factors. They
concluded that monetary transmission in the CzesppuBlic seems to be similar,
in terms of persistence of the responses of ecanamiiables to monetary
shocks, to that seen in highly developed countiieduding the Euro Area.
Rysanek, Tonner, and Va8k (2011) studied the monetary policy implications
of financial frictions in the Czech Republic. Thegveloped a model which
serves as a tool for understanding how a negatmamdial shock may spread to
the real economy and how monetary policy may react.

However, the effects of monetary policy may difietimes of certain types
of economic frictions. The literature dealing witte effects of monetary policy
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during periods of, for example, financial stresselatively scarce, but growing.
In a recent paper, Avdjiev and Zeng (2014) apphethreshold vector auto-
regression (TVAR) methodology to examine the noedir nature of the interac-
tions among credit market conditions, monetarygypland economic activity.
Results indicate that the impact of most shockdgda be larger during periods
of sub-par economic growth and smaller during timiesioderate economic ac-
tivity. By contrast, credit risk shocks have thegkst impact when output growth
is considerably above its long-term trend. In ailsinstudy, Fry-McKibbin and
Zheng (2016) analysed the impact and effectivenégonventional monetary
policy during periods of low and high financialeds in the US economy by
estimating a TVAR model to capture switching betw#®e low and high finan-
cial stress regimes. Afonso, Baxa, and Slavik (2048 the other hand, analysed
fiscal policy spillovers to the real economy. THeynd that the non-linearity in
the response of output growth to a fiscal shock mamly associated with dif-
ferential behaviour across regimes.

As far as we can tell, there are no studies thastigate empirically the effects
of monetary policy associated with periods of shagpease in government debt.
Melecky and Melecky (2012) analysed the effectmatroeconomic shocks on
the government debt dynamics in the Czech Repudntid, argued that allowing
for non-linear dynamics in the government debt-fdRa-atio could imply stron-
ger persistence and higher volatility in the regesnof government indebtedness
to macroeconomic shocks.

2. The Two-Regime Threshold Model

We follow the approach first used by Balke (2086) estimate a threshold
vector autoregression (TVAR) model of monetary pokffectiveness with re-
spect to possible bindings caused by the governmhelt dynamics. We aug-
ment the standard and widely used monetary poli&iR Vhodel with a threshold
variable for which we have chosen the governmebt-tte GDP ratio. The moti-
vation for using the government debt-to-GDP rai@ahreshold stems from the
fact that it is already used as one of the Madgtiwonvergence criteria and is
currently considered as a target measure for tihe lolake by the Czech and
Slovak governments. The proposed value for thiarmad budget amendment
ratio is currently set to 55%.

The TVAR is a relatively simple way to capture grossible non-linearities
in the data (such as the existence of multiple | or asymmetry in varia-
bles’ reactions to innovations). It also allowstasyenerate non-linear impulse
response functions so we can better differentiaterdien the effects of monetary
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policy under different regimes (in our case theimegswitching is determined
by government debt-to-GDP dynamics). These featunase the TVAR model
an attractive and useful approach for our purposks.threshold VAR model
can be expressed using the following notation:

Y=AY+B() Y.t A B LY (wzy)+ o @)

where

Y, — vector of endogenous variables,

B,,(L) — lag polynomial matrices,

I — indicator function that takes the value of dénthe threshold variable is
larger than estimated threshold valeand zero otherwise,

A .Y, —contemporaneous structural terms,

e — vector of structural innovations.

In order to allow the system to change regimesdusur simulation period,
we compute the non-linear impulse response fureiibitiRF) proposed by Koop,
Pesaran, and Potter (1996). In a linear VAR matthel,impulse response func-
tions are computed directly from the estimated Védefficients and they are
symmetric in sigh and size of the respective stmattshocks. However, in the
class of non-linear models, the shocks may leasWwitches between regimes.
The NIRFs are defined as the difference betweeridteeast path of variables
with and without a shock to the variable of intéréddore formally, the NIRFs
are defined as:

NIRF! = ] Y., Q] fork=0, 1., 2)

gt(i)’Qt—l:| - E[ Yo

where
Q,, —regimes that the system is initially in,
Y,,. — Vvector of variables at horizén

To obtain accurate NIRFs, the computational atgoriproceeds as follows:

First, we chose an initial condition for the moddl, , ,, which is the actual
value of the lagged variables on a particular diite. conditional expectation of

Y., is dependent o, and the realized shoek’ . Because of the fact that

the shocke") could result in a regime switch, different initiednditions and

different sizes and signs of shocks can resulsymmanetric impulse responses.
Second, to computE[Yt+k Qt_l} , we generate a random samplg by taking

bootstrap samples from estimated model residualBhen, we simulate the
model using the random samplg, , which is conditional on the initial regime
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Q, .- The above-mentioned steps of our simulation ghoe are repeated in
order to eliminate any asymmetry that may arisenfeampling variation in the
draw of the random samplg, . Third, to computE[Yt+k ", Q, 1}, we feed

the model the specified sho@t@) and apply the same simulation process as in
the second step.

3. Data and Details on the TVAR Application

We estimate the TVAR model using quarterly Czeekadhat runs from
2001/Q1 to 2016/Q3. We use a recursive identifoceticheme for the TVAR. In
our benchmark model, consists of five variables (see Table 1 for desionm)
in the following order: (1) real GDP growth, (2)raralized rate of inflation, (3)
government debt-to-GDP ratio, (4) housing priceeindand (5) the 3-month
inter-bank rate (PRIBOR 3M)This particular ordering reflects some standard
assumptions about the monetary policy reactiontiomc\We order the inter-bank
rate last, which implies that monetary policy reacontemporaneously to all
variables in the specified system. The orderinghef fiscal variables (govern-
ment debt-to-GDP) is in line with Blanchard and d®&r(2002), who assume
that all reactions of fiscal policy are automaticedo implementation lags and
the policy cycle. We also test the sensitivity ofr anodel by first placing the
government debt-to-GDP last in the matrix, thertipigit as the first variable in
our Cholesky matrix. The number of lags in the TVAR®del was set to two
based on the Schwarz information criteria test.

Table 1
List of Variables
Mnemonic Description Source Specification
RGDP Real Gross Domestic Product CNB seasonallysgetj, 2010 = 100
CPI Consumer Price Index CSO 2010 = 100 index
DEBT Government Debt-to-GDP CSsO ratio, own calcafat
IR PRIBOR 3M CNB inter-bank rate, in %
HPI Housing Price Index CSO 2010 = 100 index

Note: Prior to entering the model, all variables weensformed using first logarithmic difference (excip
the inter-bank rate, which was left in levels).

Source Czech National Bank (CNB) and Czech Statisticiic® (CSO).

We use the four-quarter moving average of del@&dd? growth as the
threshold variable. The motivation for filteringtinis manner lies in the apparent

% Note that we use the PRIBOR rate to proxy for the CNE@®is monetary policy rate, i.e. the
two-week repo, similar to how it is done in the CNBi&n forecasting system.
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lumpiness of government revenues and expenditasgey and Fry, 2009).
The original data exhibits relatively high varianeéich is not an outcome of
seasonality, but more likely of the political cyobspecially in the early 2000s.

Figure 1
The Threshold Variable and Estimated Threshold Vale
12
2002- 2004 2008 — 2009
10 4| Political Turmoil Global Financial Crisis

2012 -2013
Eurozone Debt Crisis

Government Debt-to-GDP ratio (in %)

2002 2004 2006 2008 2010 2012 2014 2016

4-quarter moving average =~ =-=----- Estimated threshold value = 2.304

----------- Quarter-to-quarter change

Source:Authors’ calculations based on CSO data.

Figure 1 displays a plot of the government del&EP ratio and its four-quar-
ter moving average which was used as the threshalidble. The estimated
threshold valuey = 2.30411 splits the sample into two regimes (low and high).
The first (high) regime is active when the governimdebt-to-GDP growth is
over the estimated threshold value of 2.3%. Thisddmn is satisfied for 24
observations. In turn, the second (low) regimeudek periods during which
government debt-to-GDP growth was below 2.3% (3deolations). Since we
wished to avoid making prior assumptions abouthineshold value, we decided
to use a standard algorithm which explores sewdiffeirent threshold levels to
provide a good fit to the data.

4. Results and Discussion

Before we discuss results, we need to test whetieestimated threshold
value is statistically significant. In order to do, we follow Hansen (1996) and
Balke (2000) and compute three different Wald &#atistics over all possible



569

threshold values: the maximum Wald statistic (supld) the average Wald
statistic (avg-Wald) and the sum-of-exponential &Vstiatistic (exp-Wald). The
results are reported in Table 2, together withréspective p-values. Note that
we have limited the possible threshold values st #ach regime includes at
least 15% of the observations, as in Hansen (1996).

Table 2
Wald Tests for Threshold Effects in the Benchmark Mbdel
Threshold Variable: MA(4) of Debt-to-GDP ratio
Estimated Threshold Valuey = 2.30411 Estimated Delay:a =2
Tests sup-Wald avg-Wald exp-Wald
Linear versus 2-regime model 346.05 (0.00D) 31(07000) 171.64 (0.000),

Note: MA(4) denotes a moving average of length of f@+values in parentheses are based on the simulation
method as in Hansen (1996) and are based on Jgfe@tions.

Source:Authors’ calculations.

It is evident from the values reported in Tablth&t the threshold is always
significant, with a p-value of less than 0.0001dtrthe Wald statistics. It should
be noted that the results of the Wald statistiesrabust with respect to alterna-
tive recursive restrictions on the coefficient rices.

The following sections summarize the non-lineapumse responses of our
variables of interest. We plot the median respotseafiow the central tendency
of the estimated response functions. To capturepttential asymmetry in re-
sponses, we simulate structural shocks of diffesegim (positive or negative
shock) and different sizes (one or two standardatiens). First, we show the
responses of the inter-bank rate to various typeshacks. This exercise shows
how the central bank might respond to different ketudisturbances while ac-
counting (or not) for increases or decreases inegowent debt. Second, we
measure the transmission of monetary policy measurélifferent government
debt regimes.

4.1. The Non-Linear Responses of Monetary Policy to Various Types
of Shocks

Figure 2 shows the responses of the inter-bark tatshocks to real GDP
(demand shock), inflation (supply shock), governtregbt (fiscal shock), and
the housing price index (credit shock). Given théual close dependence of the
inter-bank rate and the official two-week repo rate interpret the responses in
Figure 2 as the monetary policy response.
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Figure 2
The NIRFs of the Inter-Bank Rate to Specific Shocks
High Regime (high debt-to-GDP growth) Low Regime (low debt-to-GDP growth)
Shock to Real GDP (demand shock)
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Source:Authors’ calculations.
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The impact of a demand shock on the monetary yotte (Figure 2, first
row) is greater in the high debt-to-GDP growth negi This suggests that the
CNB is more likely to react more aggressively teidons of output in times
when government debt is exhibiting a high growtie.rahis can happen for two
reasons: Either there is political turmoil of sokiled that increases uncertainty
in the economy, and hence the central bank wilinoee likely to intervene to
signal its enduring commitment to stable inflatighus bolstering the nominal
anchor of the economy), or fiscal policy is alstivecand the government in-
creases its expenditures, which in turn increasggud The second case also
explains the fact that the responses of the monegtalicy rate to large (two-
standard-deviation) output shocks exhibit some asgtry: In the high govern-
ment debt growth regime, positive output shocksehaviarger effect on the
monetary policy rate than negative output shockss difference might well be
explained by the above-mentioned fiscal expansidnich would reduce the
decrease in output, thus making in unnecessarthécentral bank to intervene
so drastically. In the low regime, monetary polreaction to output shocks is
smaller than in the high regime.

The impact of a supply shock on the monetary palate (Figure 2, second
row) exhibits small asymmetries in terms of sizéhaf shock, but again there are
some differences between the high and low goverhrdeht-to-GDP growth
regimes. The central bank seems to react more sgjgedy when fiscal policy is
also active and government debt is growing. As inaetl above, government
debt might be growing due to an increase in govemntnexpenditures, which
would also raise inflation.

The response of the monetary policy rate to aicsdubck (Figure 2, third
row) also appears to be heavily regime-dependendygidg from the responses
across regimes, the central bank appears to betamtuto intervene against in-
creasing (or decreasing) housing prices when gavenh debt is growing rapid-
ly (high regime). In case of a positive credit ghiocrease in housing prices),
the monetary policy response is lagged, but leshawin the case of a negative
credit shock. When housing prices are falling dmelgovernment debt is grow-
ing (as a result of fiscal expansion), the certiealk might not need to intervene
to boost the economy and stabilize residential gntypprices, as the fiscal ex-
pansion might well do that on its own. This explémais also supported by the
monetary policy response in the low regime whichlmost perfectly symmet-
ric. In fact, the central bank needs to intervenly ¢o the extent to which the
change in housing prices would be transmitted ithi respective consumer
price index. Pfeifer and Pikhart (2014) show thatirty the 1996 — 2011 period,
real estate prices were virtually uncorrelated withsumer prices. Subsequently,
they argue that the real estate wealth effectrng weak in the Czech Republic.
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The monetary policy response to a fiscal shockvdriom the government
debt-to-GDP ratio (Figure 2, fourth row) pointsgome striking differences in
mutual fiscal-monetary interactions and motivatesieful consideration of the
sources of shocks to a debt-to-GDP ratio. A pasitiscal shock (increase in the
level of indebtedness as a proportion of outputh& high regime causes a de-
crease in the monetary policy rate. This correspdadhe idea that the increase
in the debt-to-GDP ratio might be caused by a dedin output, in which case
the central bank would be responding to deflatipmaessures in the economy.
As a by-product, it also lowers the government dahitiice costs. In the low
debt regime, the shocks differ, since positivedishock causes increase in the
monetary policy rate to ease inflationary pressaeesed by a fiscal expansion.

4.2. The Non-Linear Responses of Macroeconomic Variables to Monetary
Policy Shocks

The impulse responses of selected macroeconomibles to positive and
negative monetary policy shocks in different regnage shown in Figure 3.
Note that, for interpretation purposes, we muslieixly assume that the econo-
my remains in the regime prevailing at the timehaf shock. In general, it seems
that the responses differ between the high andrigime mostly in terms of
magnitude.

The impact of monetary policy shocks on real GD&wgh is substantially
larger when the economy is in the high governmebt-tb-GDP growth regime.
This is consistent with the results in Avdjiev adeng (2014), who found that
monetary policy shocks have stronger effects opuwiuduring periods of low
economic growth, which would cause the debt-to-G&tl® to increase.

The responses of the inflation rate are of theeetqul sign, meaning that after
a positive monetary policy shock the inflation édges and vice versa. The only
difference is in a slightly stronger inflation ratsponse in the low regime. Note
that we do not report any price puzzle, suggestimgmodel avoids this issue
that so often plagues the VAR literature (see Rkishi@avranek, and Horvath,
2013).

The effects of a monetary policy shock on resi@émroperty prices are of
the expected sign; i.e., a monetary restrictionced demand for new mortgage
contracts, which in turn reduces demand for residieproperty purchases, and
housing prices decrease (in line with recent evideprovided in Nocera and
Roma, 2017, for the Euro Area). We find the resperte differ slightly between
the two regimes. The response of the housing [ndex is more severe in the
low regime, since the fiscal expansion or econagoiwnturn in the high debt-to-
-GDP growth regime might weaken the monetary pali@asures.
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Figure 3
The NIRFS of Selected Variables to Monetary Policgghocks
High Regime (high debt-to-GDP growth) Low Regime (low debt-to-GDP growth)
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Source:Authors’ calculations.
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Government debt-to-GDP ratio exhibits the greatesiction to monetary
policy shocks in the high regime as expected. Angiase in the monetary policy
rate reduces demand and, in turn, output, whicteases the debt-to-GDP ratio,
and vice versa.

Regime-dependent impulse responses have proveunl usedlescribing the
behaviour of the economy within each regime. Ttgme-dependent impulse
responses in the previous sections provide a sidaration of the differences in
responses across regimes, and analyse the ovemwadici of both monetary
transmission and reaction to different shocks ¢oettonomy.

Conclusion

In this paper, we analyse how changes in governmebt dynamics may
influence the relationship between monetary pddiog the macroeconomic envi-
ronment. To this purpose, we estimate a non-littgashold vector autoregression
(TVAR) model of monetary policy with the governmelgbt-to-GDP ratio as the
threshold. In particular, we measure the respookt#e inter-bank rate to shocks
to real GDP (demand shock), inflation (supply shpgovernment debt (fiscal
shock), and the housing price index (credit shaahgl also the impulse responses
of chosen macroeconomic variables to a positive raaghtive monetary policy
shock in different fiscal regimes. Our results barsummarized as follows:

First, we show that the responses of monetargytd demand, supply, credit,
and fiscal shocks can be heavily regime-dependergeneral, we find that the
central bank responds the most to a demand shdtle the response is more
pronounced if the government debt exhibits a highwth rate (as a result of
political turmoil or fiscal expansion). Similarlyye find that monetary policy
responds less to expected inflation if governmeatit dncreases. Of course, this
does not necessarily mean that the policy is acamatmg; rather, the same
expected inflation would require a more graduapoese due to the extra con-
straints on the supply side. Note that this coakllg translate into central bankers
feeling pressured when government debt is growdiariously, these asymme-
tries across regimes would remain undetected iiooheexamines a linear model.

Second, we detect significant non-linearitieshe monetary policy response
to changes in the government debt-to-GDP ratithdflevel of indebtedness as
a proportion of output exhibits a growing trajegtore find that the central bank
decreases its nominal interest rate in responste Mat it is unlikely for the
central bank to respond directly to the worsenisgal position. However, in case
of, for instance, a negative macroeconomic shoeak dlecreases real economic
activity (which in turn increases the debt-to-G2#ia), the monetary expansion
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would lower debt service costs as a by-productsofain purpose, i.e., to relieve
deflationary pressure. This shows that fiscal aodetary policy coordination in
the event of shocks to output is beneficial to batbnetary and fiscal policy, as
it can be executed without excessive deterioraifche fiscal position.

Third, monetary policy transmission seems to lieast to some extent,
sensitive to government debt dynamics. In our maaebntractionary monetary
policy shock, expressed by a positive innovatiothminterest rate, causes a de-
cline in real GDP, the government debt-to-GDP taliousing prices, and the
inflation rate. When the system is allowed to shvibetween regimes, we find
that the fiscal policy action might sometimes weaakgnetary policy transmis-
sion. This was found to be true especially in tasecof monetary policy trans-
mission to real GDP and housing prices.

From a policy perspective, these results lendtexhdil support to increased
prudence at high public debt ratios because trez@feness of fiscal stimuli to
boost economic activity or resolve external imbe&mmay not be guaranteed.

Overall, our study demonstrates the advantagegsiig a non-linear ap-
proach to study the interactions of fiscal and nwarepolicy. From a policy
perspective, we provide time-series evidence shpwiat monetary policy can-
not view fiscal policy as Ricardian (passive), Ioutist consider its actions to
prevent potential conflict situations. In other d®rwe provide some support for
the claim that debt constraints can alter the nayggiolicy transmission mech-
anism. This is of more than academic interest,vas ¢he historically low-debt
Czech Republic might find itself operating undedebt constraint if its public
debt crosses a certain threshold level.

References

AFONSO, A. — BAXA, J. — SLAVIK, M. (2018): Fiscal elopments and Financial Stress:
A Threshold VAR Analysis. Empirical Economid®}, No. 2, pp. 395 - 423.

AVDIIEV, S. — ZENG, Z. (2014): Credit Growth, MonstaPolicy, and Economic Activity in
a Three-Regime TVAR Model. Applied Economid$, No. 24, pp. 2936 — 2951.

BALKE, N. S. (2000): Credit and Economic Activity: Gie Regimes and Nonlinear Propagation
of Shocks. The Review of Economics and Statis82sNo. 2, pp. 344 — 349.

BERNANKE, B. S. — BOIVIN, J. — ELIASZ, P. (2005): Msuring the Effects of Monetary Policy:
A Factor-Augmented Vector Autoregressive (FAVAR) Apach. Quarterly Journal of Eco-
nomics,120 No. 1, pp. 387 — 422.

BLANCHARD, O. — PEROTTI, R. (2002): An Empirical Charatzation of the Dynamic Effects
of Changes in Government Spending and Taxes oru©Utpe Quarterly Journal of Economics
117 No. 4, pp. 1329 - 1368.

BLOMMESTEIN, H. J. - TURNER, P. (2012): Interactiorstlveen Sovereign Debt Management
and Monetary Policy under Fiscal Dominance and i@ Instability. [Working Papers on
Sovereign Borrowing and Public Debt Management, oParis: OECD. Available at:
<http://www.oecd.org/finance/public-debt/4993 1 pth>.



576

BORYS, M. — HORVATH, R. — FRANTA, M. (2009): The Effacbf Monetary Policy in the
Czech Republic: An Empirical Study. Empiri@&8§, No. 4, pp. 419 — 443.

CHRISTIANO, L. J. — EICHENBAUM, M. — EVANS, Ch. L. (2005Nominal Rigidities and the
Dynamic Effects of a Shock to Monetary Policy. Jalrof Political Economy113 No. 1,
pp. 1 - 45.

COIBION, 0. (2012): Are the Effects of Monetary Pgli8hocks Big or Small? American Eco-
nomic Journal: Macroeconomie$, No. 2, pp. 1 — 32.

DUNGEY, M. — FRY, R. (2009): The Identification ofdeal and Monetary Policy in a Structural
VAR. Economic Modelling26, No. 6, pp. 1147 — 1160.

FAUST, J. —- SWANSON, E. - WRIGHT, H. J. (2003): Itfing the Effects of Monetary Policy
Shocks on Exchange Rates Using High Frequency Datanal of the European Economic
Association1, No. 5, pp. 1031 - 1059.

FRANTA, M. (2016): The Effect of Non-linearity betere Credit Conditions and Economic Ac-
tivity on Density Forecasts. Journal of Forecast8) No. 2, pp. 147 - 166.

FRY-MCKIBBIN R. — ZHENG, J. (2016): Effects of the US Kietary Policy Shocks During
Financial Crises — A Threshold Vector Autoregressipproach. Applied Economic#8,
No. 59, pp. 5802 - 5823.

GORODNICHENKO, Y. (2004): Reduced-Rank Identificationfs Structural Shocks in VARs.
[SSRN Electronic Journal.] Available at:
<https://papers.ssrn.com/sol3/papers.cfm?abstdx90906>.

HANSEN, B. E. (1996): Inference when a Nuisance Patar is not Identified under the Null
Hypothesis. Econometricé4, No. 2, pp. 413 - 430.

HUBRICH, K. — TETLOW, R. J. (2015): Financial Stressldconomic Dynamics. The Trans-
mission of Crises. Journal of Monetary Economi@,No. 1, pp. 100 - 115.

KOOP, G. — PESARAN, M. H. — POTTER, S. M. (1996)pliise Response Analysis in Nonlinear
Multivariate Models. Journal of EconometridsNo. 1, pp. 119 — 147.

MELECKY, A. — MELECKY, M. (2012): The Impact of Maceconomic Shocks on the Govern-
ment Debt Dynamics: How Robust is the Fiscal Stanftéhe Czech Republic? Politicka
ekonomie 60, No. 6, pp. 723 — 742.

MITRA, S. (2007): Is the Quantity of Government DabConstraint for Monetary Policy? [Work-
ing Paper, No. 62.] Washington, DC: IMF. Availabte a
<https://www.imf.org/external/pubs/ft/wp/2007 /W@ pdf>.

MOUNTFORD, A. - UHLIG, H. (2009): What Are the Effiscof Fiscal Policy Shocks? Journal of
Applied Econometric24, No. 6, pp. 960 — 992.

NOCERA, A. — MORENO, R. (2017): House Prices and Mane®alicy in the Euro Area: Evi-
dence from Structural VARs. [Working Paper, No. 2pFankfurt am Main: European Cen-
tral Bank. Available at:
<https://www.ecb.europa.eu/pub/pdf/scpwps/ecb.WB2n.pdf?de4bae93c421073e4847f913
a4ch6352>.

ORPHANIDES, A. (2017): The Fiscal-Monetary PolicyXMn the Euro Area: Challenges at the
Zero Lower Bound. [Discussion Paper, No. 60.] Brusgelropean Commission. Available at:
<https://ec.europa.eu/info/sites/info/files/dp_06é0.pdf>.

PFEIFER, L. — PIKHART, Z. (2014): The Relationship Eihancial and Price Stability in the
Context of the Czech Republic. Politicka ekonoréiz,No. 1, pp. 49 — 66.

RAVN, S. H. (2014): Asymmetric Monetary Policy towarthe Stock Market: A DSGE Ap-
proach. Journal of Macroeconomi@$§, (A), pp. 24 — 41.

ROMER, CH. D. - ROMER, H. D. (2004): A New Measure afrtary Shocks: Derivation and
Implications. The American Economic Revied4, No. 4, pp. 1055 — 1084.

ROSSI, B. - ZUBAIRY, S. (2011): What is the ImportarafeMonetary and Fiscal Shocks in
Explaining U.S. Macroeconomic Fluctuations? Joudfidfloney, Credit and Banking3, No. 6,
pp. 1247 — 1270.



577

RUSNAK, M. — HAVRANEK, T. — HORVATH, R. (2013): How t&olve the Price Puzzle?
A Meta-Analysis. Journal of Money, Credit and Bankid§, No. 1, pp. 37 — 70.

RYSANEK, J. — TONNER, J. — VASIEK, O. (2011): Monetary Policy Implications of Firgal
Frictions in the Czech Republic. [Working Paper, &/2011.] Prague: Czech National Bank
Available at:
<https://lwww.cnb.cz/en/research/research_pubtinatcnb_wp/2011/cnbwp_2011_12.html>.

SIPKO, J. (2014): Imbalances and Debt Crisis inEheo Area. Ekonomickyasopis/Journal of
Economicsg2, No. 3, pp. 265 — 284.

TOGO, E. (2007): Coordinating Public Debt Managemeith Fiscal and Monetary Policies: An
Analytical Framework. [Policy Research Working Papén. 4369.] Washington, DC: World

Bank. Available at: <http://treasury.worldbank.ddyh/pdf/3_CoordinatingPDMwithFiscaland
MonetaryPolicies_Togo.pdf>.

Appendix
Figure 1A
Time Series Used in the Analysis
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Figure 2A
The Non-Linear Impulse Response Functions of Monetst Policy Rate to Two
Standard Deviation Macroeconomic Shocks in DifferenRegimes
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Figure 3A
The Non-Linear Impulse Response Functions of Varidbs to Two Standard Deviation

Monetary Policy Shocks in Different Regimes
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