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Editorial

Dear authors, dear readers,

this issue 1/2022 is dedicated to the 31" international conference 2022 Cybernetics &
Informatics (K&I) which was held in September in Visegrad, Hungary, in hotel Silvanus. Alltogether
58 full papers were selected and invited for presentations, including their 124 authors. Six papers are
re-printed in this issue as examples.

The conference focuses on presentation of latest development in control engineering,
information technologies and related multidisciplinary fields in line with current development trends
in Industrial Internet of Things. The conference provides a general forum for researchers, university
teachers and users dealing with practical problems of control and ICT. Conference papers may range
from theoretical works to engineering applications. Keynote speakers of the conference will be
leading personalities in control engineering, ICT, Al and lloT.

Conference is held every two years, the next one in 2024. Papers may range from theoretical
works to engineering applications. Keynote speakers of the conference will be leading personalities
in control engineering, ICT, Al and I1oT. All submitted papers will be peer-reviewed based on the
full versions of manuscripts. A full version of the paper must be submitted even if the work will be
presented as a poster. Papers were invited within the following fields:

e  Methods and algorithms for modelling and control

e New information and communication systems with 10T techniques
Embedded, distributed and networked control systems

Cyber-physical systems, cloud computing, Big Data and extended reality
Artificial Intelligence

Website of the last event: http://ki2022.sski.sk/
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International Conference Cybernetics & Informatics 2022
Visegrad, Hungary, September 11th - September 14th, 2022

Application for Python Programming Language
Education Developed by Unity Engine

Michal Hlavaty, Alena Kozikova and Oto Haffher
Faculty of Electrical Engineering and Information Technology
Slovak University of Technology in Bratislava

Bratislava, Slov

la

Email: michal_hlavaty@stuba.sk

Abstract— Programming is not easy to learn or teach
because different students need different explanations to
understand such a complex concept. Traditional teaching
methods and learning approaches are no longer appropriate for
many kids. According to studies, such approaches impair
students’ motivation and interest in studying programming.
According to research, games can help learn Python
programming. The aim of this paper is to present our
educational game that we developed in the Unity 3D game
engine, The game focuses on pure basics of programming in
Python language. Before and after completing the game the
player has to fill out a survey that helped us analyze the project.

Keywords—programming, Python, game, education

[ INTRODUCTION

The fast acceptance of gamification and the usage of game
features in education has a wide range of implications on
student outcomes and engagement. Gamification is defined as
the intentional use of game design features in nongame
contexts to promote desired behavior or solve problems. The
concept of gamification has inspired a plethora of insightful
studies attempting to comprehend its applicability in
education and all aspects of life [1].

The quick development of technology always results in
novel and exciting ways to engage students in learning and
meet the expanding demands of education. However,
traditional teaching strategies or even current software
programs are consistently shown to be either ineffective or
insufficient [2]-[4]. According to the National Research
Council | 5], science education is widely regarded as one of the
most essential components of modern education because it is
in charge of preparing citizens who are scientifically literate
and encouraging essential 2 I st-century skills like adaptability
or problem-solving. As a result, there has been a lot of interest
in tools and methods that encourage scientific thinking as well
as the educational theories that are incorporated into
them [6]-]9].

One of the most well-known definitions of a game comes
from game designer and producer Sid Meier, who says ,.a
game is a series of interesting and meaningful choices made
by the player in pursuit of a clear and compelling goal”. A
game is typically characterized as an activity aimed at
achieving a specified state of things using only methods
authorized by specific rules, where the means specified by the
rules are more limited in scope than they would be in the
absence of the rules, and where the primary purpose for
accepting such limitation is to enable such activity [10].

Traditional teaching methods and learning approaches are
no longer appropriate for many kids. According to studies,
such approaches impair students” motivation and interest in
studying programming. Several serious games or educational
games have been created in an attempt to address these issues
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and promote the learning of computer programming [4].[11]-
[13].
1. PYTHON IN EDUCATION

“Python is an interpreted, object-oriented, high-level,
open-source programming language with dynamic sematic™
[14]. It is widely used both in science and in R&D by large
companies. This programming language is designed to be easy
to learn which makes it an extremely good choice for
beginners or elementary/high schools.

Python has various qualities that make it a suitable
language for programming learning. According to [15], [16]
its syntax is straightforward and objective; its dynamic typing
determines variables automatically on execution time; and its
interpreter offers quick feedback due to potential errors.

Python syntax’s compactness allows to dedicate more
energy to application and problem solving, significantly
reducing  development  complexity —and  enhancing
development efficiency. Python, being a lightweight-grammar
programming language, has well adapted to the modern
technology period making it suited for computer
programming courses for logical syntax, often similar to
English language. It also forces the programmer to write code
neatly which is an important habit to learn early on.

Another advantage is versatility of this programming
language. Python can be used for a range of tasks from web
design to machine learning and is therefore excellent for
education. This is because many young people do not know in
what area they will be programming. Programming in Python
is a great skill even for people who will never work as
programmers. This is because of the scripts they can write
making their daily work easier.

Open-source projects have huge amount of resources and
materials for students and Python is no different. Official sites
are written with great care and are often enough to solve most
of a basic problems. The size of the Python community is also
one of the assets. If a student has a problem, there is always
someone who has encountered a similar problem or someone
who can give advice.

The aforementioned advantages of Python are far from
being all of them. So why mostly other languages are taught
in pre-university environment and not Python? According
to [17] it is because of Python is an interpreted and not
compiled language which affects performance. In interpreted
languages the code is easier to test or change, but those
languages perform slower compared to their compiled
counterparts. But the hardware is getting cheaper and faster on
a daily basis and performance, in a smaller, educational scale,
ceases to be a problem[ 18].

The aim of this work was to develop a game to be used for
teaching purposes to explain fundamentals of programming in
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Python to absolute beginners. Programming is a difficult
process to understand and many students may struggle with
the basic principles, that are being taught in school by
theoretical explanations. The game-like environment of this
project should help these students to learn those basics with
hands-on approach.

Most pupils in the traditional educational system sit and
listen to a teacher’s oral presentation. However, increasing
student enthusiasm in studying through this strategy is
frequently tough. During the sessions, most pupils grow
preoccupied. To improve their learning motivation, a
collection of board games was devised and used in after-class
study. Students conducted chats with team members and
learned from each other while playing the activities. As a
result, pupils learned and taught one another. According to a
research, board games can help you learn Python
programming [ 19], [20].

When student learns by playing, he has an additional
motivation, not only learning something new but the player
also wants to know what new mechanics or puzzles the game
introduces next. While playing the game, the player will also
receive an instant feedback which can prevent learning bad
coding habits and keeps the player captivated.

The main goal of the game is to explain and teach the
players fundamental basics of programming in Python. Player
can interact from first person view, with the 3D environment
where information panels are placed.

CONTENT OF THE EDUCATIONAL GAME

The game starts with a basic explanation of Boolean and
variables. The player needs to understand those principles,
because the concept of True and False will be used throughout
the whole game and without understanding of variables it is
not possible to write a proper code. The second and third
obstacle/exercise is about the conditions and the if-else
statements which are used for decision making and directly
correlate with the previous challenge. The if-else statement is
the basic control structure and the player can learn this first
step of how to control the program flow.

The fourth exercise is like a summary of the previous
exercises and introduction of the print command to print
messages or variables to a console or any output device.

In fifth exercise, the player will encounter the list data
structure. It is erucial to understand this part because lists are
most common ways to store data multiple times, so players
can create basic databases. Lists are also used in last two
exercises.

The sixthand seventh exercises are focused on the for loop
and the range command. The loops are one of the most useful
tools in programming and it is important to understand how to
control them properly so that the loop stops exactly when
programmer wants it.

IV, STRUCTURE OF THE EDUCATIONL GAME

The player can move in the game world freely, however
there is only one way through the exercises which means the
game is divided in seven parts:

1. Boolean and variables
2. Conditions
3. Iftelse statement

Drop from
platform

&

Entry survey

Fourth exercise don

Main
environment

exercise 1: No exercises done

Boolean

- First exercise done
exercise 2:

Conditions

Second exercise done
exercise 3:

If-else

exercise 4: Third exercise done

Print

. _ Fourth exarcise done
exercise 5:

Lists

Fifth exercise done

exercise 6:
Loops

Sixth exercise done

ER O

ENercise 7:
For (range)

TITT

Fig. 1. Structure of the educational game
4. Print
5. Lists
6. Loops

7. Forloop /with range

The game has only one level and at the beginning the
player has only one little room to explore; however, the more
exercises the player completes the bigger part of the level
opens for him.

While designing the map of this game (Fig. 2) we tried to
encourage the player to explore the level and reward his
exploration by gaining access to more areas and to more
abilities, e.g. jumping. After completing the fourth exercise
the map shows a new area, but player cannot jump yet and it
builds up expectations and desire to continue playing and
learning.

To monitor the improvement of the players we created two
surveys. The player takes one survey before the game and the
other one after completing the game, so we can decide if this
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project serves the expected teaching purposes. The whole
structure of the game can be seen in Fig. 1.

With every exercise, there is a table explaining the topic to
the player. We tried to keep the explanation as brief and clear
as possible. We want the player to understand a problem
quickly. so that he needs not to read lot of text and can get to
the entertaining part as soon as possible. An example of such
an information table is in Fig.3 — it is one of the longest in the
game.

Though, according to the feedback, some students prefer a
more detailed explanation. We tried to cover these needs in
the game too. by introducing the advanced help option

while solving the exercise. Players can access the advanced
help by clicking on the Python symbol (Fig. 4) during the
exercise and they will be redirected to w3school
documentation for the relevant command.

The exercises are in the form of puzzles (Fig. 4), where the
player can drag and drop commands/numbers from the box to
the code. After the check button is pressed, the code is
evaluated by the Python interpreter. If the code works as
intended, the exercise is considered complete and the level
opens a new path for exploration. If the compilation of the
exercise fails, the player has to try again.

[S)

Map of the level

IF statement

In Python the if statement is used for

conditional execution or branching.

! If the expression is true, the body of the
| if statement is executed, If it is false, the
b statement present after the if statement

' o
is executed.

IMPORTANT !

watch out for
indentation

The if statement ends by its indetion.

The if-else statement is used to execute
both the true part and the false part of a
given condition. If the condition is true,
the if block code is executed and if the

condition is false, the else block code is
executed.

Fig. 3. Information table
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car = “honda”

]

é =[/'n ; 7 F (7]
cars “‘mercedes”, ‘porsche”, ‘jaguar"

cars.append( | )
print ( )

Drop box

Return to game world

Fig. 4. Exercise example

Dragable text

CLHH W THIS
W FOF HELP

4

Advanced help

Verify exercise

Do you think that educational games can serve as a useful Do you think that educational games can serve as a useful

educational tool and can complement classical lessons?

@ Definitely yes

@ Possibly yes
Maybe

@ Possibly no

@ Definitely no

antl

Fig. 5. Opinion of players on games in education before playing our game

V. FEEDBACK AND ANALYSIS

We tested our game directly in schools. Most of our
participants were from high schools (70.06%), the others were
from a university (29.04%). We were not able to fund any
elementary school that would be willing to participate in the
survey. The aim of the survey was to identify the skills of the
participants before and after the playthrough by proposing
some basic questions about programming in Python.

We also wanted to know how the players feel about
educational games before and after their experience with our
application. A comparison of users” opinion before and afier
they played the game is shown in Fig. 5 and Fig. 6. We
managed to improve their opinion a little bit.

educational tool and can complement classical lessons?

@ Definitely yes

@ Possibly yes
Maybe

@ Possibly no

@ Oefinitely no

Fig. 6. Opinion of players on games in education after playing our game

Another question was about programming skills (Fig.7 and
Fig.8) and skills with Python (Fig. 9 and Fig. 10). Evidently,
around a quarter of all players have evaluated that they
improved their skills.

Next, we analyzed improvement of the participants in
specific commands. In Fig. 11 and Fig 12 we can see
assessment of improvements. Before the game, 35.3% of
participants knew the right answer and after the game it was

68.8%,
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With what grade would you rate your programming With what grade would you rate your Python
knowledge (A is the best, E is the worst) knowledge (A is the best, E is the worst)

A B C D E

A B C D E

Fig. 7. Programming skill before the game

Fig. 10. Python knowledge after the game

- - What statement terminates the loop and continues
With what grade would you rate your programming execution of the program after the loop body
knowledge (A is the best, E is the worst)

{53%)

(11.8%)

break Da not know return

A B C D E Fig. 11. Basic command knowledge before the game

Fig. 8. Programming skill after the game

What statement terminates the loop and continues

With what grade would you rate your Python execution of the program after the loop body

knowledge (A is the best, E is the worst)

(63%) 6.3%)

break donotknow  do not know

A B o D E Fig. 12. Basic command knowledge after the game

Fig. 9. Python knowledge before the game
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range (0,10,2):

world®)

How many times will "hello world" display? *~* * *

] 1 ] 5 [] 10 12
Fig. 13. Knowledge of range and for cycle

Fig. 13 shows the assessment of the answers to the last
question, which was only presented in the exit survey, because
we had many participants that never used any programming
language, and we found this question too hard for such people.
Only 47.1% answered correctly, it may be because the
information needed to answer this question correctly was
given as text table and students have not tried it on their own.

VI.  CONCLUSION

The aim of this paper was to introduce interactive gaming
environment for education to younger students and make it
easier for them to learn Python. The Python is a great tool, and
students are likely to encounter it in their professional or
academic life. We created entry and exit surveys to help us
analyze and evaluate our application. Based on our analysis,
we can call our project a suceess. Players who played the game
reported improvement in their programming skills and Python
knowledge. Based on feedback we could improve graphics
and make more use of special powers to make game more fun.
Players also asked for mor content so in future, we can add
more levels and explain another important subject related to
programming like functions or object-oriented programming.
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Abstract—The article is focused on the use of progressive
techniques in the process of design and implementation of a
heterogeneous multirobotic cell control system. The task of
visualization as a modern approach to the creation of
applications for industrial automation is presented. The way of
using the visual approach in the creation of the robotic cell
workspace monitoring system and the identification of work
parts based on machine vision is declared. Visual programming
in the form of Stateflow diagrams is also used for the creation of
a superior control system based on PLC. Visualization
techniques are also used in the process of multirobotic cell
operation control by a web-oriented application using
augmented reality. The article provides a comprehensive view
of the representation of visualization techniques in design
process of applications for industrial automation on a specific
implementation example.

Keywords—heterogeneous multirobotic cell, control system,
visualization, progressive design techniques

I. VISUALIZATION IN THE PROCESS OF CREATING CONTROL
SYSTEMS FOR INDUSTRIAL AUTOMATION

Today's modern industrial technologies are based
primarily on the combination of modern computer
information processing technologies with industrial

automation control technology. Their advantages complement
each other and thus create forms of management and control
technologies designed for the field of industrial production.
Computer control mainly concerns the presetting and control
of each step in the industrial production process through
elements of unified algorithmization. In this way, it is possible
to ensure that all types of data in the production process can
be collected and processed efficiently in a timely manner and
thus improve production efficiency and, as a result, achieve a
comprehensive technology benefit for the company [1].

Applying the principles of the Industry 4.0 concept is
possible with two different approaches. One of the options is
a comprehensive or partial renewal of technological
equipment, which means a significant financial and energy
investment. However, it is possible to apply the principles of
the Industry 4.0 concept even without the need for significant
investments in the revitalization of complete technical

This publication was written with the financial support of the VEGA
agency in the frame of the projects 1/0176/22 “Proactive control of hybrid
production systems using simulation-based digital twin™ and 1/0193/22
“Proposal of identification and monitoring of production equipment
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equipment. By appropriate use of available progressive
methods and (often freely available) software tools in
conjunction with existing technical equipment, it is possible
to achieve full or at least partial coverage of the requirements
arising from this concept.

A. Visualization as a Programming Technique for

Industrial Logic Controllers

The rise of wireless industrial technologies, sensors and
sensor networks or cloud computing has supported the
emergence of new requirements for industrial applications.
These PLC IoT applications require the ability to send
notifications based on sensor status through various
information channels (e-mails, SMS, push notifications), easy
access to data via PC and mobile devices and increasingly
sophisticated data analysis. All this means that access to the
content and logic of the control code needs to be changed. Due
to the simpler, faster, and more efficient multi-domain
implementation, a change in the actual code creation process
is also required.

Graphic programming methods have been used in the
areas of production and automation for quite some time.
Software tools such as LabView from National Instruments or
Simulink from MathWorks, including many patented PLC
programming tools, are ultimately very similar to classic text
languages such as Cobol or C. However, a major difference is
their graphical programming interface, also referred to as
visual programming. This element has significant advantages
in terms of the convenience of creating the program and is
currently quite commonly used in the creation of automation
and production IT systems.

Visual programming uses a variety of graphically
represented objects, based on which the programmer creates,
configures, and modifies programming schemes, which
represent various concepts and algorithms of programming.
After completing the visual representation, this diagram can
be translated or compiled into a standard executable program
and then deployed to a specific hardware element, or it can be
directly performed as a simulation replacement for that
hardware. Graphic tools are ideal for the description and
programming of complex automation systems, from the level
of specific production machines, through the layer of a
complex production line to the level of MES. This approach
makes it possible to combine various complex parallel,
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sequential, and iterative tasks, which would not be possible
using classical text-sequence programming approach.

One, already relatively well-established method of visual
programming is the use of Petri nets. Petri net as a method of
visual modeling represents graphical and mathematical
formalism of work procedures and processes. Petri nets have
been used for quite some time to model and simulate the
behavior of various complex systems, especially where it is
necessary to capture parallel processes. The problem,
however, is the implementation of the Petri net directly in the
PLC. The possibility is, for example, the implementation of
logic outside the PLC itself, or the currently developed
methodology of application and platform independent
implementation [2, 3]. Petri nets are also widely used in
automated production and development of MES systems. For
example, Simatic IT software from Siemens, which is used to
manage production operations, is based on the concept of the
Petri net.

Impossibility of exchange code or the programmer
dependence are well-known drawbacks of traditional
programming. A new multilevel graphical and modular
approach for programming industrial PLCs is one of possible
solutions. The proposed paradigm exploits several object-
oriented features, improving the re-use of code, develops
objects to be used in a plug and play way understandable by
so many developers. Hence this framework reduces the PLC
brand and programmer dependence [4].

For complex automation tasks, state diagrams have been
proposed for PLC programming. However, state diagram
method has some limitations. A new PLC design approach to
eliminate these limitations was proposed. In this method,
identification of the functions of datapath and controller and
the inputs/outputs of both is needed. Next, the Algorithmic
State Machine (ASM) charts are used to draw the state
transitions for the controller. Finally, a ladder diagram is
designed from the ASM chart [5].

A different method of visual programming is used in
Matlab software with toolboxes Simulink, Stateflow and
Simulink PLC Coder (Fig. 1). The graphic language Stateflow
combines state diagrams, flow diagrams, or transition and
truth tables with continuous and discrete systems via
Simulink.

Fig. 1. Simulink Stateflow — Example of visual PLC programming.
The semantics of Stateflow are deterministic in this case

because the user defines the order of system states processing.
Stateflow enables the design and development of user
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interfaces, task scheduling, error management systems,
control logic, communication protocols as well as hybrid
systems. With the support of the Simulink PLC Coder
toolbox, the result is a fully implementable code in the form
of structured text according to the IEC 61131-3 standard for a
wide range of PLC manufacturers [6-9].

B. Augmented Reality in Industrial Automation

Augmented Reality (AR) represents a direct or indirect
view to a physically real scene, while certain elements can be
enriched with additional digital information relevant to the
object the user is looking at. So, it's a combination of the real
world with a virtual environment. The virtual environment
enriches the view of systems in the form of virtual models.
The information presented through them is obtained from
various information sources using off-line or on-line
applications. Reality enrichment usually takes place in real
time and in a semantic context with parts of the environment.

The engineering approach allows to superimpose virtual
elements combined from CAD models and other additional
data over views of real objects displayed on mobile devices,
desktops, smart glasses, or specialized headsets. It is the
superposition of the virtual environment over the real
environment that distinguishes AR from Virtual Reality (VR),
which gives the user access to a completely wirtual
environment created exclusively from digital elements.

With new advances in computer and manufacturing
technology, there is a growing trend that allows users to
directly access manufacturing information associated with
manufacturing processes. Augmented and mixed reality has
the ability to integrate responses to these requirements in real
time into a real work environment, which is useful for specific
production activities, especially assembly, as well as for
training and maintenance.

There is a wide range of AR use in industrial environment,
from intelligent predictive maintenance control using smart
glasses [10], through control, monitoring and diagnostics of
mechatronic devices using a mobile device [11] to modern
alternative for control and monitor loT devices using modern
information and communication technologies, including
virtual, augmented, and mixed reality [12].

Implementing augmented reality is usually more complex
than implementing virtual reality because the AR system
requires some mechanism to determine where the elements are
in the real world so that the virtual elements can overlap as
accurately as possible. Because many of these problems have
already been addressed in the computer gaming industry,
developers of AR applications, designed not only for the
industrial sector, have adapted these principles and
technologies to the gaming industry. For example, some
applications use a headset equipped with a video camera with
additional sensors, such as infrared sensors or radar. In
addition to capturing regular video, these devices also measure
depth and create perspective. The software, meanwhile,
superimposes the virtual scene on the image of the real
environment. Based on the evaluation of all information from
the sensors, it is possible to draw a virtual model of the
technical equipment in an adequate scale, position, and
orientation with respect to the observer [13-17].
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II. HETEROGENEOUS MULTIROBOTIC CELL CONFIGURATION

The case study is focused on the implementation of a
control system for a complex robotic workplace with a
common shared dynamic workspace.

Fig. 2. Heterogeneous multirobotic cell.

The multirobotic cell, shown in Fig. 2, is part of the
Laboratory of Control Systems of the University Science Park
Campus Bottova (CAMBO) at the Faculty of Materials
Technology STU in Trnava. The handling elements are
represented by three autonomous robots of different
manufacturers. The shared workspace is complemented by a
conveyor belt and the entire space is equipped with a
monitoring camera system. A programmable logic controller
is used as a master control element. The complete list of
technical elements of model heterogenous multirobotic cell is
given in Tab. I.

TABLE L. ROBOTIC CELL HARDWARE C ONFIGURATION

Technical

Specificati
element pecification

control unit IRCS5 Compact

6 axes

payload 3 kg

range 580 mm

three-finger pneumatic gripper SMC MHSL3-16D
solenoid valve SMC SY5120-5YO-C4F-Q

rubber vacuum suction cup SMC B40

vacuum ejector SMC ZH13B

solenoid valve VT307V

control unit IRCS Compact

6 axes

payload 6 kg

range 810 mm

three-finger pneumatic gripper FESTO DHDS-16-
A

robot
ABB IRB 120

robot
ABB IRB 140

solenoid valve CPE10-M1BH-5L-M5

electrc ic gripper EIAS 0111

control unit CR750-D

6 axes

payload 3 kg

range 504 mm

two-finger parallel pneumatic gripper FESTO
DHPS-16-A

solenoid valve FESTO VUVG-L10-P53C-T-M5-
1P3

optical sensor FESTO SOEG-L-Q30-P-A-S-21L
width 300 mm

length 1000 mm

3-phase asynchronous motor BONFIGLIOLI BN
63 A4

3-phase frequency inverter SIEMENS SINAMICS
6SL3210-1KET1-8ABI

retroreflective photoelectric Sensors
TELEMECANIQUE SENSORS XUBIBPBNL2

robot
Mitsubishi Melfa
RV-2FB-D

conveyor belt

Technical

element Specification

vision system

Cognex In-Sight monochromatic resolution 800x600 pixels

RS-232C and Ethernet

7050-01
Ethernet and Profinet
';;S%g"”'c HMI panel Siemens SIMATIC KTP400 Basic

6AV2123-2DB03-0AX0

III. DESIGN AND IMPLEMENTATION OF A CONTROL SYSTEM

A. Visualization in The Process of Control System Design -

Identification of Components

The control system of the model robotic cell includes a
control subsystem of the dynamic component of the shared
workspace - conveyor belt, implemented by a Siemens
SIMATIC S7-1200 programmable logic controller. The
shared workspace is monitored by the Cognex IS 7050-01
sensor subsystem in combination with photoelectric sensors.

In the model case, the Cognex IS 7050-01 machine vision
system is designed to identify the type, position, and
orientation of the objects to be processed.

Centre

Edges

Rotation

Edges

‘ Angle

Rotation

Pattern B

Reference

Fig.3. Method of object parameter identification.

As shown in Fig. 3, the algorithm is based on the
identification of the matching patterns representing the floor
plan of the objects in the reference position. When the pattern
is successfully identified, the object type is determined and
the angle and direction of its rotation relative to the reference
position is calculated. At the same time, shorter edges are
identified in the areas, defined relative to the orientation of the
object. Based on these edges, the coordinates of the center of
the object with respect to the reference point are calculated.

Fig.4. Visual programming of the machine vision system using In-Sight
Explorer.
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The whole algorithm is created using the integrated
software tool In-Sight Explorer utilizing a visual form of
programming based on the creation and combination of
algorithmic sequences of built-in functions (Fig. 4).

B. Visualization in The Process of Control System Design -

Workspace Control

The PLC control subsystem, which ensures the movement
of the conveyor belt based on information from the sensor
subsystem as well as the control of the initialization of the
identification algorithm in the machine vision system, is
implemented with utilization of visual programming
techniques - using the principles of state diagrams.
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Fig. 5. Suateflow diagram of the PLC control subsystem.

The logic of the control system is designed in the form of
states and transitions structured modularly and hierarchically.
This method of logic controllers programming is supported by
the Mathworks Matlab software with the Simulink and
Stateflow toolboxes. The final implementation is realized with
utilization of the Simulink PLC Coder toolbox, the result of
which is a generated code in the SCL (Structured Control
Language) format. This code can be used directly by
uploading it to the SIMATIC §7-1200 PLC. The Stateflow
diagram of the PL.C control subsystem, used in model robotic
cell is shown in Fig. 5.

C. Visualization in the Robotic Cell Control Process

The control system of the model robotic cell is
complemented by a web-based interactive database
application, which is used to visualize process and technical
data using hybrid-marker-oriented augmented reality.

The implementation of the complementary system
involves the use of several web-oriented technologies for
sharing of process and technical information. The main
purpose of the solution is to use the open-source technologies
as much as possible, which means minimizing costs and at the
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same time maximizing the possibility of customizability ofthe
system. A summary of used open-source technologies is in
Tab. 11.

TABLE 1L OPEN-S0URCE TECHNOLOGIES OF THE COMPLEMENTARY
CONTROL SYSTEM
Name Purpose
aFrame 3D virtual scene model
AR js marker-based reorientation of the virtual scene

QRCode reader subsystem identification by QR code

php application kernel scripting language

mysql database system of the application

JavaScript scripting language providing application dynamics

JQuery library of additional JavaScript functions

w3.css

framework supporting responsive web-app design

Fig. 6. Hybrid custom AR marker.

The sharing of data from the process level to the AR
module is realized by the request of the application web server
to the web server of the controlling PLC, as is shown on the
communication diagram in Fig. 7. The supplementary part of
the control system is designed universally for several possible
control PLCs. A specific part of the cell, represented by a
separate control PLC, can be identified by a QR code as a part
of a hybrid AR marker (Fig. 6).

:App webserver :PLC webserver

«databases wuser webpage»
sql data <div id=objX.param>val</div>
request file_get_html{) <div id=objY.param>vale/div>

-App webserver
«get_data.php»

-=App webserver
«core.php»

cyclic: 5.get(var))| var obj
objX.param=val

HTTP(S) request a‘bj‘r'.pa(a m=val

HTML

P :App client

get_ARmarker() «Ul - web browsers get_QRcode()

:App module J sys_ID :App module
wAR js» scene_params — «QR.js»
L “Object J

AR marker atechnic systemn QR code

Fig. 7. Communication diagram of the visualization suplementary part of’
the cell control system.
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After receiving the process information in basic form, it is
processed on the application client's side (laptop, tablet,
smartphone). This information is consequently displayed
either on the information panel belonging to the object or in
graphical form by changing the parameters of virtual objects
(position, color, scale, rotation, opacity) directly

representing a given element of industrial automation, as is
shown in the application example in Fig. 8.

Fig. 8. Visualization suplementary part of the cell control system -
visualization of process data.

Individual objects are implemented as interactive
elements, where using the A-Frame object of the cursor type,
the user is allowed to directly select the element of interest.
The visualization partis supplemented by technical data of the
selected element, which are read from the relational database
located on the application server. The basic data are
supplemented by references to the technical documentation of
the object and subordinate elements in the hierarchical
arrangement of the technical components of the robotic cell.

The modular concept of the application allows a very
simple extension by any number of technological modules
represented by individual elements:

* AR marker,

o identifier represented by QR code within the hybrid
AR marker,

e virtual 3D model containing technical means of
interest,

e listof input / output signals
® list of process variables,

* technical data / documentation stored in a relational
database in a defined structure.

IV. DISCUSSION AND EVALUATION OF THE SOLUTION

The article focuses on the actual and currently much-
discussed area of the fourth industrial revolution. From this
issue, which includes a wide range of problems from various
areas ofindustrial production, a view on the creation of control
applications for industrial automation is selected. The main
interest is focused on new, progressive approaches and
methods of design and implementation of these applications.

The main purpose of the article is to point out to the fact,
that the application of the principles of the Industry 4.0
concept is possible without requirement of significant
investments in revitalization of complete technical equipment.

By appropriate use of available progressive methods and
(often freely accessible) software tools in conjunction with
current technical equipment, it is possible to achieve full or at
least partial coverage of the requirements arising from this
concept.

In the case of the deployment of an industrial machine
vision system as well as a superior control PLC, modern visual
programming techniques are used. This approach eliminates
the disadvantages of classical command programming such as
parallel branches or multilayer nesting. An additional, but by
no means less important part of the complex cell control
system is a web-oriented application used to visualize the
entire process, which in combination with a relational
database and the use of augmented reality brings a completely
different view on the production process.

The main qualitative indicators that prove the advantage
of the described implementation method of the robotic
workplace design, can be considered:

¢ independence from knowledge of a
programming language,

specific

* casy-to-applicable virtual commissioning,

e user-endpoint-hardware-independent  no-installation
marker-based augmented reality web-application,

* robot-brand independent communication framework,
* OPC UA ready.

A summary of techniques and technologies used in the
process of design and implementation of the model solution is
given in Tab. I11.

ITABLE 111 VISUALIZATION TECHNIQUES AND TECHNOLOGIES USED
IN THE CONTROL SYSTEM DESIGN

Technique /

Technology Purpose Tool
Visual Identification of handling | In-Sight Explorer
programming objects on the conveyor belt | 6.1.3
Edge computing | using Cognex IS 7050-01
Visual Control algorithm of PLC | Matlab 2019
programming Siemens SIMATIC §7-1200 Simulink 9.3

Stateflow 10,0
Simulink PLC

Coder 3.0
TIA Portal V13
Visualization Web application interface Php7.2
WebApp MySQL 5.5
jQuery 3.2
wi.css 4.1
Visualization Identification using a QR | Instascan QRCode
WebApp code via a web interface reader
Visualization Virtual 3D model of the cell | aFrame 1.0.4
WebApp for web browser
Visualization Augmented reality in the web | AR js 3.3
WebApp interface
Visualization Communication between | TIA Portal VI3

PLC Siemens SIMATIC §7-
1200 and web application

S7-1200 webserver
Simplehtmldom

Remote control

Offline image processing

1.9.1
Portforwarding
Visualization Display of the result of | In-Sight Explorer
Cloud solution machine vision in the virtual | 6.1.3
control  system  Matlab | ImageMagick-
Stateflow T.08

FileZilla Server 0.9
FTP
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Abstract— The paper deals with current research challenges in
modeling and constrained predictive control as applied to a
nonlinear process used in chemical industry (chemical reactor
for polypropylene production), and mainly focusing on Al -
based or soft computing methods. Based on a combination of the
classical approach to modeling of a complex nonlinear process
with hybrid dynamics and SC control methods, a prediction
model is obtained and subsequently used in the process of
solving the optimization problem of constrained predictive
control and applied to a simulation model of a reactor used in
petrochemical industry.
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[. INTRODUCTION

The aim of this work is to analyze the possibility of
implementing modified advanced control in a petrochemical
plant, and to develop an appropriate control method based on
soft computing approaches (neural networks).

This work's primary target and purpose are to analyze the
possible application of hybrid MPC methods based on the
soft computing approach in the industry. The method's
application has been simulated and analyzed using the real
process data from an existing plant. The process selected for
this task is common and essential in the petrochemical
industry — polymerization in fluidized bed reactor. This
process is nonlinear, affected by inputs and having several
internal state variables [2]. The natural advantages of the
optimal constrained control method provided by the MPC
method may improve optimal plant operation [15]. Even a
small improvement of operating condition may provide
significant improvement in asset value. The polymerization
reactor is online almost entire year, and it is primarily
operated in optimal conditions developed by long term
operation and experience. Through the comparison of the
MPC with neural network observer and mathematical model,
we identified the advantages of the optimal constrained
control method provided by the MPC with neural observer.
A, Process description

The process selected for this work is a worldwide well-
known and frequently used process - the Union Carbide gas-
phase polypropylene process (UNIPOL). The UNIPOL
process is a result of cooperation between Union Carbide
Corporation and Shell chemical [13]. In the latest literature
[14] can be found that the heat removal can be partially
substituted by some amount of liquid evaporation in the
fluidized bed. This principle is frequently called the
condensation mode type of cooling. The process is designed
for the gas-phase chemical reaction in the fluidized bed.
Besides delivering the reactants, the cycle gas does two main
functions: it ensures of the reactor bed fluidization and
provides mixing to the reactor bed. The cycle gas circulates
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in the system, while in the cycle is filtered, pressurized by the
compressor, cooled down in cycle Gas Cooler and then is
returned to the reactor in the bottom section. The gas velocity
is an important process parameter and defines optimal reactor
bed conditions [6].

The reactor bed fluidization also depends on the particle
size. The effect of the particle size on the polymerization
reaction has been considered in [9]. The process selected is a
polypropylene reactor in the polypropylene plant PP5 in a
Slovak petrochemical company. This plant uses an Advanced
Process Control system provided by the technology licensor,
and the method behind this system is intellectual property of
the APC company.

B.  Production in the polymerization reactor

In the reactor are produced thirteen different products -
thirteen different types of polypropylenes. For the research
purposes we decided to select only the best representatives to
prove the control system performance. The Impact co-
polymers (ICP’s) (or Random co-polymers (RCP’s)) are
produced with additional co-monomer, which means a
significant problem for the control system. Due to
involvement, the industrial control system must be scalable
to provide flexibility and wide range of application. The
products selected for the case study are

1. Product1 -IM 1259
2. Product 2 - HT 306
3. Product 3 - HG 1007

IM 1259 will show the control system's ability to switch
to a process with more reactants, while HT 306 and HG 1007
will present the control method scalability. Although the two
HPP’s (Homo polypropylenes) have the same number of
reactants, different operation parameters are required.

Il. MODELING AND CONTROL PROBLEM FORMULATION

A.  Polymerization reaction

The reaction occurs in the gas phase in the Ziegler — Natta
catalyst. The gas stream provides monomer (C3H6),
hydrogen (H2), and Catalyst (Ziegler-Natta) to the reactor.
The reaction occurs in the pores of Ziegler — Natta catalyst
and the presence of co-catalyst together with selectivity
control agent. The reactor is stirred ideally by the cycle gas
flowing from the bottom to the top of the reactor, and the bed
is at the minimum fluidization [8]. Homogenous reaction type
has been considered in this study. The difference between
homogenous and heterogenous polymerization is discussed
by Harmon [16]. Tt is shown that the solution is scalable to
the higher number of states while requiring more
computational resources.
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B, Polvmer production rate

The total polymer production rate is then expressed as the
molecular weight of monomer and co-polymer multiplied by
propagation rate [5].

R= cha- Rmum?mvr + MWCZ- Rcu—pnlymer: ( ])
Reo-potymer = Cez- Yu(t)-kpc(i): i=1, (2)
Runonomer = Cea- Yn(t)-kp(i): i=2or3, (3)

The purity of the reactant gives the stability of the

molecular weight constant.

C. Material balance

The reactant material balances are based on the chemical
reactions in the reactor [17]. The material balance for the
reactants is defined as.

dC,(t)

FB* Ar
= FEE(t). Car(i)
~ kgt (€0

+390), 121207 3,6,0) = Cuo
FB

dCey(t)
FB

= P8 ~ FES0.Ca®

— Ceat). (I (£.0)-Po8) e (0): To (1)

+ k(0. Bp(8)), i=1,20r 3 €2(0) = Cezo (5)
doy(t)

FB* dt

= FE2(t). G = Foie(®).Cea8)

— Coy). (ku.(t,[). Py(O)+kpelt,i). Y6

+kpem(£2).%(8)) , £=1,207 3, C22(0) = Crag (6)

v dCy(t)
P —gr

= F{2(¢). CHZ - FE&(t). Cya(2)
= Cia(0). (ku(6.0). Yo0)), =201 3, Ca(@Cuzo (7)
The volume flow rates F§2, FS3, FE2 or FJi2 are important
for the control system. FS2 is a manipulated variable and FS2,
FE2 ar FHM2 will be in the position of the measurable
disturbance.

Gy

Ca _ ppCa 1 1
Ft = M) (t)'iasﬂo'pm’ (8)
€3 _ nyC3 1 1
Fiﬂ = Min (t) 3600 " Prx1 Tatm’ (9)
‘GC’(()'Patm"'raf
F = MG () s ey, (10
m 2 3600 m{t};”ffﬁj’;'}i )
H2 _ pgH2 1 1
F[n = Mtn ct)':iﬁoo' PRx1 Tatm’ (] l)
p“‘m‘vam'?’mf

The molar concentrations of the reactants on the reactor
inlet are considered as measurable disturbance variables and
are defined

CE = pa(®). 22 ME, (12)
CE2 = pea (). M2, (13)
chz= Pnz(f)-g;ﬂﬁz, (14)

where the MS?, M§? and MH? are molecular weights of the
respective reactants. The concentration of the activated
catalyst sites is then defined
dPy(t)

FB*

= k(D). Cu0)

= Pe). e (0. Coa ) + Ko €00, Ca )

+vﬂ), i=1,201 3, B0)=P sy

heg

(15)
The concentration of living polymer chains is defined
according to several researches works [5 and &].
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dpy(t)
- At
= Pue - (p 2. a8 + ). Coa8)
~ B} (k,,(r. 0.Caall)
+ kg (2 i),cg(t}»kg,(:. ). Ca (8] #epem (£, 0). Ca ()
+ ey 2, 1)-Co (€ + ,f—::) i=i,20r 3, P(O)=Pyy (16)
According to Eq. (15) and (16), the zeroth moment of the
distributions of the polymer chains is then defined
d¥y(r) _ dR(t)  wdRe)
a & Ly
= Po(0). (ke (8,00 Ca(8) + Ryt ).Cca())
- n(u,(k,(z.a Cealt) + by (61). €]
+ kepe (6, ), € (8 + by (8,00 Oy (8)
o (6,0 Coa(D) + ‘J’Iﬂ)

Vg

3 [P (eue.0-E000)
+lel.D).C(0)

= R0 (Kp, - Cesl) + gt - Ecalt)
+ g, 8). Cat) + g (6,80, Ca (6)

v vy
+k..(t.u)Cm(t)+ﬂ)], i=120r3 17
We get the reduced ODE for zeroth moment distributions.
dvy()

Ven—gp = Po(0): (Jey 2. 0. Ceae)
+lepel8,1). Ca8))
%@ (km (6,0).Co(0)
+ ko (8,10, Cea(8)
6D GO + 7).
FB
i=120r 340} =Y, (18)
The gases are cycled through the system, continuously
delivering the reactants to the reactor and removing the heat.
The reactor's retention time must be considered. For the
retention time, we can write
1 _vsov
Tret  hem’ (19)
where T.q is the retention time, vggy is the superficial gas
velocity in and hgg is the height of the fluidized bed. The first
moment of the distributions of the polymer chains are

expressed as Y, ().
dy(t)

FB- t

= Pt (kp 6, 0).Ca(8) A (600 € (8)

FYy(t). (nm(:, D.Cey(t) ke pen (8, D)-Ccy (r)) +¥y ()
= 15000 (K 6D GaE) e 6.0 C(6)

+ ke, f)-cm:m"ﬂ). t=1,20r 3,Y O,
heg

we used the definitions in Eq. (21) and Eq. (22)

YL = Y U+ =K+,
= = (21)

DB = P DR = 2
=z =1 (22)
The ODE for second-moment distributions Y,(t) is

¥on. T2 103, byt 1.l

+ e (8,0 (2))
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The dead polymer chain distributions is defined
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K= 00
=1 (24)
The zeroth, first, and second moments of dead polymer
distributions are shown in Eq. (25, 26 and 27)

Vo 290 _ ), (ke 0. 6ca®)
+ ket 0). Cca®)
+ (6, 0. Cia )
GV
= Xo(t). E)
i=120r3, X(0) =Xy (25)
dX,
Vis % =10 (kml&.D. Ca(®)
+ kepem(t, 1). C2 ()
+ ki (6,2).Cia))
SGV
— X, (6), m).
i=120r3,X,(0) =X, (26)
dX,(t
0. 220 1,0 (kym(t.0-C0®

+ Kpem (L, 0). CeaE)
+ky(6,0)-Ca®))
VsGy
2(t). (hws )
i=120r3,X;(0) =Xy (27)
Y, and X,, stands for an m-th moment of the polymer
population balances. While ¥, means population balance of
living polymer chain and X, means population balances of

inactive, dead polymer chains. The parameter \;sﬂ represents
FB

the retention time of the reactants in the reactor.

D.  The energy balance

The major material inside is the fluidized bed, and the
primary material is the produced pellets of polypropylene
resin. Fouy. feg (i) €5€. (Tin — T is the amount of energy that
enters and leaves to/from the reactor together with cycle gas.

The cyecle gas density depends on the cycle gas
composition and pressure, which is different for each product.
The systems pressure is controlled by the input streams and
cycle gas compressor power. The energy balance [17] of the
fluidized bed is defined in Eq. (28)

dr
Vep-cf ' ppp(t) &
= F8G-Pec(t.D).¢5°. (T —T)
+ Veg. Apg: (T = T}
+ Vg [fa 6.0 1o (). Py (6). (—HA(D)
+ tem (8. Po(2). Ceal0). (+H™ (1))
+ Kiam (8. Pol0). €2 (0). (+H (D))
+ k(6,0 YolE), Con (8. (+HP (D))
+ ey, ). Yy (0). € 0. (+HIM (D)
+ Kyt 0. Kp(). Ca(0). (+ 10
+ kg (£, D). Yo (£). (=H* (1))
+ kg (6 0. Yo (). Ig(2). (-HY (D)
+ ke (£, 0. ¥y (£). Cea(0). (+HP (D)
+ ke, D.%5(6). Caa@). (+HP=0) |,

i=120r3,T(0) =T, [28)
The total density is calculated from the gas composition.
pec(ti) = pes(t),i =1 (29)
o Yozpea O+ Vapoam(t) . _
pca(t.l)—T,t =2o0r3 [30)

The temperature and pressure inside the reactor have to be
considered.

Pee(ti) = peg(t, i)'rm.. Trep’

Eq. (31) shows the normalization of the cycle gas density
to the reference pressure and temperature inside the reactor.
The term Vgg. Agg. (Tin — T) represents the energy removed
from the system by the heat transfer from the resin to the

Pres Tarm (31)

cycle gas. The last term in the energy balance Eq. 28 is the
heat generated by the polymerization reaction. The terms H
are the enthalpies of the chemical reaction and are specific to
the reactants, product, and reaction type. The signing
convention has been made while +H sign means that the
energy has been generated and the sign —H™ means that the
energy or heat has been consumed. The polymerization is an
exothermic reaction, and therefore most of the heat is
generated rather than consumed.

E. The product switching

As mentioned before, to demonstrate the product
selectivity, this work considers three different polymers —
products in the controller. Several model parameters are
product dependent, and in the previous section, the Eqg. are
denoted as functional of i. The simulations and model tuning
has been done for parameters are taken from literature and
listed in Tab.1.

TABLE L. PRODUCT PARAMETERS

Prod. 1 (IM1259) [ Prod.2 (HT 3 06) [ Prod.3 (HG 10 07)
kau(f) =1

ke (D =22 [5] |

ki@ =22[11] |

ki ) =22[5] |
k(D =22711] |

ke (D =22 [5]
k(D) = 2.2 [11]

ko (1) = 100
Fegmo (i) = 100 [ Jepmo (1) = 100 [ begmo (i) = 100
kremo@ =100 | lyemo®=0 | kD=0
ko) = 1000 [12]
k(i) = 1000 [12]
kpeo(i) = § [ kpco(i) =8 [ kpea(i) = 30
ko () = 2 | Ko (D) = 0 | ko) = 0

Ho(i) = 7.64 [11]
H™(i) = 7,2[10] |
He@)=72[10] |
HA(i) = 10,7 [10]
HI™(i) = 6542 [10] | H/™() = 6542[10] | H™() = 6542 [10]
HI™(i) = 65,42 [10] | H'™() = 6542 [10] | Hf™(i) = 65,42 [10]
HE@) =0
HY(@i) =0
HP () =7,2 [10]

H™@) =7,2[10] |
He( =72110] |

H™ () = 7,2 [10]
HE(i) = 7,2[10]

H™ (i) =72 [10] HP (D) = 7,2[10]
HP(i) = 10,2 [10] HP(i) = 10,2 [10] HP(i) = 10,2 [10]
Cat(i) = 10000 Cat(i) = 10500 Cat(i) = 8000
The switching between the products is discrete [18].

According to product type state variable, the product-specific

rate constants and enthalpies are selected together with

catalyst density [4].

F. Hybrid nonlinear MPC

We propose using a neural network for the feedback
estimation of the state variables, which are virtual and
therefore not measurable by any measuring device [18]. As
shown in Fig. 3, the state feedback is separated into two
groups  of  variables. The  variables xu(t) =
[C.Cc3 Cez Chze TIT and xy(t) = [Py, Yo]T represent the
feedback states. The state vector represent the molar
concentrations of the reactants C,, Ccz,Cez Cyz and the
temperature at which the reaction oceurs T. The vector X (1)
represent the unmeasurable state vector, which stands for
virtual molar concentrations of the active catalyst sites and
living polymer chains.

Since a nonlinear MPC controller is a discrete-time
controller [18] and the state function is continuous-time, the
model gets discretized by the controller using the implicit
trapezoidal rule. This method approximates the integration
over an interval by breaking the area down into trapezoids
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with more easily computable areas. The integration method
is based on the summation of partial areas of the trapezoids.

MD

Reactor No.1

y
{
Fry | PDI, MEL,
—¥ f | My
) e—
1 g [
I

Neural
estimator

Fig. 1: Simulation model structure with MPC and neural estimator

In Fig. 1 is shown the control structure with a neural
estimator for the unmeasurable state variables. The product
type, which is the discrete state, determines the type of
product and the qualitative properties of PDI and MFL.

G. Hybrid neural estimator

In Fig. 2 is the prediction model as a combination of
multiple MLP's.

ot == 1]
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o
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Fig. 2: Prediction model with different MLP for product types
The multiple MLP’s shown in Fig. 2 are different neural
networks trained with product specific data. Each MLP has

its configuration with weights. A good insight into the neural
observers and estimators provides Lakhal [20].

H. Control problem formulation

The prediction model is nonlinear. We are interested in
controlling the production rate. The output function is defined
in Eq. (1). The manipulated variable is the catalyst feed,
represented by volume flow defined in Egq. (8). The
disturbances are defined as
Myc(t) = [Fne.!r F‘:f.::Fgﬁ:rT!mVssm R, Press P Pezs P Pre]” (32)

Mpp(t) = [iI” (33)
Eq. (32) shows the continuous signals, while Eq. (33) discrete
disturbance — product switching.

The internal states of the prediction model are expressed
in Eq. (34).

x(t) = [Ca, Coss Coz, Cyz, Po, Yo, TIT (34)

The control problem is formulated as minimization of a
cost function designed to make the controller's minimum
effort to track the reference signal with the output variable.
The control problem can be written as defined in Eq. (35).

minJ (2(e). T T,) (35)
T, and T, are prediction and control horizon with the
condition T, < T, and 2(.) is a solution to the optimization
problem — a quadratic programming decision.

The objective function J, also called the cost function, is
the sum of individual terms, which each focus on the specific
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aspect of the controller performance [15]. The objective
function is formulated in Eq. (36, 37 and 38).

J(z(0)) = 3y (2(0)) + Imu(2(K)) (36)
Tn

F(200) = 3 (w7 [+ ilk) = (i + 1))
= (37)
Tyt

Taa(a0) = Y (W oy + 110) — wy o + £~ L]
i=0 (38)

The proposed nonlinear programming solver presented in
this thesis is the active set algorithm [21]. The method is
based on solving the Kuhn-Tucker equations using SQP
principles [21]. The SQP algorithm executed each sample
period finds a solution to the quadratic optimization problem
defined in Eq. (35). The solution represents an optimal
manipulated variable sequence.

The output of the prediction model and manipulated
variable are constrained with the condition shown in Eq. (39).

R:= {y(t) EROt.h™* <y <50t.h™"}
. [u(t) eROmhi<sus ZOOm’.h"}
—2kgh =M =2kght
Xi= {x(t) ER*?| — 0 < x < o0} (39)

The first step of the sequence is applied to the process,

and the process repeats each sampling period.

M. CASE STUDY

The simulations have been done with the step change of
a disturbance signal. In Tab.2 is listed an overview of what
step changes have been conducted to check the mathematical
model performance. The arrows represent the direction of
signal change.

TABLE I1. STEP CHANGES OF MEASURED DISTURBANCES

Time [s]
2250 1,3250 1
4250 1,5250 4
6250 1,7250 |
8250 71,9250 1
10250 1,11250
12250 1,13250 1
14250 1,15250 4
16250 1,17250
18250 1,19250 7

Variable/disturbance signal name |...]

Superficial gas velocity

The actual level of fluidized bed

Reactor gas cap pressure

Cycle gas specilic gravity

Polypropylene density

Hydrogen density

Ethylene density

Ethylene volume flow rate into the reactor

Hydrogen volume flow rate into the reactor

Propylene volume flow rate into the reactor 21250 4,22250 T

Cycle gas temperature at the reactor inlet 24250 1,25250 1

The results representing the testing and verification

scenario summarized in Tab. 2 are shown in Fig. 3. To verify
the inteligent control system design, we propose a set of
verification criteria, which will result in the final statement
and best candidate.
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Fig. 3: Step response to the changes

IV. CONCLUSION

A, Verification and results
The controller parameters that characterize the best
candidates are sampling period, prediction horizon, and
control horizon. The following criteria are evaluated in this
section:
1. Compensation of the measurement noise
2. Compensation of the measurement disturbance
3. Transient state stability
4. Manipulated variable stability and manipulator work
required
5. Computational requirements and effect of prediction and
control horizon
6. Reference tracking
The comparison between the mathematical and neural
model with three dedicated neural networks is shown in Fig.
4.
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Fig. 4: Mathematical and neural network prediction performance
comparison
In Fig. 4 shows better performance of the neural network
version (3net) than the mathematical version for specific
sample times and prediction/control horizon. The total cost is
calculated as the sum of all qualitative parameters. Lower
value means better performance, shorter time for execution,
or less energy needed by the manipulator.
The critical quality criteria is the reference tracking ability
and energy required to manipulate the regulator. The best
alternatives are shown in Tab. 3.

TABLE I11.BEST CONFIGURATION ACC. TO REF. TRACKING AND ENERGY

REQUIREMENTS
Alternative Sampling Prediction Control
{Cost) Period [s] Horizon Horizon
I |samples]
1(22101) 20 20 5
2(22103) 20 40 10
3 (23846) 10 40 10
4(23923) 10 20 5
5(27307) 40 40 10

The alternatives 1 and 2 can be considered equally good
in terms of reference tracking ability and energy
requirements.

The computational time needed for the simulation is a
function of neural network complexity and reflects the cost
of effort needed for the required accuracy by MPC. This
qualitative parameter has been included in the evaluation to
present the effect of neural network size and the
computational requirements. The best alternatives are shown
in Tab. 4.

I'ABLE IV. ALTERNATIVES ACC. TO REF. TRACKING AND COMPUTATIONAL
REQUIREMENTS

Alternative Sampling Prediction Control
(Cost) Period [s] Horizon Horizon
|sam ples] [samples]
1(22293) 20 20 5
2(22982) 20 40 10
3 (258135) 10 40 10
4 (26898) 10 20 5
5(27692) 40 40 10

The difference between alternative 1 and 2 has widened,
and the best candidate became alternative 1.

Therefore, the quality evaluation and the best candidate
selection were also compared according to energy and
computational requirements. The best alternatives are shown
in Tab. 5.

TABLE V. ALTERNATIVES ACC. TO ENERGY AND COMPUTATIONAL

REQUIREMENTS
Alternative Sampling Prediction Caontrol
(Cost) Period [s] Horizon Horizon
[samples] | [samples|
1(310) 80 40 10
2 (465) 60 40 10
3(614) 20 20 5
4(719) 40 40 10
5(778) 80 40 10

The difference between alternative 1 and 2 has widened,
and the best candidate became alternative 1. According to
evaluation criteria, the optimal configuration of the MPC for
the specific system — polypropylene reactor is the predictive
model controller with a sampling period of the 20s, prediction
horizon of 20 samples and control horizon of 5 samples.

B. Selecting sampling period, prediction horizon and
control horizon

The sampling period of the controller has a significant
effect on the overall performance of the closed-loop response
[19]. The sampling period effect has been checked with
several MPC configurations and prediction and control
horizons. The results are different for experiments with
measurement noise applied to the feedback signals and
situations without any noise. In Fig. 5 and Fig. 6 we show the
effect of varying sampling periods on the qualitative
parameters.
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Fig. 5: Sampling period effect on MPC configuration without noise
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Fig. 6: Sampling period effect on MPC configuration with random noise

The article provides an insight into the kinetic modeling
of the specific chemical reaction. It is shown that the
approach to the mathematical modeling of the kinetic process
during the polymerization reaction is generally applicable in
the control theory [5]. An application of the kinetic model for
MPC of a highly nonlinear process with discrete states is
shown [5]. The article proposes a solution to the control
problem using a hybrid controller, which uses neural
networks to predict and model the non-measurable states and
presents a solution to the discrete states in a hybrid prediction
model with discrete sub-model switching. Another
achievement to be considered is the scalability and flexibility
of the proposed control system. An analysis of the controller
performance for multiple system configurations has been
conducted again. The numerous neural networks' advantage
compared to a single-network solution has been proven and
analyzed using objective criteria.

Implementation of the ANN for feedback estimation can
eliminate the current heuristic approach, which is highly
dependent on the operator. Manual input of the process
control can be reduced and thus increase the effectivity and
safety.
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TABLE VI: NOMENCLATURE AND USED SYMBOLS

Variable | Explanation
Veg Fluj]dized bed volume Vg = T.1% ;. heg. (1 = €xp)
m
The molar concentration of catalyst particles in reactor
Ca() [mol.m~3]
FE'(t) | Catalyst volume flow rate into the reactor [m®.h~1]
cat(i) The molar concentration of catalyst particles at reactor
inlet_[mol.m—3]
ky(t i) [ The activation reaction rate constant [s~']
Vequ(t) [ Superficial gas velocity [m.s™*]
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‘The heat of reaction —propagation by ethylene block

pe
+HPE(i) [.mol™!]
Eme | The void fraction at minimum fluidization [-]
pyz(t) | Hydrogen density [kg m~3]

hgg (©) | The actual level of fluidized-bed [m]
The molar concentration of propylene in reactor
Cea(® [mol.m—3]
FE(t) | Propylene volume flow rate into the reactor [m3.h=1]
ces The molar concentration of propylene at reactor inlet
n [mol. m~#]
FEA.(t) | Cyele gas volume flow [m3.s71]
ki (61) Initiation by propylene reaction rate constant
im\L [m’.mol".s' 1]
Py(t) | Active site concentration [mol.m~3]
k, (4,1 Propagation by monomer reaction rate constant
P [m®.mol"1.5"1]
Y, () | 0-th moment of living polymer chains [mol. m~*]
ke (1) Transfer to propylene reaction rate constant
Fm\ L [m’.mol".s“]
Ceal®) The molar concentration of ethylene in reactor
2 [mol.m~*]
t2(t) | Ethylene volume flow rate into the reactor [m®.h=1]
2 ‘The molar concentration of ethylene at reactor inlet
Cin [mol.m~3]
ki (1) Initiation by ethylene reaction rate constant
ikl [m3.mol~1s71]
k. .(6.0) Propagation by ethylene reaction rate constant
P | I mol 574
Ko (6,1) Transfer to ethylene reaction rate constant
fem ™ | [m®.mol*.s71]
Cra(D) The molar concentration of hydrogen in reactor
Ha [mol.m~3]
FH2(t) | Hydrogen volume flow rate into the reactor [m®. s™7]
chz The molar concentration of hydrogen at reactor inlet
n [mol. m~*]
ket 1) Transfer to hydrogen reaction rate constant
ull, [m’.mol".s“]
ME*(t) | Catalyst mass flow rate into the reactor [kg. h™"]
Pra Catalyst suspension density [kg.m™3]
ME*(t) | Propylene mass flow rate into the reactor [kg. h™*]
Pea(t) | Propylene density [kg. m™]
PRzt Reactor gas cap pressure [bar]
Pagn | Atmospheric pressure [bar]
Tam | Atmospheric temperature [K]
Teet Reference temperature [K]
MEZ(t) [ Ethylene mass flow rate into the reactor [kg. h™]
pep(t) | Ethylene density [kg. m~*]
ME2(t) | Hydrogen mass flow rate into the reactor [kg.h™1]
Pyz(t) | Hydrogen density [kg. m™?]
Mg The molecular weight of propylene [kg kmal']
ME | The molecular weight of ethylene [kg. kmol']
MI2 | The molecular weight of hydrogen [kg. kmol']
X0 Active site concentration with the length of 1
1 [mol.m~3]
Active site concentration with the length of |
P(t) [mol.m=%]
Tee Reactor retention time [s]
Y,(®) | The first moment of living polymer chains [mol. m~*]
Y, ‘The second moment of living polymer chains
z [mol. m~3]
Xo(8) [ 0-th moment of dead polymer chains [mol.m~3]
X, () | The first moment of dead polymer chains [mol. m~¥]
X0 The second moment of dead polymer chains
: [mol.m~%]
PP Specific heat capacity of polypropylene at 342 K
» [Jl.mol"L.K"1]
pep(t) | Polypropylene density [kg. m~*]
T(t) | The temperature in the reactor [K]
Peg(ti) | Cyele gas specific gravity [kg. m~3]
T Cycle gas wmperature at the reactor inlet [K]
A Cycle gas to fluidized bed heat transfer coefficient
—H9(i) | The heat of reaction — deactivation [J. mol™!]
im ‘The heat of reaction — initiation by propy lene
HHT) | mol
+Hem(j) | The heat of reaction — initiation by ethylene [J. mol~*]
+H"(i) | The heat of reaction — transfer to hydrogen [J. mol~*]
+H™(i) | The heat of reaction - transfer to propylene [J.mol~*]
+Hm(i) | The heat of reaction — transfer to ethylene [J. mol™"]
—HY(_ [ The heat of reaction —reaction poisoning [J. mol~]
The heat of reaction —propagation by propylene block
) | ol )
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Abstract—In this paper, we will address the issue of digitalisa-
tion of various production processes, using modern information
and communication technologies. This trend falls under the
fourth industrial revolution, Industry 4.0. One of the challenges
is the creation of advanced human-machine interfaces (HMlIs)
for cyber-physical systems. New forms of interfaces can be
implemented in augmented reality. The paper therefore deals with
the connection of a discrete-event system with 3D engine Unity.
3D engines are used to develop augmented reality applications.

Index Terms—Unity engine, augmented reality, mixed reality,
ple, mechatronics

I. INTRODUCTION AND RELATED WORKS

Augmented reality (AR) could be called one of the biggest
technology trends of our time, and it continues to expand [1].
One reason for this is that smartphones and other devices
that support augmented reality are much more affordable. The
most commonly used applications nowadays make use of a
smartphone’s camera, which the user can use to view the real
world on the screen of a smarntphone, or other device that
supports this feature, and then rely on an augmented reality
application to enhance this real world in a number of ways
through various digital overlays, such as [2]:

« Adding routes in real time

« Overlaying images, digital information or 3D models
« Inserting labels

+ Changing the appearance with filters

In our perspective, we would focus on the use of augmented
reality in industry and specifically in automation [3]. This
technology is used by many companies in industry, where data
from CAD systems is used to train workers or students and
also standardizes workflows and enables collaboration [4].

The first example is Siemens. This company has particularly
focused on using augmented reality to support many types
of human-centric activities. An example is a maintenance
application where technicians are guided through routine trans-
mission maintenance by the Assist AR software product. Once
the technician uses LIDAR to scan a realistic model of the
transmission, the process begins. Assist AR then provides
instructions by highlighting individual elements, such as bolts
or faceplates, in the correct order, in a workflow on the
computer screen. Also, this application animates the individual
elements to show how the parts are removed, replaced or even
reassembled (Fig. 1) [5].

978-1-6654-8775-7/22/$31.00 © 2022 IEEE

Fig. 1. Demonstration of Assist AR when disassembling the gearbox [5]

In its simplest form, augmented reality is mainly used to
identify a component, a machine or a piece of equipment or
an entire factory and then offer information about that section.
More sophisticated applications also include interactive 3D
models or holographic animations depicting the various steps
that need to be performed.

Augmented reality in industry is used in a number of ways.
The first use would be to train new workers, or to guide already
experienced workers through various workflow improvements.
This style helps the workers to achieve faster and also better
skill acquisition and also it adds to the confidence of the
workers and users for field use.

As a second way, we could mention the identification of
assets. An example might be an operator or technician who
needs to quickly find individual assets from many products.
Augmented reality can help in this regard and identify these
assets quickly, easily and reliably at the same time.

During the Covid-19 pandemic and due to various travel
restrictions, another usage of augmented reality developed,
namely the transmission of important information or even
knowledge at a distance. However, this pant has not only
expanded due to the pandemic but also due to the lack of
experienced personnel. In fact, older and more experienced
workers were not able to travel to the field to assist their
less experienced colleagues. This is where augmented reality
helped a lot. In fact, with this technology, the more experi-
enced workers were able to see what their colleagues or local
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engineers were seeing and were able to assist them remotely.

Modern forms of visualisation are now realized on the basis
of the development of new ICT technologies (e.g. interactive
applications made in 3D engine [6], virtual reality or aug-
mented/mixed reality) [7]. Visualisation of process modelling,
identification and control of complex mechatronic systems,
elements and drives using virtual and augmented/mixed reality
allows students to get a much quicker and better understanding
of the studied subject compared to conventional education
methods.

The ability of AR to assist in remote communication and
also to make collaboration more efficient is a step forward
for process design or facility layout. Thus, we can talk about
a fourth way in which augmented reality is being used in
industry. The user himself can place a virtual device in a space
in the real world in order to verify the layout of the system
or whether the space allocated for this system is sufficient.
This prevents miscalculations or major budget cuts before the
actual installation of the desired system [8].

Implementing augmented reality is much more difficult than
implementing virtual reality itself. This is because virtual
reality does not require the exact dimensions of the real world,
as is the case with augmented reality. Thus, it needs elements
of the different parts of the real world for precise placement
and overlapping. Thanks to the gaming industry, many of
these problems have been solved, and many developers who
have worked for the production sector have borrowed the
technology from the gaming industry.

Computer networks are now used for more than just con-
necting personal computers. Even at the level of specific
sensors and actuators, smaller devices can connect to them.
Modem single-board computers and microcontrollers that can
be quickly connected to the global Internet are responsible for
this trend. The result is a new paradigm - Internet of Things
(IoT) as an integral part of the Industry 4.0. Without it, the
vision of the fourth industrial revolution would not be possible.
In the field of digital factory is a successor of machine-to-
machine (M2M) communication. Currently, industrial HMI
(human-machine interface) panels, consoles, web or mobile
applications are used to control and monitor mechatronic
systems in Internet of Things (IoT) networks. Using these
conventional control and monitoring methods of mechatronic
or cyber-physical systems within IoT networks, this method
may be fully satisfactory for smaller rooms. Since the list
of devices fits on one screen, we can monitor the status and
control these devices almost immediately. However, in the case
of several rooms or buildings, which is the case of digital
factories, ordinary ways of interacting with mechatronic or
cyber-physical systems become troublesome. In such case,
there is the possibility to apply advanced digital technologies
such as augmented reality. Using these technologies, digital
(computer-generated - CGI) objects can be inserted into the
real world. The aim of article [9] was to describe design and
implementation of a new method for control and monitoring
of mechatronic systems connected to the IoT network using
augmented reality to create an innovative form of HMI.
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Fig. 2. Scheme of the application system

This article [9], however, was concerned with the creation
of an augmented reality HMI for a system that was controlled
by a simple microcontroller suitable for hobby projects and
prototyping. However, there is a need to take this issue
further towards Industry and Industrial IoT. Therefore, the
present paper discusses the possibilities of creating an HMI
in augmented reality for a system that is controlled by an
industrial computer (PLC). As a first step, it was necessary to
connect the 3D engine with the PLC and the discrete-event
system. This is the subject of the present paper.

II. MONITORING OF DISCRETE-EVENT SYSTEM USING
PLC AND 3D ENGINE

Fig. 2 shows a scheme of the system that was implemented
to demonstrate the monitoring of a discrete-event system using
a graphical user interface (GUI) programmed in Unity 3D
engine. The monitored variables are those of the Fischertech-
nik laboratory discrete-event system. This kit is controlled
by an open-source PLC (or sometimes it is called industrial
PC - TPC) of the Revolution Pi series. The control program
(ladder diagram) is created using the CODESYS development
environment. This environment also offers the creation of an
OPC UA server, which has also been realized. In addition to
the control program and the OPC UA server, the PLC also
runs a program implemented using Node-RED. This program
reads variables from the OPC UA server and sends them using
the MQTT protocol to the HiveMQ broker, which is located in
the cloud. The application in Unity 3D engine can use MQTT
protocol to receive data from HiveMQ and display it to the
user.

A. Connection of laboratory discrete-event system and PLC

In the beginning, it was necessary to connect the individual
components of the laboratory system. These were PLC Rev-
olution Pi, RevPi Connect + feat. CODESYS (Fig. 3). Next
was the RevPi DIO, i.e. the digital input/output module, the
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MDR-60-24 DIN rail power supply and the Fischertechnik
96785 (Fig. 4). This was a punching machine with a conveyor
belt.

In Fig. 5 we can see the final wiring of the laboratory
system.

During the solution, it was necessary to work with the
operating system that resides on the Revolution Pi. This is
a modified Raspbian, with which it was possible to verify the
individual functions of our PLC. The Revolution Pi could be
connected to a monitor using a micro-HDMI connector and
as our PLC also had 2 USB ports, it was possible to plug in
a mouse and keyboard for additional control.

After powering on the operating system, a login was re-
quired in the Raspbian command prompt. The login credentials
were provided by the manufacturer. After a successful login,

Fig. 5. Laboratory system wiring

the option was to continue in the command line style, or in the
so-called Raspbian graphical interface. We chose the graphical
interface option, which was entered using the startx command
in the command line.

For further tasks, it was necessary to provide an internet
connection to our operating system in the Revolution Pi. Since
the PLC itself had two RJ45 Ethernet interfaces, we connected
our PLC using an RJ45 wire - first to the router and then to
the computer itself, which we used to program the PLC. For
further work, we found out the IP address to which our system
was connected, and proceeded with other tasks.

B. Communication and installation

After successful connection of the whole system and correct
connection to the internet network, we were able to continue
working with our system. Using the IP address we found in
the previous step, we moved on to the PiCtory configuration
(Fig. 6). PiCtory is a web browser application that aids in the
communication and configuration of the PLC. After logging
on to the localhost of our PLC, we also composed our system
in virtual form using PiCtory. Thus, we have a PLC with a
DIO module connected to it. Using this application, it was
possible to set up and annotate the individual pins that we
used in our project.

We used 4 input and 4 output pins. Output pins were under
numbers 1-4, which we used to control the conveyor motor
forward and backward and the punching machine motor up and
down. Input pins controlled the two photosensors on the edges
of the conveyor and the buttons on the punching machine. We
can see the specific input/output PLC pins (left side of the
list) controlling specific parts of the machine (right side of the
list):

e I_11 - Button I3 (bottom)

e I_12 - Button I4 (top)

e I_13 - Photosensor at the end of the belt (I1)
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e I_14 - Photosensor under the punching machine (I12)

s O_1 - Conveyor left

e 0_2 - Punching machine up

+ 0O_3 - Conveyor right

e O_4 - Punching machine down

C. PLC programming

For programming the PLC system itself we used the
CODESYS program, with which our Revolution Pi was com-
patible. This was CODESYS V3.5 SP17 Patch 2, which we
used on a separate computer running Windows. It was then
necessary to include our RevPi and RevPi DIO module in the
program.

To program the control system, it was necessary to deter-
mine the variables. There are two ways of specifying variables,

30

Displey g Lorge ¥

. PiCtory

either globally or locally in the program. In our program
we have specified variables in both ways. The variables
controlling sensors [/ to I4 and the variables controlling the
motors of the laboratory system O_I to O_4 were determined
as global variables, which we register directly at the inputs
and outputs of the DIO module. Variables such as counter,
time or auxiliary variables for controlling the system, we have
determined as local variables directly in the program.

After determining all the variables, we wrote a short code
that controls our laboratory system. The program is written in
ladder logic style. We chose this language for its clarity as the
system will be used for educational purposes.

The program waits for the product to be inserted on sensor
11, which is located at the beginning of our production line.
When the object is inserted at the beginning of the line,
the program starts a loop where the product goes under the
punching system where sensor /2 is located. Then, when the
conveyor stops, the punching system starts moving downward
until sensor I3, which is in the form of a button, is activated at
the bottom of the rails on which the punching system moves.
The system punches for five minutes and then returns to its
original position at the top of the rails. Sensor /4 is used to
detect the upper limit of the punching system displacement.
After this cycle, the product is moved by the conveyor to
the right side of the laboratory system, where the program
is terminated and the next cycle begins.

D. OPC UA server

To acquire and manipulate the information produced by
our laboratory system, we needed to use the Node-RED
programming tool, which is located directly in our Revolution
Pi. To continue in this direction, we needed certain variables
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Fig. 8. Variables in OPC UA client - UAExpert

that we were interested in monitoring. These variables are
needed to be published to the OPC UA server.

In CODESYS we have created a so-called Symbol config-
uration, where we have chosen the individual variables using
a simple option, as we can see in Fig. 7.

To create the OPC UA server itself, it was necessary to set
the certificate for OPC UA. In the Security screen section of
CODESYS itself we searched for individual certificates that
had not been created yet and created the necessary certificate.

Subsequently, it was necessary to verify the functionality of
this server, but during various testing of the OPC UA server
using the client in the UAExpert application, we found that
there were problems with the Revolution Pi setup. We found
an error in the security of the PLC itself in CODESYS. This
was an additional password security on our system and also an
anonymous login to the system. Once the bug was eliminated,
we moved on to the actual tracking of the individual variables.
For proper functionality of the entire system, it was also
necessary to connect our PLC to the actual source of the
internet connection and based on this fact, adjust the settings
in CODESYS such as the IP address and so on. After verifying
the functionality of the connection again, we connected to the
OPC UA server of our PLC system and found all the variables
that were needed to continue with the UAExpert program.
In Fig. 8 we can see the interface of this program with the
different variables.

On the right side of Fig. 8, we can see the value of our
nodes that were needed to identify the observed variables
in Node-RED. As an example, we can take the variable
that we have shown in Fig. 8. We can see that it is the
Punching time variable that we have set in CODESYS for
a certain time during which our punching system creates a
hole in the product. Since the PLC was not punching at this
point, the value was zero. For us, the important data from
this program was Nodeld and DataType. Nodeld in this case
was ns=4;s=|var|CODESYS Control for Raspberry Pi MC
SL.Application PLC_PRG.PunchingTime, where we can see
that for each variable. The majority of the ID valvue did not
change and the last part of ID changed based on the name of
the variable used. We used DataType for the data type of the
variable so that we could use it in the Node-RED program
afterwards.

E. Node-RED

Since all the necessary information was collected, we pro-
ceeded using Node-RED. The first task was to activate this

service in the PLC system using the PiCtory interface, which
then guided us to the correct IP address and port number to
use our Node-RED. After successfully navigating to this IP
address, it was necessary to test the connection to the OPC
UA server located at our desired address. We did this by first
installing all the necessary add-ons in Node-RED, specifically
this was node-red-contrib-opcua. This add-on offered us many
additional nodes to work with the OPC UA server and client.
Then, using the OPC UA client node in Node-RED, we
connected to the server.

Since our task was not only to get data from the PLC but
also to send it to Unity, we chose the MQTT broker HiveMQ
for this task. It is a freely available cloud broker for various
uses and allows connecting IoT devices. We created functions
for each variable, which we used to split the variables into
different MQTT topics.

In Node-RED, to send data to the MQTT broker, we need
an mgtt out node. This node is used to forward individual data
to topics on our broker’s server.

In Fig. 9 we can see the final version of the Node-RED
we have set up, which contains all the necessary elements and
nodes to continue with the project.

E Creating an interactive application in Unity engine

Since all the previous steps have been completed, we started
to look at the topic of the interactive application itself. For the
interactive application, we decided to choose the Unity engine.

The first thing to do was to connect Unity to the MQTT
broker.

The next step was the creation of the application itself. For
functionality we created two scripts. The first one is called
mgttReceiver. This script was then assigned to a newly created
game object in Unity called MQTT_Receiver (Fig. 11). Here,
the broker address and port needed to be set. It also needed to
subscribe to a topic, here specifically Diplomova_Praca_Il.

The second script that needed to be created was mgntCon-
troller. Again as before, we needed to insert this script into a
new game object in Unity, which we called ControlledObject.
We also inserted the previously created object into the Event
Sender entry, for communication with each other.

After successfully testing the functionality of the data ex-
traction from Hive MQ, we displayed all the observed variables
in the application by duplicating all the game objects that were
needed. Each variable was assigned a text describing which
variable it is in that row, as well as the value of the variable
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Fig. 10. Insight into broker and correctness of transmitted variable data

itself. In Fig. 13, we can see the hierarchy that makes up our
application.

It was then necessary to mun the interactive application and
make sure that the data from the PLC system was correctly
sent via Node-RED and HiveMQ to Unity. In the following
figures (Fig. 14-16) we can see the finished and functional
application with the individual descriptions at the beginning
of the whole process. We can notice that instead of specific
values, a dash is placed to represent a process not yet started.
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Fig. 11. Modification of MQTT_Receiver

III. CONCLUSION

Currently, during the ongoing Industry 4.0 revolution, new
forms of human-machine interfaces (HMls) are being sought
for monitoring and control of mechatronic (cyber-physical)
systems. Such HMIs can be implemented using angmented
reality. In order to realize such a concept, it is necessary to
connect a 3D engine with the controlled system. Therefore, the
paper dealt with the interfacing of open-source PLC (Revolu-
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tion Pi series) with the application implemented in 3D engine.
OPC UA server, Node-RED middleware and MQTT broker
were used for their interconnection. The future challenge will
be the implementation an augmented reality application in the
3D engine Unity. The current application only works on the
computer screen. However, it is an important start for testing
the possibilities of interfacing discrete-event PLC systems with
Unity 3D engine.
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Abstract—Data warehouses are systems that are used today
by many companies for storing a large amount of structured
data. Microservices allow splitting the whole software system into
multiple parts, which can be deployed separately and work on
their own. These services communicate and manage individual
software functionalities.

The paper describes a proposal of a data warehouse built
with a microservice architecture. Also, the microservice data
warehouse is compared with a classic monolithic data warehouse.

Index Terms—data warehouse, microservices, modularity, scal-
ability

1. INTRODUCTION

Cloud computing pawed a way to better resource utilization.
It makes it possible to share infrastructure, platform, and
software as a service with users who do not need to maintain
the service. The next step was customization of platforms
offered as a cloud service [1]. This approach is useful for
many industrial as well as research communities [2] which
are dealing with exascalability [3]. When lightweight resource
sharing was more mature the new concept of software system
design emerged. This new approach is microservices.

The paper is focused on microservices effectiveness within
data warehouses which are subject-oriented, integrated, time
variant, and non-volatile collection of data in support of
management’s decision making process [4]. Microservices as
a concept are attracting a lot of attention these days and
are also being implemented by many companies. Various
other companies see this interest and want to also migrate
to microservices. But this is not as straightforward as it can
look. The microservice architecture brings many benefits to
programming and development, but also many disadvantages.
This study investigates parts of this problem, such as scaling,
networking, comparison to the monolith data warehouse, and
S0 On.
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I1. MICROSERVICES

Microservices can be understood as basic applications, with
a simple task. These basic applications can mn independently
on different servers, can be scaled individually, according to
the current server load, tested autonomously, and so on [5].
The precise definition is: "Microservices are a software devel-
opment technique, a variant of the service-oriented architecture
(SOA) architectural style that structures an application as a
collection of loosely coupled services [6].”

Microservices are building on containerization. Splitting
software into multiple separately running parts, was not pos-
sible in the past or was very costly and hard to maintain.
But thanks to virtualization of operating system it is much
easier and cheaper. It allows us to run multiple instances
of the execution environment. These instances are behaving
and looking like their servers, with their dynamic resource
management [7].

A, Advantages and disadvantages of microservices

Thanks to a different approach that microservices bring,
it is possible to achieve multiple advantages over monolithic
architecture. The main advantages are the following [8], [9]:
easier maintenance of source code, faster development, scaling
of application, simplified testing, and easier bug fixing.

The different approach of microservices brings a lot of
advantages, but it also brings disadvantages. A software ar-
chitect has to take into account [10}-[12]: performance of
the system, economical aspects of the solution, management
of microservices, communication between services, hard Bug
fixing (within the system as the whole), and test integration .

B. Micorservice and monolith approach comparision

Monolithic architecture is well-known approach, that is used
regularly today. When developers build software with this
monolithic approach, they think of it as a whole program
in one piece. It contains everything, necessary for running,
like frontend, backend, or management tools. Also in this
architecture, developers usually have one database for the
whole system [13].

This is one of many comparisons, that is needed to an-
alyze before decision between monolithic and microservice
architecture is made. Based on the study [14], it is possible
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to identify crucial points such as: maintenance, deployability,
team organization, cost, scalability, reusability, size of project,
size of team, and price of migration.

On the other hand, microservice architecture is still a very
young and evolving approach, and as such, still has many
potential problems. Some of these problems are: microservice
granularity, language diversity, code management, and manag-
ing API changes [15].

III. RELATED WORK

There are two types of data warehouses, local and cloud.
Normal warehouses are the classic way of using them. Cloud
warchouses on other hand are using cloud architecture. They
are stored in computers elsewhere, not under your control and
you access them by internet. This work is more focused on
cloud-based data warehouses, as they are more used today.

TABLE I
COMPARISON OF THE STATE OF THE ART APPROACHES.

Data warehouse ‘Prus Cons |

Columnar storage Unigueness Not En-
forced
Structured data

Not multi-cloud solu-

Amazon Redshift
Querying language
Strong AWS integra-

tion

tion

Google BigQuery

Easier  management
of warehouse

Pay per use
Multi-cloud solution

Overkill for smaller
data sets
Flat pricing

Snowflake

Easy implementation

Customer is depen-
dent on infrastructure

Auto-scaling Big data load
Structured and smi- | No support for un-
structured data structured data.

IV. MICROSERVICE-ORIENTED ARCHITEC TURE FOR DATA
WAREHOUSE.

The microservice system is divided into multiple parts, each
working with its own related services on its own task. This
is building some kind of tree structure. Each rectangle repre-
sentations one microservice. Figure 1 is showing a simplified
architecture diagram.

Proposed microservice flow is shown on invoices example
in bigger detail. This example is part of the data warehouse
that is working with invoices, loading data, and storing them.
We can see a diagram of this flow in figure 2.

The proposed microservice-based data warehouse is com-
posed of the following main parts:

Admin service - this is a microservice, which is responsible
for the management of the whole data warehouse and data
pipeline. In this case, it is also responsible for uploading of
files.

Dispatcher - Microservice, which decides, what is the type
of file by its name and type. For example, the GLS delivery
service 1s sending xlIs files, so when the .xls file arrives at
the dispatcher, together with parameter type = ’gls’, it will
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Fig. 2. Map showing services in data flow.

recognize, that it is an invoice from the GLS company. After
this recognition, it chooses where to send this data.

GLS - This microservice is processing GLS invoices. It
receives data, which are transformed to the requested format,
and then they are forwarded. This microservice is the parser,
and each type of file and company has individual parser like
this.

Store to DB (DB is abbreviation for word Database) - The
responsibility of this microservice is to receive data from
parsers (like GLS service) and then store the parsed data
correctly in the database. It must pick the right table and insert
all additional important data.

Database - The purpose of this service is running a data
warehouse database.
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Concept sumarization The goal of the microservice concept
is to divide each part of ETL into a microservice. Each part of
stored data, like invoices, package information, user reviews,
and so on, has its own services its own parser (like GLS
for example). But they also share some services. They share
storage in the data warehouse (Database), share extract (Admin
service) and also share load (Store to DB).

V. EXPERIMENTS

The proposed approach is evaluated by the following hy-
pothesises: 1) Microservice-based data warehouse will be bit
faster than a monolithic data warehouse, but the difference will
be small, 2) Microservice-based data warehouse will be more
capable to handle problems with overloaded modules, and 3)
Microservices are more suitable for working with large data.

The evaluation environment has the following configuration:
CPU: 1.35GHz Intel 15-4210U, RAM: 12GB GPU: Intel
Haswell-ULT, and OS: Linux - Pop!_OS 20.04

A. Monolithic data warehouse comparison

The system chosen as the monolithic data warehouse is
gFlow developed by SoftPoint !. qFlow is a workflow man-
agement application that offers multiple options, one of which
is a data warehouse for your chosen files loaded from different
places.

An invoice in qFlow takes an average of 1:38 to process.
This is caused by many additional logs that are performed
in gFlow. In the microservice program, the average time to
process an invoice is 13 seconds. This is a major difference,
but is not caused by a different architecture, but rather because
of a different implementation (such as multiple logs on side
of qFlow, but not on in microservices).

To obtain more precise values and a better understanding of
the difference between these two options, the execution time
has been divided by the average execution time of one invoice.
This produces a number that shows how many invoices with
average run time could be processed. The smaller number is
better because it means that for a shorter period of time, a
larger number of invoices could be processed.

This number can be compared with the numbers from
experimenters with microservices-based solution. The graph 3
shows that the monolithic architecture performs better without
scaling on 10 uploaded invoices. But further scaling of pro-
cessor containers enables better utilization and higher speed,
which reflects on smaller division number.

This graph shows that it performs even better than mi-
croservices when they are not scaled. With further scaling, the
execution time is reduced and microservices start to perform
better than the monolith.

The graph with 20 invoices shows that even in the default
configuration of microservices, they perform better than a
monolith. Scaling speeds the program, but muntime does not
go down below 10,75 which is 2 minutes and 9 seconds.

The last test was performed on 30 invoices in the system.
Again, it is visible that even in the default configuration, the

'qFlow: hitps://softpoint tech/qFlow/

10 Invoices - time division
B Mcmservicss [l Monoiithic

default BROGORG0r FOGOBGO  PROGGREOF PIOCCRSON PROGCNGON  PRIGORSCK

Fig. 3. Division number comparison of 10 invoices uploaded to system
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5

Fig 4. Division number comparison of 20 invoices uploaded to system.

microservices performed better. Scaling the reduced time even
more to 15.6 division number, which is equal to 3 minutes and
8 seconds.

B. Effectiveness tests

The first type of experiment aimed at a different speed in
containers of different scales. With the use of a larger number
of invoices or reviews, bottlenecks are more significant and
have a larger impact on the program. This is demonstrated,
for example, in figure 6. One of consequences is a slower

30 Invoices - time division

B Micosenioss [l Monoiimiic
877 2896

2258 2217
1817

20 1733 1667

default

defaull  proccesor-  prcoesar -
2 2

POCORSOr - PIOCORSON - o0 -
5|saver-2 8|saver-3 B |saver-3
| wacking - 4

Fig 5. Division number comparison of 30 invoices uploaded to system
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execution time, as shown at the beginning of table II and also
in table III.

1) Invoice effectiveness test: The initial test case was in
the invoice part of the program (GLS invoice). An invoice
is uploaded to the Admin Service, then processed in the
processor, and saved in saver. In a case like this, this is enough.
But in the case of multiple invoices uploaded at once, this is
not enough. Five invoices uploaded at once create this kind of
flow diagram as shown in figure 6.

Fig. 6. Flow of 5 invoices in program.

Figure 6 clearly shows that in the case of containers scaled
as this, the processor container creates a bottleneck in the
program. While one invoice is being processed, the rest are
waiting. This slows the program and can be easily solved by
scaling the number of containers.

‘When there is only one container per application module
and 10 invoices are being uploaded, their processing takes
between 2:02 and 2:07 mimutes. An additional processor
container saved 36 seconds. This is a big advantage of
microservices. A container that creates a bottleneck can be
deployed multiple times, and the bottleneck can be removed.

In the case with 10 uploaded invoices, the additional hor-
izontal scaling does not anymore shorten the execution time.
This is because this amount of invoices is not enough to better
utilize additional containerization.

2) Reviews effectiveness test: In this test scenario, the
review processing speed is being tested. Reviews are down-
loaded once a day using a cron job in the background. To
test this part of the program, this background job was not
scheduled once a day but 10 times (or more in some cases).
One file has around 6000 reviews, so 10 x 6000 reviews equal
to 60000 reviews that need to be parsed and saved.

This part of the program has two options to run. One is
classic, the same as invoices; processors receive one XML file,
parse it, and then send parsed data to the saver, which stores
those into the database. Another option is to go review, by
review in the XML file, parse this one, send it to background
job, which then calls saver, which then stores this one review
into the database.

These measurements are taken in the second-mentioned
version, where each line of the file has been stored separately.

In a default configuration, where each container is deployed
only once, 10 review files were processed in 11 minutes and
21 seconds. In the version, with two processor containers, the

38

TABLE II
MEASURED TIMES OF EXECUTION IN DIFFERENT CONFIGURATIONS.
TIMES ARE SLIGHTLY HIGHER BECAUSE COMPUTER WA S DIFFERENTLY
LOADED (WHICH RESULTS IN 30 ADDITIONAL SECONDS A S IN DIFFERENT

TESTS).
| Test type | Execution time | Scale
10 GLS invoices 02:05 default
10 GLS invoices 02:03 default
10 GLS invoices O1:58 default
10 GLS invoices 01:38 processor - 2
10 GLS invoices 01:31 processor - 2
10 GLS invoices 01:24 processor - 2
10 GLS invoices 01:21 processor - 2
10 GLS invoices 01:26 processor - 3
10 GLS invoices 01:25 processor - 3
10 GLS invoices 01:22 processor - 3
10 GLS invoices 01:33 processor - 3
[ 10 GLS invoices | 02:09 [ saver-2 ]
TABLE II1

MEASURED TIMES OF EXECUTION IN DIFFERENT CONFIGURATIONS.

| Test type | Execution time ‘ Scale ‘
[ 10 Heureka reviews | 11:21 | default |
| 10 Heureka reviews | 09:41 ‘ processor - 2 ‘
[ 10 Heureka reviews | 09:37 I single_review - 2 ]
| 10 Heureka reviews | 07:10 ‘ single_review - 2 — saver - 2 ‘
[ 10 Heureka reviews | 05:29 | single_review - 5 —saver - 5 |
| 10 Heureka reviews | 03:31 ‘ single_review - 10 — saver - 10 ‘
[ 10 Heureka reviews | 03:20 | single_review - 20 — saver - 20 |
| 10 Heureka reviews | 03:17 ‘ single_review - 20 — saver - 20 ‘
30 Heureka reviews 02:05 single_review - 30 — saver - 30
30 Heureka reviews 01:20 single_review - 30 — saver - 30
30 Heureka reviews 01:19 single_review - 30 — saver - 30

execution time was 9:41 minutes. This means that 1:40 is
obtained, thanks to the double processor container. The next
experiment was with two single_review containers. With two
of these containers, the run-time was 9:37 minutes. This is very
much the same as for double processors. Another experiment
was a combination of 2 single reviews and 2 savers. This
releases pressure from the saver, as it was one container that
received data from 2 containers. This manifests itself also in
time, which is 7:10 minutes. That means another 2:27 minutes
saved.

The last 3 experiments were with 20 and 30 review files.
In the case of 20 files and 20 single_reviews, 20 savers, the
execution time was 7 minutes and 9 seconds. In the case
of 30 files and 30 single_reviews, 30 savers, the execution
time shortened to around 1 minute and 20 seconds. This is
the best execution time achieved in review-based testing. 30
files, 30 savers, and 30 single reviews are the best set-up of
microservices in the reviews part of the program.
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C. Network tests

This section focuses on testing the network and its use.
Almost all tests are executed on the review processing part of
the solution. The measured numbers show directly the network
load and how it grows with scaling.

The first test was done using Heureka reviews, also with
two processor containers. The network load is roughly the
same, around 162 - 165 KiB/s. After adding a saver container,
the network load changes. With one saver container, the load
is approximately 162 KiB/s, with two savers, the load is
approximately 243 KiB/s.

This grows directly further; more containers equal more
network load. The case with 20 savers and single_reviews
is no exception. A double number of containers means that
the network load also doubles. This network load exceeds 1
MiB/s.

Scaling also affects the network load at rest, without any re-
quest, as TCP keep-alive messages are sent to more containers.
The average load was equal to 23.5 KiB/s.

D. Load size rest

The graphs show that with the increasing number of in-
voices, the gap between microservices and the monolithic
solution is increasing. In the case of 3, the difference between
the fastest container configuration and the monolithic solution
is approximately 3 division numbers; with 20 invoices, the
difference increases to about 10 and in the case with 30
invoices, it increases to up to 13. But this also applies to
comparison among microservices themselves. The biggest
gap between fastest and slowest times in differently scaled
containers is increasing.

Division number decline

©

data aaat
hg3 rakimg B4

Fig. 7. Comparison of different load and execution times.

This is shown in the graph 7. With an increasing number of
uploaded invoices, the execution time automatically increases.
The first two points in the graph are always with the default
number of containers, which means that there are no additional
containers, only 6. The third point is where an additional
processor container was added. In all four conditions tested
with invoices, the second processor container helped. Except
for 30 invoices, where growth was slightly slower, in each
larger configuration, this difference was greater than in the
previous test.

E. Discussion

In this section results of experiments and related hypotheses
are discussed.

1) Hypothesis number 1: : "Microservice-based data ware-
house will be bit faster than a monolithic data warehouse, but
the difference will be small.” was proved to be true in this
case. With the right configuration, microservices work faster.
This difference is becoming more and more visible with a
larger and larger load.

The containers are performing better in the tests, they are
faster than the monolith, thanks to scalability. However, these
tests also proved that they can be slower in some scenarios.

The question for developers now is: is it better to build a
whole program with microservices, or is it better to stay with
the classic monolithic approach?

The experiments showed that they also need the right setup
for it. Without this setup, they can cause more harm than
benefit. This can be seen again in the graphs, which show
that, with scaling, there was acceleration in execution time,
but without it, for example, with 10 invoices, the program ran
slower.

2) Hypothesis number 2: The original hypothesis is as
follows: "It will be easier to solve problems with overloaded
parts of the data pipeline.” This assumption is addressed in
V-B, which talks about execution time speed. The running
time of the program depends on the load. In the event of
overload, bottlenecks arise and slow down the program. The
given section examines how the execution time changes with
the change in the number of scaled containers.

The monolithic solution lacks options to address these
unexpected cases of overload. If such an unexpected problem
arises, it means that the program needs to be rewritten or better
computer units can be bought to improve performance. Both
of these options are costly and time-consuming.

On the other hand, microservices offer a great solution with
scaling. It is directly visible in tables II and IIL. As the number
of scaled containers grows, the execution time decreases. This
is happening because scaling removes bottlenecks.

All experiments are tested on the same computer with the
same configuration. And just one additional step in deployment
shortened execution time from circa 11 minutes to somewhere
in between 1:30 and 2:30 minutes.

Our experiments confirms that multiple containers make
better use of hardware infrastructure and parallelization. The
first image shows the utilization of cores without scaling any
containers. The second image shows how cores are utilized
with the processor container scaled three times. More CPU
load is placed on the processor, but the execution time is much
faster. All of this shows that the second hypothesis is true.

3) Hypothesis number 3: states: "Microservices are most
efficient when working with large data.”.

Experiments showed that with larger loads, microservices
offer faster speed than monoliths. In cases with a smaller
number of uploaded files, qFlow performance was very close
to microservices, sometimes even better.
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Fig. 8. Different division number from 1 uploaded invoice to 9 invoices

The graph 8 shows how the gap between the monolithic and
microservice solution is increasing with the increasing number
of invoices. In cases with 3 and 4 invoices, the division number
is even the same for both systems.

As the number of files increased, gFlow started to slow
down compared to microservices. The graph 5 shows that in a
good microservice configuration, the gap between monolithic
and microservices is the 13 division number (28-15). This is a
continuation of the trend from 8, where the largest difference is
one division number. Note that the containers were not scaled
in this configuration, so the difference could be larger. But also
if we compare nonscaled version of microservices, in case with
30 invoices, the division number difference is around 6-7.

This hypothesis is also proved in the experiments with
reviews. In this case, the program was not compared to qFlow,
but to itself. Reviews, as mentioned above, offer two options
to run. In one case, they are less containerized, and in another
they are more containerized.

The detail is shown in graph 9, where the blue line repre-
sents the more divided and containerized part of the program,
and the red line represents the simpler and less containerized
part.

Time shift on endpoints with different load
@ hingle reviewsiprocess ) /dpd_invdcelprocess

001:00

000,00

f0-heurska  10-neurska  i0heurska  30-heumka  30-heurska  30Meurska

Fig. 9. Graph of time shift on endpoints with different load.

It proves Hypothesis 3 and also proves that microservices
are not a good option for smaller systems. Review processing
is designed to download one review per day and process it
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There is no need for microservices and, in this scenario, they
are creating more of an obstacle than helping.

VI. CONCLUSION

The monolithic gFlow data warehouse is compared to the
microservice-based data warehouse. Invoice experiments have
shown that microservices are performing faster in most cases,
but they have also shown that in many cases this difference
is not large. The difference increases with the larger number
of invoices. However, to achieve this, the microservice data
warehouse must be correctly configured. This is not an easy
task and can be quite difficult to find the right setup of
containers.

The research in this work proved that microservices are a
better and easier option when it comes to scaling applications.
Experiments showed that the option to scale different parts of
the program as needed can dramatically change the execution
time of processes in the system. Monolithic applications, on
the other hand, need more work and time when they encounter
a sitation like this.
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Abstract— The presented paper deals with the design and
implementation of a complex SCADA system for the control of a
production line model and for the remote data acquisition using
cloud database. The control of the educational model of the
production line is based on a PLC device using the visualization
application of the production process in real time and recording
of process data in a cloud database. The main components of
SCADA systems used in control processes, advanced software for
creating SCADA applications and basic information about cloud
databases are also defined. It is described the design and
implementation of the control program in the TIA Portal
environment and the design of the visualization application in the
Promotic environment. The form of a cloud solution based on the
Microsoft Azure platform for the needs of process data storage is
presented.

Keywords— SCADA system; HMI; Visual
PLC; Production line; Cloud database; Data acquisition;

[ INTRODUCTION

Digitization with automation is significantly changing our
world and the world of industry. The volume of data in modern
industrial plants is constantly growing, which brings new
challenges for SCADA system solutions. In the long term, it is
necessary to manage and archive huge volumes of data that are
demanding on the capacity of storage devices. The task of
modern SCADA systems is to monitor and control production
processes as reliably, efficiently and productively as possible,
while it is necessary to constantly optimize them. The means of
automation have expanded from large automated lines to
smaller ones, to individual machines, buildings or even smart
homes [1].

The possibility of checking and obtaining data in a more
accessible way, mutual communication between devices and
their control or editing over local networks or via the Internet is
increasingly required. These devices enable the remote
collection of data into databases, based on which it is possible
to evaluate both the devices themselves and the units to which
they are connected [2, 9].

The advantage of the automation of production processes is
almost continuous operation with minimal human intervention,
which mainly takes care of inspection or service. It also enables
production in life-threatening environments, such as explosive
environments or chemical operations, where it is possible to
limit the occurrence of threatening situations and close

978-1-6654-8775-7/22/831.00 ©2022 IEEE

production to separate rooms or cells without the presence of
people [3].

The main goal of this article is the design and
implementation of a complex SCADA system for managing a
reduced production line model and subsequent remote
collection of process data using cloud database. This model
will be controlled by a PLC device that turns on and off
individual output devices based on the designed logic. The
course of the automated production process is displayed in a
visualization application on the main computer station, from
which the line can also be controlled manually. In the event of
a malfunction or error on any of the devices, an alarm is issued
to notify the user of the situation. Acquired process data on the
number of manufactured pieces, machine hours and generated
alarms will be securely stored in a database created in the cloud
space. The transition from data collection on physical database
servers to cloud databases offers many advantages, but also
difficult challenges. It is important to constantly optimize and
modernize application solutions so that they keep up with
developing technologies and, above all, to bring the highest
possible efficiency of investments.

II. SCADA SYSTEMS

SCADA (supervisory control and data acquisition) systems
are used for real-time monitoring and remote control of
processes in various industries. It derives information, transfers
it to the system, displays it on the computer screen and alerts
the supervising operator. It also performs the necessary
analysis and checks, for example by determining the severity of
the fault, and displays this information in a logical and
organized manner.

SCADA systems can be relatively simple, such as one that
monitors environmental conditions in a small office building,
or incredibly complex, such as a system that monitors all
activity in a nuclear power plant or municipal water supply.

A SCADA system allows an operator at a location central
to a widely distributed process, such as an oil, gas, pipeline, or
irrigation system, to make setpoint changes to remote process
control units. This means opening or closing valves, operating
switches, monitoring alarms and collecting required data. The
benefits of SCADA systems are best appreciated when
processes are very large - hundreds or even thousands of
kilometers from one end to the other. In this way, operating
costs are reduced. as routine checks are not required to monitor
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the operation of the equipment. The value of these benefits
increases even more if the facilities are very far away and
require extra effort to visit them [1, 2].

A. Basic parts and fimctions of SCADA

A SCADA system consists of several remote terminal units
(RTU, PLC) that collect process data and send this data back to
the master station via a communication system. The master
station displays the acquired data and also allows the operator
to perform supervisory control. Key features of SCADA
software include user interfaces, graphic displays, alarms,
trends, RTU (and PLC) interface, scalability and data access
[3]

In a more complex SCADA system (Fig. 1), there are
essentially five levels or hierarchies:

. industrial instrumentation and control devices,
. controllers and terminals (PLC, RTU),

. communication system (infrastructure),

oW 2

. main station (HMI),

5. database system.

—
-
L1l

— [
_q]

In general, SCADA systems can be described as a
combination of telemetry and data acquisition techniques.
SCADA collects data through a remote terminal unit
(RTU/PLC) and transmits it back to the central workplace. It
also performs the necessary analysis and control, and then
displays this information on several screens or operator
displays. The required control activities, i.e. action
interventions either automatically or by the operator, are then
transferred back to the process.

Human Machine Interface (HMI) / Client

Fig. 1. Basic architecture of the SCADA system [12]

Accurate and timely data enable process and equipment
operation to be optimized. The advantages include more
efficient, more reliable and, above all, safer operation [3].

B. PLC devices

A programmable logic controller (PLC) is a special form of
microprocessor controller that uses programmable memory to
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store instructions and to implement functions such as logic,
sequencing, timing, counting and arithmetic for machine and
process control purposes. It is designed to be operated even by
engineers with limited knowledge of computers and
programming languages. PLC designers have pre-programmed
it so that the control program can be entered using a simpler
and more intuitive form of language. The term logic is used
because programming primarily concerns the implementation
of logical and switching operations. Input devices (sensors,
switches) and output devices (motors, valves, etc.) are
connected to the PLC in the controlled system. The
programmer enters a sequence of instructions (program) into
the memory of the PLC, which then monitors the inputs and
outputs accordingly and sends the control signals for which it
was programmed.

PLCs have the great advantage that the same basic
controller can be used in a wide range of control systems
without the need for new wiring. All that is needed to change
the control system and its rules is to upload a new program
(instructions) to the device. The result is a flexible and cost-
effective system that can be used with control systems that vary
widely in nature and complexity.

The input-output interface used in a PLC can take two
forms: compact and modular. The fixed type is connected to a
small or micro PLC system, where all functions are integrated
into one unit. The number of I/O ports is fixed within each
such model and cannot be changed. Modular types use an
expandable panel to hold 1/O modules, allowing the number
and type of modules to be changed. Input interfaces receive
signals from machines or process equipment and convert them
into signals that the control unit can work with. Output
interfaces are used to control actuators that control some
process [6, 7].

Programmable logic machines were designed so that
the developer does not require a high level of knowledge of
programming languages.

The entire program is executed in one cycle. It can be
interrupted and then returned to continue or restarted. The I[EC
61131 standard for PLC standardization, standardizes and
defines the methods used for PLC programming. The most
frequently used PLC programming method is based on the use
of ladder diagrams (Ladder Diagram - LD), also known as the
language of contact (relay) diagrams. So writing a program is
equivalent to drawing switching circuits. A ladder diagram
consists of two vertical lines representing electrical wires. The
circuits are connected by horizontal lines, which represent
quasi rungs of the ladder between the two verticals.

Another commonly used standardized programming language
is the Function Block Diagram (FBD), which is used for PLC
programs described in terms of graphic blocks. It is a graphical
language for displaying signal and data flow through blocks,
which are reusable software elements. The function block is
shown as a rectangular block with inputs entering from the left
and outputs exiting from the right.

A programming method that can be considered as inputting
a ladder diagram wusing text is the instruction list (IL).
Programming is done using a series of instructions, with each
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instruction on a new line. Fach instruction consists of an
operator followed by one or more operands.

The method of programming using a sequential function
chart (sequential function chart - SFC) is used to visually
represent the operation of the system and display the sequence
of events involved in its operation. An operation is described
by a number of separate sequentially connected states or steps,
which are represented by rectangular boxes, each of which
represents a specific state of the controlled system.

The last standardized type is the method of programming
using structured text (Structured text - ST), when programs are
written as a series of commands separated by semicolons.
Predefined commands and subroutines are used to change
variables that are defined by values, internally stored values, or
inputs and outputs [6].

C. Communication system

A communications network is a collection of computer
hardware and software, along with cabling, networking devices
such as switches, routers, and the like, that allow computers to
communicate with each other. A network provides a means of
sharing information between industrial computers, PLCs, or
input/output devices.

A network consists of two or more devices connected via a
shared media to share files or peripherals such as modems,
printers and others. It serves to connect the main central station
with control units (RTU, PLC), HMI and can use industry
standard or manufacturer-protected proprietary protocols. Both
the RTU and PLC work autonomously in real time to control
the process using the last command provided from the control
system. A failure of the communication network does not
necessarily mean that the process control of the device stops,
but when communication is restored, the operator can continue
to monitor and control [4].

Network topology is the first point to consider when
designing how devices in a SCADA system are to be
interconnected. Topology refers to the pattern of
interconnection of various elements of computers. There are
two types of network topologies, physical and logical.

Physical topology refers to the layout of network cables,
their connection to computers or other network devices. A
logical topology defines how data is transferred from one
device to another regardless of the network hardware link. In
general, the logical topology is defined by the network
protocol, while the physical topology is mainly defined by the
physical arrangement of network cables and devices [9].

D. Human-machine interface

The master station (MTU) is essentially a supervisory
computer system. This station serves as a central processor and
has two main functions that are the core of the SCADA system.
The first is the regular acquisition of process data from the
RTU (PLC) and secondary stations, and the second is the
control of remote devices through the operator's station. MTU
is a device that issues commands to RTUs located at remote
locations from the control element, collects required data,
processes, stores and displays information in the form of
images, curves, tables for operators and thus helps to make

control decisions. Communication between MTU and RTU is
two-way, however, the main difference is that the RTU cannot
initiate the conversation. Communication between the MTU
and the RTU is initiated by programs within the MTU unit that
are run either by operator instruction or automatically. In 99%
of cases, instructions and messages for the RTU sent from the
MTU are triggered automatically. When the master station
(MTU) requests the necessary information, the RTU sends it.
This principle of communication is referred to as master-slave.
After receiving the required data, the MTU communicates with
other devices and HMI screens for operators with which it is
connected via a LAN/WAN network [4].

P S A
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Fig. 2. Example of graphic display for controlled process [8]

HMI or Human Machine Interface is a device that allows
you to visualize and work with collected process data. In most
cases, this is done through a graphical user interface (GUI),
such as a computer monitor, which serves the supervisory
system operator and thus creates an interface between the
operator and the SCADA software. This human-machine
interface provides process information to operating personnel
graphically in the form of diagrams and trends, which are a
schematic representation of the controlled process. It is also
used to display important recorded events and alarms. HMI
panels are connected to the main SCADA computer, which
provides real-time data for creating live diagrams, alarm
displays and trend graphs.

Displayed diagrams consist of line graphics and schematic
symbols that represent process elements, or they may consist of
digital photographs of process equipment accompanied by
animated symbols.

When controlling the operation of equipment through HMI,
operators can enter commands using a mouse, keyboard or
touch screen. For example, an animated tank symbol can show
when the tank is full, and a colored valve symbol can show
whether liquid is flowing into the tank. The operator can
control the valve by clicking the mouse or touching the screen.
The HMI will then display the change in liquid level in the tank
inreal time (Fig. 2).
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In smaller SCADA systems, the master station may consist
of a single computer - in which case the HMI is part of that
computer. In larger SCADA systems, a master station may
contain several HMIs hosted on client computers, multiple data
acquisition servers, distributed software applications, and
disaster recovery sites [4. 5].

E. Database system

The database system consists of two parts that can be
operated by the database application or the end user:

+ database,
+ database management system.

The database management system handles all user requests
for access to the database - it can be adding a new file to the
database, deleting it or working with the data itself (creating,
reading, updating or deleting data). Among the most used
commercial products are Microsoft Access, Microsoft SQL
Server, MySQL or Oracle Database.

A database is a shared integrated computer structure that
includes end-user data and metadata, i.e. data about the
structure of the database.

User data is organized into tables that represent a set of data
describing the data model of the database. Table columns
define individual properties (attributes) of a given data type,
i.e. data type and name. The most common data types are text
(alphanumeric), numeric (numeric), logical (TRUE/FALSE),
and date (dates). Rows (records) of tables represent entries in
the database, and each entry contains data from all defined
columns in a precisely given structure.

A set of tables, each of which represents a certain type of
data, can be called a relational database. Relational databases
make it possible to capture not only data about researched
objects, but also their mutual relationships, which makes them
closer to the real world. Each record of the table is uniquely
identifiable by a primary key, and the order of the records does
not matter. A primary key is a property (attribute) or
combination of properties that uniquely identifies a record, i.e.
this column must be different in each record [10].

[I. MICROSOFT AZURE

Azure is a professional cloud-based platform provided by
Microsoft. Thanks to the advanced functionality, it is possible
to operate virtual machines, manage SQL databases, create
backup copies of resources and many other actions without
worrying about failure or out-of-date equipment and software.
All operating systems and a wide variety of programming
languages are supported.

MS Azure provides access to integrated services, including
computing power, storage options, applications and data,
thanks to which it is possible to quickly manage the
infrastructure, implement a larger number of tasks and, above
all, achieve significant financial savings. MS Azure is a
combination of laaS (Infrastructure as a Service) and PaaS
(Platform as a Service) and was designed for access to all
services, computers and applications without interrupting
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availability. The Azure system provides an SLA contract
guaranteeing operation at the level of 99.95%, continuous
monitoring of the services used and 24-hour permanent
support. Azure offers access to services from anywhere in the
world. In addition, this system is based on a worldwide
network of data centers that is constantly expanding [11].

IV. CASE STUDY

The equipment used in this article is a basic Siemens S7-
1200 series PLC equipment that controls a laboratory model of
a production line. We monitor the course of the production
process in a visualization running on a personal computer
connected to the PLC.

Fig. 3. Laboratory model of the production line

We created the control program in the TIA Portal tool due
to compatibility with the used PLC device. Programming
consisted of ladder diagram programming. In addition to
control, we also ensured diagnostics of the line in the form of
alarms, which were triggered when individual motors were
started for a long time and stopped the entire production.

Another task was the design and creation of a visualization
application. For this purpose, we chose SCADA software
Promotic because of its simple, intuitive operation, high
scalability, reliability and previous experience with this
software.

Production line

Fig. 4. The main visualization panel
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Our SCADA application consists of two main screens —
first one with automatic mode and the other with manual mode.
From these main screens, it is further possible to switch to
modal pop-up screens that display alarms, the number of
manufactured pieces and an overview of the machine hours.

The application also works with a local database, in which
generated alarms, engine hours and the total number of
manufactured pieces are recorded. After launching the
application, the first thing that appears is the login screen,
which prompts the user to enter a login name and password.
After entering the login information, the "Main Panel" will
appear.

The main home screen of our application consists of a
graphic visualization of the production line, which runs in fully
automatic mode. On the graphic shown, we can start the
production process and monitor the current position of the
workpieces on the line, i.e. specifically at which of the optical
sensors the workpiece is located. In case of movement of any
belts or sliders, this movement is represented by green arrows
next to the given object.

Fig. 5. Modal watch window

By pressing the "Motor hours” button, we open a new
maodal pop-up window, which contains an overview of the
output devices and their total operating time since the PLC was
turned on. Activity time is displayed in minutes and seconds
for the needs of our project. In real operation, this information
can be used for device diagnostics and maintenance planning.

The "Manufactured pieces" button opens a modal window
displaying a table with production statistics at intervals of hour,
day, week and month. In real operation, this information is
essential for the higher corporate layer and production
planning.

Fig. 6. Modal window of manufactured pieces

As a cloud service, we chose Microsoft Azure, specifically
the SQL Database, which is used to create and manage
databases. Subsequently, we chose to create a new database.
Here we chose to simultaneously create a new SQL server, for
which we defined the name, data center location, capacity and
administrator account. There are also other setup
configurations to choose from, such as security features,
restoring a database backup, or adding tags. Azure offers an
integrated SQL editor for managing databases and executing
queries, but for better clarity we will use a different tool. We
will access our cloud database using Microsoft SQL Server
Management Studio (SSMS), which is clearly the most robust
SQL database server management tool. It is a fully compatible
and verified database management tool, but similar editors
such as HeidiSQL or DBeaver can also be used.

In the next step, it was necessary to create tables in our
database, in which we will write individual process data.
Similar to the local database, here too we have created tables
for the number of manufactured pieces, motorcycle clocks and
alarms. To each table we assigned the appropriate attributes
with the corresponding data type.

Object Explorer > X
Comnect- ¥ B Y &+
= [ plowithlove.databasewindows.net (SQL Server 12.0
= i Databases
# ™ System Databases
£ W Linka
[ ™ Database Diagrams
= ® Tables
@ i System Tables
& ® External Tables
& ™ GraphTables
= B dbo.alarmy
i & dbo.kusy
& @ dbo.matohodiny

Fig. 7. Database tables

We will use the dataFEED OPC Suite tool to connect the
PLC to the database and then record the process data. The
configuration concept of this tool is based on so-called data
sources and data targets. The source is PLC variables (tags)
storing process data (engine hours, number of manufactured
pieces, alarms) and their target is individual database tables.

In data destinations, there are various services to choose
from such as MQTT Broker, Siemens MindSphere, OPC
clients and data files to which data can be sent or written. We
chose SQL Database as the data target, since we will send the
data to the SQL database. First of all, we had to set up the
ODBC driver, with which the communication will take place.
ODBC (Open Database Connectivity) is a standardized, open
interface for accessing various database management systems.
Through ODBC drivers, applications can directly issue
instructions to databases or execute queries. Here we have set
up our SQL server address, login information and the specific
database we will be connecting to. Successful execution of the
database connection test completes the process. In the end, we
just wrote the process data into the connected database at
certain time intervals or when the value of the variable
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changed. We chose a new database action, where we had the
choice of direct preconfigured writing with the INSERT
command, connecting a stored procedure or executing a
custom SQL command. In the case of recording the number of
pieces and engine hours, we used the user-fiiendly option of
direct input, in the case of recording alarms, we executed our
own SQL command.
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Fig. 8. Configuring the SQL database as a data target

V. CONCLUSION

The goal of the work was to design and implement a
complex SCADA system for managing a reduced model of the
production line and subsequent remote collection of process
data using cloud database. The architecture of this system is
composed of technological, application and cloud layers. To
create it, we used available hardware, network and software
components found in the school laboratory, which are used for
educational purposes. The technological layer of the system
consists of a PLC machine and a controlled model of the
production line, which can work in automatic mode based on
the designed control program. The entire production process is
monitored through visualization on the main SCADA station,
which fulfills the control and diagnostic function and thus
forms the application layer. Acquired process data on alarms,
manufactured pieces and equipment hours are stored in a cloud
database on a virtual server.

In addition to the required properties, the visualization also
contains additional functions such as a login screen, adding
notes or changing the color display mode. The implemented
complex SCADA system can be used in the educational
process in the topics of visualization systems, PLC
programming and storage of process data either in the cloud or
locally. A more complex solution to the current system design
would be to completely transfer the system to the cloud and
remotely connect to the control network.
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