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Producer Price Index and Consumer Price Index:
Causality in Central and Eastern European Countries
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Abstract

This article uses the bootstrap panel Granger aditysto analyse the link
between the Producer Price Index (PPI) and Consupmze Index (CPI) in ten
Central and Eastern European (CEE) countries. Tésult of cross-sectional
dependency and slope homogeneity shows that PPIC&idvary in different
countries. However, the result indicates that Pi#luences CPI in the sense of
Granger causality in five CEE countries; namelydia, Lithuania, Romania,
Slovakia and Slovenia. The findings support thearaid inflation model in the
significant countries, which explain that PPI ipamary contributing factor of
CPI. On the other hand, CPI has a significant impatthe PPI only in Hungary.
The results are useful for policy makers of themsentries to formulate inflation
targeting policies with greater attention towardetPPI.

Keyword: Consumer Price Index, Producer Price Index, rolliwgdow, time-
-varying causality, bootstrap
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Introduction

Inflation is one of the most important macroecomorariables, measuring
the growth rate of consumer prices. High inflatioas strong repercussions
on all segments of an economy in the form of higleriest rates, reduction in
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investment and influences both labour market awhdi standards of people
(Holub, 2000; Alexova, 2012). Broad-spectrum inflatis to be seen as a cost
for businesses and households which results inetthection of welfare and cre-
ating uncertainty in outputs (Friedman, 1977; Ba892; Daniela, Mihail-loan
and Sorina, 2014). On the other hand, price stahgi essential for economic
growth and efficiency as well as other macroecocoguoals (Christoffersen,
Slok and Wescott, 2001), improving employment, riicial stability and reduc-
ing the risk premium. Thus, the most important r@leany monetary policy is
long-term price stability to minimize the adversensequences of aggregate
price movements and uncertainty on the economitsidec(Becsi, 1994). The
debate on the association between the Producer ipdex (PPIl) and Consumer
price index (CPI) draws considerable attention @th Ihave a profound impact
on the monetary policy (Dorestani and Arjomand, &08akimipoor, Alipour
and Akbaryan, 2016). The joint effect of the PRI &Pl in an economy helps in
measuring the gross domestic product and actuationi (Yu, 2016). A precise
prediction is achieved by examining the relatiopdietween PPl and CPI. It is
argued that any increase in the PPI is reflectaderCPI and could have a siza-
ble effect on long-term economic growth. As suctflation forecasting is im-
perative to make informed decisions. Given the equences of inflation on the
economic, social and political sectors, the chakers to encourage saving, in-
vestment and boost up the economic growth (Dele¢léd., 1998). The relation-
ship between price indices gives the informationudbnflation and economic
development, helping governments devise the varfmlgies (Gao, An and
Zhong, 2013). Different economic policies revolwound controlling infla-
tion, and government officials use price trendset@luate financial perfor-
mance (Webb and Willemse, 1989; Preda, Dragoi,@onistantinescu, 2015).
It reveals better knowledge to the policymakerdai@cast inflation, manage
and accomplish the inflation target in the econofijhailov, Rumler and
Scharler, 2011).

In the past decades, Central and Eastern EurdpE)(€ountries recorded an
active and significant economic development (Ho2@)0), registering during
this transition period an average economic growts% (Dombi, 2013). The
Baltic States and Romania even had an average¥fet@nomic growth. How-
ever, at the same time, the biggest challengeeseticountries was the substitu
tion of the controlled price system from communigmth price liberalisation
(Fischer and Sahay, 2000). In the early 90s, thesatries witnessed the prob-
lem of high inflation, and major economic policiegre initiated to control it
(Viorica et al., 2014). Structural reforms in thécp and trade liberalisation, as
well as currency devaluation, caused an increafieeimflation rate (Tiits et al.,
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2008). During the transition period, CEE countries/e adopted various ap-
proaches to managing inflation (Viorica et al., 20inflation targeting policies

being different among these countries; the resmodethe Czech Republic,
Hungary and Poland were quicker as compared toetimaining the economies.
Between 1998 and 2000, the external demand anddfalil prices subsequently
the Asian crisis in 1997 and the Russian crisid@®8 had declined the CPI
(Stoica and Damian, 2013). However, the inflationBulgaria and Romania
continued due to slow execution of structural nefer Bulgaria achieved single
digit inflation in 2000. On the other hand, Romamianaged to lower inflation

rates under the level of 10% only by 2005. Durio@=®to 2007, Latvia, Lithuania,
Slovenia and Bulgaria witnessed rising inflatiotesawhile prices in the Czech
Republic, Hungary, Poland and Slovakia remaineceumdntrol as a result of
successful execution of inflation targeting.

In Latvia Lithuania and Estonia, inflation coneisly increased until the
global financial crisis in 2008 occurred and thedst inflation was observed. At
the start of 2008, PPI witnessed a substantiabase by an average of 8%. In-
flation increased due to the economic expansio@BE countries and global
commodity prices. However, the global financiakixiin 2008 had an adverse
influence on economic growth causing the collapk¢he global commodity
prices inflation rates to drop. It strongly affetiedustrial production which led
the decline of the PPI (Popescu, 2014).

The second half of 2008 was characterised by rdadignflation driven by
a decrease in the global energy market and of foioes, as well as a decline in
consumer demand and easing the tension in the Habatket. The declining
trend continued in 2009; the CPI in the whole ragivopped to 2.1% and the
annual inflation in the Czech Republic and Slovdkih below zero. Neverthe-
less, the process of disinflation reversed in Ndwen2011, the main reason
behind it being the rising prices of energy anddfas well as currency deprecia-
tion. Most of these small and open economies wise\allnerable to the Euro-
zone debt crisis in 2012 and shocks were felt im&aa, Bulgaria, Poland and
the Baltic states (Sobjak, 2013). All low time atfbn in CEE countries was
recorded in 2013 mainly due to the absence of taghand, and declining ener-
gy and food prices. Economic recovery continueanost CEE countries, and
the disinflation pressure disappeared as risingneodity prices influenced the
CPl. In 2015, the process of disinflation reverse@EE countries, and the CPI
rose again due to an increase in global commoditeg. The favourable eco-
nomic condition was complemented by the fall indtibn which occurred in
most countries mainly due to the supply side factdhe drop in inflation rates
had a positive influence on competitiveness by lavgeexport prices as well as
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domestic demand. A better knowledge of the leatlwtprs of inflation in CEE
countries is useful for households and businessesiticipate and minimise its
negative impact (Staehr, 2009).

The primary determinants of inflation in most bese countries are supply
side and external factors. The changes in the afogtoduction lead to an in-
crease in the price paid by the consumer indicatogd-push inflation. The sup-
ply-side inputs price causes the price of intermiedand final goods to change
and is finally passed on to the CPI. On the otlide, she demand for primary
goods depends on expected future prices of consgowmats. The various re-
forms and structural changes, the accession totladJfinancial crisis in 2008
and Eurozone debt crisis in 2011 have a significapact the supply and de-
mand side factors which ultimately affect the Cid &P1 in the CEE.

This article contributes to the existing litera&un two ways: first, it gives
a new dimension to the relationship between the &l CPl as compared to
previous research. Since the existing literatuc&dganel studies to CEE coun-
tries, this paper is the first to examine the chiyshetween the PPl and CPI
in this region. The empirical results show that B&lses the CPI in five of the
studied CEE countries and those results are lirte tie moderate inflation
model, which states that PPI is the leading indicat CPI. On the other hand,
CPl is a significant indicator of PPl only in Humga

The results of the study show mainly, that pri@bidity is possible in CEE
countries, as long as all implement well-establishad coordinated monetary
policies. Inflation can be mitigated if the PPltaken into account in the formu-
lation of economic policies. Second, the previouglies have no evidence of
cross-sectional and heterogeneity slope. Thus,study is an addition to the
existing literature that the suggested Konya (20@6ylel consider both cross-
-sectional dependence, as well as heterogeneipe dlad results, indicates that
interrelationship varies across CEE countries. iHsailts of the bootstrap panel
Granger causality for Latvia, Lithuania, Romani&vakia and Slovenia indi-
cates that PPl has an important contribution inGe. The outcome of these
five countries is consistent with moderate inflatimodel which describes how
CPI variations caused in the sense of Granger ligulsg variations of the PPI.
On the other hand, only in Hungary, the PPI isu@ficed by the CPI in the sense
of Granger causality. The results are useful fdicganakers of these countries
to formulate inflation targeting policies with gteaattention towards the Pro-
ducer price index.

The structure of this study includes Part 1 resgi¢he literature. Part 2 explains
the moderate inflation model. Part 3 describesntie¢thodology. Part 4 reports
the data and empirical analysis. Last Part mentonslusion.
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1. Literature Review

Several studies show the relationship betweenPeand CPI. Caporale,
Katsimi and Pittis (2002) examine the causal liekneen the PPI and CPI using
the Toda and Yamamoto (1995) method and find tRAtiéads the CPI. Akdi,
Berument and Cilasun (2006) conclude that PPI aatnave together only in
the short run. Ghazali, Yee and Muhammad (2008&) fire long-term relation-
ship as well as the unidirectional causality rugnirom PPI to CPIl. Shahbaz,
Awan and Nasir (2012) find that PPl and CPI hasrayiterm association and
their results also indicate that PPI plays a greae in the formation of CPI.
Akcay (2011) examines the correlation between weeihdices and his finding
indicates that price changes in the PPI are refteat the CPI in long-term.
Alemu (2012) shows a link between the two indice$oth short and long-terms,
in the sense that the CPI is more sensitive towedages in the PPI concerning
the direction and magnitude of the variation asl.wdhrtinez, Caicedo, and
Tigue (2013) use the coincident profile method xplere the link between the
PPl and CPI concluding that PPI plays a significqatd in the CPI. Liu (2014)
studies the price transmission mechanism and semutal that the relationship
is not stable between the PPI and CPI. Ulke andifc{@014) show that CPI
is the leading indicator of the price changes ia liing-term and it increases
due to excess demand. Hakimipoor, Alipour and Akbar(2016) analyse the
co-movement of the two indices and conclude no 4engn relationship. Yu
(2016) examines the relationship between the PBIGRI in G7 and ASEAN
countries and indicates that the latter have umitiibnal causality from PPI to
CPI while the same relationship is bidirectional@i countries. Tiwari (2012)
investigates the PPl and CPI linkage in Austradiag the result demonstrates
that PPI has a significant impact on the CPI atithermediate level. Tiwari
et al. (2014) examine the relationship betweenRR& and CPI in Mexico and
result indicate bidirectional causality in both ghend long-term.

We find some studies related to CEE countries @anieg the causal relation-
ship between PPI and CPI. Holub (2000) finds thatpcer prices have a signi-
ficant impact on a few elements of the price baskehe consumer price in the
Czech Republic. Brada, King and Kutan (2000) filat tthe cost of goods influ-
ences CPI. Andersson, Masuch and Schiffbauer (2&@nine the determining
factor of inflation and conclude that administepetes have a significant im-
pact on price stability. Stavrev (2009) investigatiee underlying driving force
of inflation in transition economies and finds teapply-side factors in the form
of administered price adjustments and indirectdgxay a vital role in inflation.
Staehr (2009) finds the long-term impact of differeupply-side factors on the
CPI in CEE countries. Tiwari, Mutascu and Andr({@913) examine the link
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between the PPI and CPI in Romania and find highical effects between the
PPI and CPI.

Rajcaniova and Pokrivcak (2013) show the linkagevben the PPl and CPI
for Slovakia by using the threshold co-integrataomd find no long-term rela-
tionship. Vilcu (2015) investigates the relatioqstietween the PPl and CPI
in Romania and results indicate that there is mmeotion. Su et a{2016) find
the bidirectional causality relationship betweer #Pl and CPI in Slovakia.
Khan et al. (2017) find the unidirectional caugabetween the PPl and CPI in
Romania.

It is obvious that previous literature lacks thiedges about the interaction
relationship between the PPl and CPI in CEE coemtThe comparative analy-
sis of the results from panel causality and Todezdi@oto (1995) methods shows
that the selection of statistical technique is hitacausality study (Nazlioglu,
Lebe, and Kayhan, 2011). Furthermore, Granger (R88fues the likelihood of
having the co-integration at the aggregate levehbtiat the individual level and
vice versa. This study elucidates the causalitly between the PPl and CPI in
CEE countries employing the bootstrap panel Gracgesality method taking
into account cross-sectional dependencies. Crasivise@ggregation is the result
several micro-variables combining to reach the ma&ariable and results on the
basis of such collection is misappropriated; cotieeal methods of panel ana-
lysis fail to consider the cross-sectional progsrand the problem of low power.
To solve the problem of low power and to improveutts, we employ the boot-
strap panel Granger causality test which allowscfoiss-sectional information,
also indicating that most of the previous resedmras used asymptotic methods
in estimating and testing parameters (Chunchachéna@d, 1997) However, the
problem of low power arises in the case of the normal probability distribu-
tion. The bootstrap gives more stable parametersasgent as related to other
approaches (Hacker and Hatemi-J, 2006). This stdfdys new evidence about
the causality between the PPI and the CPI in CEbtces

The bootstrap panel Granger causality test hasadvantage. First, it exa-
mines the causal link between each panel memberatefy as it assumes heter-
ogeneity of the panel which provides additionabinfation about the particular
group members. Second, it does not need to tesiriheoot and co-integration
test, as various such tests may cause resultsdorttedicting. Third, it can find
whether there is unidirectional Granger causdtiigtirectional Granger causality
or no Granger causality of as many as a panel me(Raeilt and Afonso, 2009;
Mhadhbi, 2014). Our finding indicates bidirectiort@usality between the PPI
and CPI. The PPI has Granger cause the CPI inwheduntries and vice versa
in only Hungary. The results support the modenafiation model which states
that PPI is the main contributing component of Gid.
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2. The Moderate Inflation Model

The moderate inflation model is the basis of flaper, and it is used to ex-
plain the relationship of price indices, wages amides (Pujol and Griffiths,
1996). According to the supply side approach, tradgpction chain links both
PPl and CPI (Clark, 1995). It argues that raw niaerare used as inputs in the
manufacturing of intermediates goods. The PPldasniarkup on the unit variable
cost and is equivalent to the sum of wage andafastermediate inputs, divided
by output (Pujol and Griffiths, 1996).

P, +W,
F’p=(1+/~f)[—'°Y ﬂ &
where
P, —PPI,
u  —markup,

P, — cost of the intermediate goods,
W, -the wage,
Y - output.

According to Pujol and Griffiths (1996), the exohe rate also has a crucial
contribution in PPI in transition economies. Thelenge rate appreciation has
a direct impact on the prices of intermediate goslde foreign competition has
an impact on the markup of domestic firms. Equatibnis formulated in the
reduced form as follows:

Pe= T (W, & 0) 2)
where
e, — exchange rate,
0, — output.

Any fluctuation in the prices of the raw material®uld reflect in the price of
intermediate and final foods and finally pass tigitoto consumer goods (Clark,
1995). The CPl is the weighted average of the RBlimport prices. Further, the
equation incorporates wages as important factorshenbasis that consumer
price is influenced by labour cost and retailergjgPand Griffiths, 1996). The
CPI equals to the following.

i1 (P, W, &) 3)

where
C,— CPL.
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It is evident from equation (3) that CPI is a ftioe of the PPI and the input
cost of intermediate goods (Caporale, Katsimi aittisP2002). It depends on
the PPI, and any fluctuation will cause changdahénCPI (Dutoit and Moolman,
2003).

3. Methodology
3.1. Cross-sectional Dependency Tests

Shock effects between different countries aremedd by employing the
cross section test. The cross-sectional dependisnexamined by use of the
Lagrange multiplier test proposed by Breusch arghR41980). The following
model is the base of test statistics of the Lagedagt.

Yo =K tyx +Q fori=1 2, .. N;t=1 2, ...T (4)
where
i — the cross-sectional dimension,
t — the time dimension,

X; —thekx1 vector of explanatory variables.

Equation (4) allows the individual intercept;) and slope coefficient)
to vary across the countries. It tests the nulldtlypsis against the alternative
hypothesis.

Ho: Cov (uir 41) = 0, for allt andi # j

Hi: Cov (ui, ) # O, for at least one pair ofz |

The Lagrange multiplier statistics recommende®igusch and Pagan (1980)
evaluate the null hypothesis against the alteradtipothesis, as follows:

DE N (5)

=1 j=i+1

A

whereV; is the sample estimate of the pair-wise correfatd the residuals

from the Ordinary Least Squares (OLS) estimatioreadation (4) for each
The Lagrange multiplier statistic manifests itsedfan asymptotically distributed
as chi-square variable witN(N—1)/2 degrees of freedom with relatively

smallN and largeY. The scaled version of the Lagrange multiplier pesposed
by Pesaran (2004) is used to overcome the weakness:
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1 V2N-1 N
CDy, = (N(N 1)j ZZ(W - (6)

i=1ja+1

The null hypothesis states that when bétindN are sufficiently large, this
test statistics has a standard normal distributdmthe other hand;D,, is use-
ful in case of largéy andN, but the possibility of misrepresentation is iraged
with smallY and largeN. Although the above two tests have drawbacks, éiney
still useful to test the cross-sectional dependenitly the largeN and a smaly.
Pesaran, Ullah and Yamagata (2008) further emphdk& advantages @Dy,
test that it will lose power only when the popwatiaverage pairwise association
are zero instead of non-zeif@esaran, Ullah and Yamagata (2008) upgraded the
LM test and put forward bias-adjusted test whictplerys the exact mean and
variance of the LM statistics. Following the moddiversion of th&.M test is
reported:

A2

~(Y-Kyy —ay
ey ZZ VB "

LM

where
wr  —the exact mean,

,BZT”- — represents the variance.

The null hypothesis states tha#l,q; will meet the asymptotic distribution as
standard normal criteria if tié—oo follows the Y—oo.

3.2. Slope Homogeneity Tests

The identification of slope homogeneity or hetemgty is the basic re-
guirement of the panel causality test. Equationig4he source for the formula-
tion of the null hypothesis of homogeneity agathstalternative heterogeneity:

Hy: @ =g, foralli
H, : @ # @, for a non-zero fraction of pair-wise slopes ard;]

The Wald principle is used in the conventional moet to test the null
hypothesis. Based on the slope homogeneity test nile hypothesis is
Hy:@=...=¢@,. The Wald principal test is applicable in a siiatwhereY

is large andN is relatively small as well as the explanatoryialale are strictly
exogenous and error variance are homoscedastiaréfpeand Yamagata, 2008).
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To confirm whether the slope coefficient is homagenor heterogeneous, Swamy
(1970) introduces the slope homogeneity test wigchseful whenN is fixed,

Y is large and allow for cross-sectional heterosstirity (Pesaran and Yamagata,
2008). The test is formulated in the following fobmlow:

N

= = i 'M —~ ~
5= (A - Aure) )‘&;)‘(ﬁi-ﬂm) (8)
i=1 i
where
B —the pooled OLS estimator,

Buee — the weighted fixed-effect pooled estimator,
M. — an identity matrix and

67 —the estimator obr? .

However, the Swamy test converts the asymptotiesghiare distribution
with k(N —1) degrees of freeddrwhenN is fixed andY is relatively large. The
standard format of Swamy teAt is recommended by Pesaran and Yamagata
(2008) to examine the slope homogeneity of theelgr@nel. It can be used in the
case when bothN andY are relatively large and does not take into actaay
restriction on the relative extension rateNb&ndY if the error term is normally
distributed.

-1&_
A= JN NS kj )

A =2 °
V2K

The standard Swamy teAt is asymptotic standard normal distribution if the
(N, Y) — o, as long as/N / Y — «. Furthermore, the adjustéds useful in
case of small sample.

A = N w (10)

Jvar(y, )

where the mearE(y, ) = k and the variancear(y,) = (Y — K -1)/Y + 1. If

the null hypothesis of cross-sectional dependemcl lomogeneity is rejected,
it implies that shock affects as well as heteroggneccurs through the CEE
countries. The result shows that panel causaldlyisesuitable for the causal link
investigation.

! The detail information about Swamy'’s test anchitsdification for the panel study when the
N and Y are large can be found in Pesaran and Yata#8008). However, in our study N is small
which is appropriate for using the Swamy’s test.
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3.3. Panel Causality Test

The Granger causality means that information e/jous period of one time
series X) helps in forecasting another time seri¥g (Granger, 1969). If coun-
tries show cross-sectional dependency along witerbgeneity, the technique
employed to test causality should consider theatufes. Some panel causality
methods encourage the examination of such reldtipsigKar, Nazliglu and
Agir, 2011). In this regard, Konya (2006) suggestedtootstrap panel method
to examine the cross-sectional dependency anddgeteeity. This method iden-
tifies the causal link on the basis of the Seemitgjirelated Regression (SUR)
estimation of the set of equations and the Walt iwith country specific boot-
strap critical values. The country related critibabtstrap values are useful as
they give exemption from the stationary which metred variables are in the
level form and independent of unit root and cogné¢ion characteristics. The
number of countries which have the Granger caysalialso shown by impos-
ing country-specific restrictions. The bootstramglacausality approach can be
expressed in the following form:

ly IX,

CPl, =B+ Y @ CPly + > A PPl +0 4
i=1 i=1
ly; Ix,

CPI,, = ,81’2+Z¢MCPI a,i-+z/] 12,PPlg; +0 1
i=1 i=1

(11)
lyy I
CPly =Bin +z¢_L,N,iCP|N,t4 +z/]lN iPPly i+ 0y
i=1 i=1
and
ly IXoq
PPL, =5+ 2401,11, PPl .+ z/] 1w CPlg +0 4y,
i=1 i=1
ly, Ix,
PPI,, = ,81'2+Z¢1’2-'PP| i +z/] 12CPlg; +0 1
i=1 i=1
(12)

ly, I

PPy =Bin +z¢1,N,iPP|N,t-i +ZA1N iCPly 101y,

i=1 i=1
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wherel is the lag length. The Granger causality test with hypothesis against
the alternative hypothesis can be found in a cgummrfour possible forms:
(i) The uni-directional Granger causality will eixicom PPI to CPI if not all 4
are zero but alp ,; are zero. (i) The unidirectional Granger caugdiiom CPI to

PPI will occur when alll ;, are zero but not ap,; are zero. (iii) The CPI and
PPI will have a bi-directional Granger causalityemmeitherA 5, nor ¢,; is zero.
(iv) The CPI and PPI will have no Granger causaliben allA 1, and ¢, all are
zero. The lag structure is crucial; it may likegvie an impact on the causality test
results. In the case of the large panel, an equatid variable having the change-
able lag structure will cause a considerable irs@ea the computational burden.
This issue is solved by taking Kénya (2006) whidlbvea maximal lags to vary

through variables but to be the same across eqgaiide assume from 1 to 4 lags
to calculate the system for each possible paily,0flx,, ly, andIx, and then

select the group that minimizes the Schwarz BageSiéerion?

3.4. System Generalized Method of Moment Regression

To examine the relevant group effect of the mamwonemic variable and the
endogeneity problem, we use the System Generalsttiod of Moment Re-
gression (SGMM), recommended by the Arellano andeB@§1995). It incorpo-
rates both first differences as well as appropriagged levels as instruments
in the standard equation. We have the following égaations to investigate the
group effect of various macroeconomic variable®oth CPI and PPI.

PPl =a, +a,PPL,_ +a,CP|, +a % +§ (13)

where PPl denotes the initiaPPI, PPl is the laggedPPI, CPI, is the con-
sumer price indexX;, is other explanatory variables and instrumenteabides.

CPI, = +ﬁlCPIi,t—1+ﬁ2PP',t—1+IB3x{ tTH & (14)

where CPI, is the initial value ofCPI, andCPl,,_, is the lagged value @PI.
X,; represents that other variables that can effedC®l. Moreover, ), symbo-
lize the exogenous instruments whife to a; are coefficient of different varia-
bles and instruments that can affect the regression

2Kénya (2006) pointed out that this step is impoitdecause causality test results may be
mainly build upon the lag structure. Both large amdall lags have drawbacks. The small lag
selection indicates that some key variables atewbgh will results in bias and cause an inappro-
priate conclusion. On the other hand, large lagvshibe excess of observation which will increase
the coefficient of the standard error of estimtte,result is not accurate.



379

4. Data and Empirical Results

The study investigates the Granger causality betviiee PPl and CPI for ten
CEE countries include Bulgaria, the Czech Repuldgtpnia, Hungary, Latvia,
Lithuania, Poland, Romania, Slovenia and Slovak&g monthly observation
from 1998:01 to 2016:03. Data has been gathered the International Finan-
cial Statistics (IFS) and the Organization for Emmit Co-operation and Devel-
opment (OECD). It is argued that CEE countries shrasemblances in price
dynamics due to the common market and politicginsi (Halka and Szaffiaki,
2015). During the studied period all these CEE twes joined the EU (Backe
et al., 2003). In the early 90s, CEE countriesoihiced various reforms to re-
place a centrally controlled to a free market ecopn@Kutan and Yigit, 2004).
The economic and structural reforms have achieubdtantial results in reduc-
ing price instability and progressing towards disition (Backe et al., 2003).
The Russian crisis in 1998 had a negative impa@BB countries as Latvia and
Lithuania entered a period of recession. Howevetheaend of 1999, these tran-
sition economies recovered at a tremendous pacé ahakem achieved high
economic growth rates. By 2000, Bulgaria and Romaeicorded the lowest
price levels whereas Slovenia had the highest l@allego et al., 2010). The
period 2000 to 2007 saw rapid economic growth a@ctbe region due to the
favourable global environment and the EU enlargerpeocess which targeted
these countries. The process of accession alsaffeated the inflation in CEE
countries. Between 2004 and 2008, Romania, LatviaBulgaria recorded the
highest inflation due to domestic price pressureweler, CPl was still at an
intermediate level in Hungary, the Czech Repubhd #oland. At the same
time, Bulgaria and Romania remained unsuccessfuéducing inflation rates
due to foreign debt, which put pressure on thetifigeexchange rate regime and
passed on to consumer prices. The stabilisatioiogpevas followed by the
Global Financial crisis in 2008, which affectedstinegion particularly influenc-
ing unemployment and economic growth rates. THisience was strongest in
Romania, Bulgaria, Latvia and Lithuania (Forgo degicak, 2015). In the wake
of the decline of global energy and food priceshitbe CPI and PPI decreased.
The Eurozone crisis also affected CEE countriedubther reducing inflation
rates due to the weak supply-side factors. In 2@t&jual recovery started and
demand from the main trading partners improvedldnuary 2015 deflation oc-
curred in all the CEE countries due to the redactibglobal commodity prices
and regulated prices. All these rapid externaliatetnal changes motivate us to
study the relationship between the CPI and PPEE Countries.

The other variables in this study include Unemptent (UEM), exports
of goods and services, household consumption (H@grditure, industrial
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production (IP), interest rate (INT), governmenpenditure (GEXP), oil prices,
import of goods and services (IMP), wages, exchaate (EXR), money and
guasi money (M2), current account balance (CA)ifprelirect investment (FDI)
and taxes on goods and services (TAX). We usestip@atory quality (RQ) and
the control of corruption (CC), the financial csigiFC) and accession (AC) to
EU as exogenous variables. These variables hagmificant role in the formu-
lation of the inflation in the CEE countries.

We apply three-panel unit root of Levin, Lin antuC(2002), Im, Pesaran
and Shin (2003) and Augmented Dickey-Fuller testKkBy and Fuller, 1981) to
determine the stationarity of the variables. Itddbe null hypothesis of the unit
root test and the results indicate that both PRI@RI are significant at 1% and
5% significance level respectively. The null hypsis of the unit root test is
rejected, suggesting that both PPl and CPI armstay. Thus, we proceed with
the panel bootstrap Granger causality test.

Table 1
Panel Unit Root Test
Variables Levin et al. (2002 Im, Pesaran and Shin ADF-Fisher Chi Square
(2003)
t-statistics p-values t-statistics p-values t-statistics p-values
PPI -5.203' 000 -1.734 0.041 31.693 0.046
CPI -7.281" 0.000 -1.895 0.029 45.798 0.000

Note ** and *** indicate significance at the 1% level.
Source:Data from OECD statistics and calculated in Eviews

The panel causality test needs a suitable estinaaid both cross-sectional
dependency and slope homogeneity test are meagath rsuch an estimator.
The underlying the above test is crucial as thesstries may have a strong
economic relationship.

Therefore, the first step of our study is to irigete the cross-sectional de-
pendency and heterogeneity across these courftneshis purpose, four differ-
ent type of testlM, CDyn, LM,q) were carried out, and Table 2 illustrates the
results. It shows that null hypothesis of no cresstional dependency is rejected
at 1% significance level and confirms the suitapitif SUR method over a coun-
try by country OLS estimation. They also find tkaAbcks occurring in any one
of the CEE countries may also spread to other mementries. The result of
the slope homogeneity test is also illustratedabl@& 2. According to the results,
the null hypothesis is strongly rejected at 1% i§icgnce level, thus implying
country-specific heterogeneity. The existence ofetogeneity reveals that
Granger causality relationship between the varg@abiay vary in these ten CEE
countries. From the results of slope homogenediy tee conclude that the panel
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causality analysis is an appropriate techniqueluoidate the link between the
PPI and CPI in CEE countries.

Table 2
Cross-sectional Dependency and Homogeneity Tests
Test PPI CPI
Breusch and Pagan (1980) LM 820.097" 854.573"
Pesaran (2004) CcD,, 22.358" 24.793"
CD 81.702" 85.336"
Pesaran and Yamagata (2008) s 717606 121.237"
A 148.253" 51.972
Swamy(1970) Aadj 149.274" 52.331"

Note *** indicates significance at the 0.01 level.
Source Data from OECD statistics and calculated in Gauss

The dependency and shock transmission in the @EEtges offers an indi-
cation of the suitability of the bootstrap paneh@ger causality method. Table 3
reports the results and indicates that PPI doesfioence the CPI in the sense
of Granger causality is rejected at 1%, 5% and @nificance respectively in
Latvia, Lithuania, Romania, Slovenia and Slovakiamplies that in these countries
the PPI has a significant impact on CPI. The opesnéthese economies to neigh-
bouring countries and the alignment process tagtbbal economy contributed
to the cost of production which had a considerahfgact on the PPI price devel-
opment. The impact of global commodity prices an Pl was especially strong
during the financial crisis of 2008. Falling comnitgdorices resulted in a weak
domestic and external demand and caused a sewretion of raw material
prices (Hatka and Szafranski, 2015). Besides datergithe PPI, energy prices (oil,
gas and coal) also have a strong influence on fi€Hatka and Kottowski, 2013).

Table 3

PPI Does not Granger Cause CPI
Country Bootstrap Critical Value

C Wald Statistics 1% 5% 10%

Bulgaria 0.278 6.606 31.678 18.390 12.533
Czech Republi -0.01( 0.311 56.61¢ 23.54¢ 15.90¢
Estonia 0.16: 2.79: 32.54; 18.35; 10.68¢
Hungary 0.13¢ 3.31¢ 33.62¢ 18.26; 11.97;
Latvia 0.17: 17.747 35.60¢ 18.86: 12.69:
Lithuania 0.371 18.647" 32.03: 17.49; 12.57:
Poland 0.09: 0.85¢ 49.43; 24.18( 14.75¢
Romania 0.01¢ 40.06€" 65.34: 30.33: 20.47.
Slovenia 0.069 18.697 35.965 18.805 11.421
Slovakia 0.167 34.29¢™ 13.97¢ 8.92¢ 7.33¢

Note *** ** * indicate significance at the 0.01, 050and 0.1 level, respectively. Bootstrap criticales are

obtained from 10,000 replications.
Source Data from OECD statistics and calculated in TSP.
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The PPI in Latvia and Lithuania increased dueaoations in import prices,
and administrative prices, external factors sucloibgrices having a greater
impact as compared to the domestic unit labour. Gistilarly, the accession
process to the advanced economies of the EU plagacdhportant role. The ac-
cession to the EU caused an increase in the admatiie cost as a catching
process which added to the cost of industrial pcodn and finally passed on to
the CPI. At the domestic level, the growth in thmét Uabour cost increased pro-
duction costs, in turn, causing the CPI to risen{@skis et al., 2009). These
factors caused a considerable increase in mantfagosts of domestic products
and an increase in the CPI. Between 2003 and 2B85low economic growth
and exchange rate depreciation caused an inflatitenincrease in Latvia and
Lithuania. The supply-side factors like import s¢ rising labour costs, indirect
taxes harmonisation with the EU system and reguiltstees were the main fac-
tors which increased the PPI. All these factorsewiproduction costs and were
transmitted to the CPI. In Slovenia, the highemingrices in the form of global
oil prices increased both PPl and CPI. Sloveniggatbthe Euro in 2007, which
brought additional taxes to the existing pricesefin2014). The higher domestic
and foreign demand pushed the CPI in Estonia.

In Slovakia, the reforms and EU integration precgeated a favourable situa-
tion which had a positive influence on economiorgto In 2004, the price dereg-
ulation resulted in the increase of the supply swls. This increasing trend was
mainly caused by an adjustment in energy pricescliatiges in indirect taxes.
The PPI increased due to change of value-addedctasumption taxes, and
regulated prices for households; these changesdsed input costs. Between
2008 and 2009 the PPI collapsed because of thenldwstrial production due to
the financial crisis, while at the same time, tHd €Il to its lowest level in coun-
try history (Daborowski, 2011). The Eurozone deisis had also affected the PPI
in Slovakia, as the crisis and falling energy mited a negative impact on do-
mestic demand. The reduction in the input costb®PPI caused the CPI to fall
in 2014 (Su et al., 2016). In Slovakia, 70% of afemin prices were due to the
unit labour cost which increased the manufactugrige of domestic products.
The Romanian economy expanded after the trans#ifanms, reaching a certain
stability degree which exerted pressure on thatiofi (Dedu and Dumitrescu,
2009). Romania’s EU integration boosted domestadpction, and industrial
goods prices caused the PPI to rise (Falnita gnosSR007). Other factors, main-
ly supply-side factors like the process of inpubd® had a significant role in the
formation of CPI. The findings from Latvia, Lithuan Romania, Slovenia and
Slovakia, are consistent with the moderate inffatiwodel, which states that PPI
is playing a pivotal role in the formation and fiuation of the CPI. The results
also imply that remaining countries the PPI doesinftuence the CPI in the
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sense of Granger causality and that other conindpdé&ctors exist such as con-
vergence of price and interest level to EU or @alliand financial situations
(Stavrev, 2009). The CPI is influenced in Bulgazech Republic, Estonia,
Hungary and Poland by regional factors like excleargge, commodity prices
and unemployment. However, Bulgaria faced highaiidh at the beginning of
its transition period as a result of the short-ténwestment inflow. The inflow
created substantial foreign assets and money suwygsh pushed the inflation
to rise. At the domestic level, unemployment anddetold consumption con-
tributed in the CPI. At the same time, other legdidicators include fiscal defi-
cit and inconsistencies in the macroeconomic polidgwever, in the second
half of the transition period, the Currency Boargrdement (CBA) was intro-
duced for the transformation of the economy hagrisary objective price sta-
bility. In the second part of the transition peritite main influencing factors on
inflation were structural reforms and the consetjpeice liberalisation. The EU
accession and the exchange rate of the Czech RepBbland and Hungary,
have contributed to CPI variations, as these cmstinternational trade is based
on a major proportion on commercial relationshijith wther EU countries (Stoica
and Damian, 2013). At the beginning of the traositperiod, Poland abolished
the price control system and adopted the fixed amxgh rate system (Horska,
2001). Exchange rate fluctuations reflected inghees of imported commodi-
ties which further play a major role in the forneatiof CPI. Other factors in-
clude fiscal deficit which has caused the inflattorrise. In Estonia, the CPI is
mainly driven by fundamental factors like the primed productivity conver-
gence with EU. In 2004, Estonia changed in taxsraiige to the EU accession
which brought an increase in the CPI (Ehrlich, 20G4owever, from 2009
onward the CPI is sensitive to the global commogitice. The CPI in these
countries is also explained by some short-termofaceither country or region
specific. Country related factors include changethe indirect tax system and
price liberalisation. On the other hand, regiorated or common short-term
factors including interest rate, higher producyiviind openness have an influ-
ence on the CPI (Backe et al., 2003).

Table 4 reports how CPI affects the PPI in thesseri Granger causality only
in Hungary while the remaining countries revealkaasal relationship. Prices of
intermediate goods like food and energy and adtnittige prices caused an
increase in the PPI of Hungary. It experiencedsanfliation period before joining
the EU (Krusper, 2012). The accession to the EUchvhoosted the growth of
the Hungarian economy, caused higher domesticrahgirial activity which, in
turn, resulted in the rise in the PPI. Externatdeg like fluctuations in export,
and oil prices as well currency depreciation agaihe Dollar caused an in-
crease in import prices which ultimately raised Bl in Hungary with the
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domestic market playing a major role
(Alexovd, 2012).

in price depetents in this country

Table 4

CPI Does not Granger Cause PPI
Country Bootstrap Critical Value

Cc Wald Statistics 1% 5% 10%

Bulgaria 0.237 4.692 69.771 36.737 22.043
Czech Republic 0.072 2.192 30.563 15.560 B.62
Estonia 0.118 2.520 47.361 24.935 18.438
Hungary 0.207 18.097* 51.586 24.469 16.032
Latvia 0.418 9.736 45.965 22.923 15.536
Lithuania 0.029 0.103 63.409 31.794 22.409
Poland 0.481 14.952 42.268 25.804 17.060
Romania -0.472 4.020 65.335 33.722 22.544
Slovenia -0.012 0.298 20.134 11.359 7.301
Slovakia 0.160 4.225 61.408 27.219 18.334

Note * indicate significance at the 0.1 level. Boaastrcritical values are obtained from 10,000 repitices.
Source Data from OECD statistics and calculated in TSP.

For the remaining nine CEE countries, there adications that the CPI has
no impact on the PPI. The cause of this absendgrafger causality, that the
domestic demand, different price levels and theseaqgence with EU, as well as
the cyclical and financial condition at domestiedk explained the PPI (Stavrev,
2009). In these countries, the higher inflow ofefign direct investment (FDI)
increased the industrial output which further erdearthe cost of production and
ultimately influenced the PPI (Michalikova and Gute 2010). In Romania, the
exchange rate, money and wage growth affected PheAPsubstantial fluctua-
tion is observed in the PPI due to changes in dstscof intermediate good in
Bulgaria, the Czech Republic, Poland and Romarhas& price variations were
more evident around the boom years and led thed”Ricrease (Ifrim, 2015).
The appreciation of exchange rate exerted upwagdspre on the PPI in Slo-
venia, Romania and Czech Republic (Backe et ab3R0n Romania, the global
trend and the appreciation of Leu have had a sogmf contribution in the PPI
(Ehrlich, 2004). During 2007 — 2010 the exchandge wausing the PPI in the
Czech Republic due to massive capital inflow anpregqiation of the Czech
Koruna (CZK). The exchange rate in the period tgepbed an appreciation
trend due to the favourable economic conditions@glith the decreasing cur-
rent account deficit and foreign short-term investin In this period, due to
greater imports and to the level of external demavel noticed an increase in
production costs at the domestic level, which tieted into the dynamics of the
PPI. The results are in line with work of $&pa, TomSik and ek (2016),
who suggest that exchange rate cause the PPI.
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The PPI increased in Romania during 2009 — 20&lt@@n increase in the oil
prices, food prices and the administrative prides2012, Romania experienced
the Euro area and sovereign debt crisis which loaged down the growth. The
global oil prices and administered prices exertegbgure on the intermediate
goods of manufacturing and agricultural price whictreased the PPI. During
2008 — 2009 the PPI in Slovakia witnessed a delcrgasend due to the indus-
trial low production. However, during 2012 — 20h8 PPI increased as a result of
the regulated prices, fuel prices and appreciatfoturrency led the PPI. While
the CPI does not seem to play a meaningful roltnénPPI, the exchange rate
and the price convergence to EU are contributistpfa of the PPI (Horvath and
Kopernicka, 2008). In Latvia, the price determisaate administrative and labour
costs (Bitans, Slakota and Tillers, 2001). In stime, factors which are mainly
responsible for changes in the PPI are wage grandhthe adoption of additional
taxes due to the EU accession. The remaining rooatdes display that CPI
does not Granger Cause the PPI which indicateothat factors than CPI drive
the PPI. The PPI includes import prices which aoeensensitive towards fluctua-
tions in exchange rates, different price systenth@de countries, money supply,
foreign investment and additional taxes. All théaetors have a considerable
impact on raw material prices which further cadseftuctuation of the PPI. As
all these countries are the main trading partnén®EU, the exchange rate fluc-
tuation, taxes and external demand have a signtfiogpact on the PPI.

Table 5
Consumer Price Index (CPI) and Producer Price IndeXPPIl) SGMM Results
Part (a) Part (b)
CPI PPI

PPI 0.214"

CP! 0.291™

PPI 1) 0.59¢™

CPI-1) 0.737"

OIL Price 0.011™" 0.04¢”

M2 0.011

INT 0.04¢™

P 0.062"

IMP -0.00¢

EXG 0.001 0.001;

HC 0.044™

GEXF 0.00¢”

UEM -0.117"

WAGE -0.02¢ 0.04¢

TAX —0.00¢ 0.121

RQ -0.00€¢ -2.161

cC 1.15] -0.72¢

FC 1.07¢” 1.151

AC 0.34¢ 1.237

C 7.634" 7.32¢

Note *, ** *** denote significance at 1, 5 and 10 %.

Source Data from OECD statistics and calculated in STATA
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Table 5 part (a) reveals the finding of the gretfiiect on CPI employing the
SGMM method. According to the results, the PPl &asgnificant positive im-
pact on the CPI in the CEE countries. The coshefihtermediate goods and
production increased due to the alignment procesaal as openness to the
global and neighbouring economies which resulteth@rising PPI. The influ-
ence of global commodity prices on the PPI was @afle high during the
financial crisis of 2008. Falling commodity pricksl to a weak domestic and
external demand and caused a severe reductiowimederial costs (Hatka and
Szafraski, 2015). At the domestic level, the growth i tinit labour cost in-
creased production costs and led the CPI. The siocesf these CEE countries
also grown in the administrative cost as a catcipiragess which further to the
cost of industrial production and finally passedtornthe CPI. The household
consumption (HC) has a significant influence on @fl and in line with the
work of Manzoor et al(2011) which states that CPI will increase whes HC
increases. In the CEE countries, the results imglitaat high CPI will cause to
reduce the HC.

On the other hand, the unemployment (UEM) hasgatnee impact on the
CPI which supports the Philips curve in the CEEntoes, indicating that if the
unemployment decreases the CPI will increase. €kalts support the idea of
the Hatka and Szaffigki (2015) who explore that unemployment is onehef
determinants of inflation in CEE countries. In ttart of the transition period,
the unemployment rise as a result of the liquicatbthe state-owned firms and
transformation to the private ownership.

However during the transition period until thedintial crisis in 2008, the
unemployment rate decreased due to the econonbditytaWhereas the CPI
rose in the respective period subjected to the nlyidg economic activity across
the CEE countries. The higher economic growth fedhigher consumption and
increased the inflation. During 2008 — 2009 thdatidn decreased, and unem-
ployment witnessed the upward trend due to theseioe at the global and the
domestic level. The oil prices have a substamiglact on the CPl. The changes
in the oil prices influence the inflation directiyrough oil product purchased by
the consumer and indirectly by adding in the cégtroduction. These transition
economies energy consumption and the oil pricecbasiderable effects on the
CPI. The finding is unanimous with the Globangabic and Sori (2016) who
find that foreign supply shocks have a significempact on the inflation in the
transition economies. During the financial recessio 2008, the energy prices
sharply declined which led the CPI in the CEE coastto decrease substantially.
In 2013 the CEE countries witnessed the lowesaiitih due to the low global
energy prices.
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Government expenditure (GEXRads the CPI in positive ways which mean
that higher spending will cause to increase the i@GRhe CEE countries. The
GEXP transmitted through aggregate demand whiclrergs the consumption,
investment and ultimately increases the CPI. Incdme of the government bor-
rows from banks the interest rate will rise andstonption, as well as the in-
vestment, will decrease which finally leads to dexthe output. The CEE coun-
tries have a substantial portion of the public exiikeire share of the GDP influ-
enced the CPI. In 2005 most of the CEE countriesemment spending in-
creased and reached up to 50% of the GDP, suclg find in the government
expenditure resulted in the higher consumptionpatuand subsequently passed
to the end consumer in the form of inflation (Malgaia, Logica and Zamfiroiu,
2015). The results are consistent with the worlkdammermann and Flanagan
(2007), which reveal that government expenditureses the inflation. The finan-
cial crisis in 2008 has a significant impact on @l in CEE countries, caused
the reduction in the industrial production, falli@PP, export and investment.
A falling inflation trend has been observed in @E€E during the financial crisis
which was high in most of these countries befoeediisis. The main reason be-
hind the falling inflation in these countries isetheduction in the commodity
prices, wages and weak domestic demand. Bulgastani&, Latvia and Lithuania
have witnessed the highest and quickest drop imftaion.

However, tax on the goods and service (TAX), imgtvP), the exchange
rates and the accession to the EU has no signifiogmact on the CPI. In the
governance indicator, the regulatory quality (R@s ta major role in the for-
mation of the CPI in the CEE countries. The varipalcies and regulation are
essential to encourage the economic growth ancol the sustainable price
stability (Salahodjaev and Chepel, 2014). Thus,itfiermation about the im-
portant factors of inflation is critical in the mress of evaluation and predicting
the future inflation. The result shows that RQ hasignificant impact on the
CPI, implies that increases in the number of reigadawill decrease the inflation
and vice versa in the CEE countries. The politgtability, institution building
and the protection of the investors promoted thenemic growth which ulti-
mately resulted in the low inflation. The previoG®I| also contributes in the
same way and has a significant role in the futafiation. The higher preceding
CPI causes the higher future CPI (Friedman, 197@. lagged CPI has a posi-
tive and significant role in the following year CRNe observe that previous
years CPI follows the same trend in future andltestonsistent with the Liu
(2014) which detects the impact of the lagged QiPthee CPI. The finding in
the CEE also indicates the same pattern. Duringpéhieod from 2000 — 2008,
the CPI in these countries witnessed an upwardi trdnich can be perceived by
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the investors and businesses that higher inflatitifollow the same pattern in
the near future.

Table 5 part (b) reports the group effect of thecrneconomic variables on
the PPI. The results show that CPI has a signifieaw influence on the PPI.
Prices of intermediate goods like food, energy adahinistrative prices caused
an increase in the PPI. The accession to the EWteéddhe growth of the CEE
economies created a higher domestic industriavictivhich increased the PPI.
The outcome describes that CPI has a critical irolePI, implies that demand-
side factors are a crucial part of the PPI. Thédiiglemand at the domestic and
the external level dominate the economic activityiol resulted in the greater
industrial production to meet the growing demandsMof these small open
economies of the CEE countries initiated the refoprocess during the transi-
tion period and were dependent on the external deérfea the industrial produc-
tion; the higher production caused an increaskédrcost of production and final-
ly appears in the higher PPI. The wages have aleotifect on the PPl and
consistent with the Keynesian theory of cost-pudtation describe that wages
cause the inflation. The firms include the markujzgs take into account the
wage rate and in the cost of production increasea eesult of higher wages
which ultimately add to the consumer prices. Therage wages in the CEE
countries reveals the rising trend during the ftaors period and especially the
early 2000s when an impressive economic growthrdeebin the CEE countries
which were the driver behind the rising wages. byirihe period the PPI also
saw an upward trend and wages might be one theilmatimig element in the
growing PPI because the wages are adding in the afoproduction which
passed to the PPI. However, the global financiaism 2008 has adverse con-
sequences, and the overall economic growth slowathdAt the same period,
the PPI also decreased as a direct upshot of thesptiead uncertainty at the
global level. The falling economic growth at thentstic level caused the re-
duction in the economic activity and contracted ldigour market; the wages
observed the downward trend. Although, after thisigrthe position in the
labour market consolidated and wages started toowepmainly because of the
recovery at the domestic and global level. The $¥&its rising again during this
period, and cost of production in the form of highages might also contribute
to the PPl in these countries.

The finding detects that interest rate has a ipesimpact on the PPI in the
CEE countries. The interest rate shows a declitiegd since the late 1990s
especially during the financial crisis in 2008. most of these CEE countries
interest rate shows a downward pattern over thimgheThe outcomes in line
with the Caporale, Katsimi and Pittis (2002) exiplthat interest rate affects the



389

PPI. The oil price and the PPI have a significatatronship, which is basic in-
put to the industrial production and prices shaoksease the cost of production
which resulted in the high PPI. In the CEE coustritne oil price shock has
critical consequences on the domestic industriadipection which pass on to the
PPI. The declining trend was observed during tharftial crisis in 2008 and
Eurozone debt crisis. During the period the oitesi at the global level declined
which caused considerable reduction inflation. A& same period, the CEE
countries inflation was at the lowest level, anel phimary driver behind this low
inflation was the low energy prices at the global.

The result reveals that industrial production ({#glso one of the elements
which contribute in the PPI of the CEE countrieBe higher IP may lead to the
higher demand for the raw and intermediate goodshwlitimately increase the
cost of production in the PPI. It is consistenthwmiihe work of the Saritha et al.
(2015) reveal that industrial production Grangeuses the CPI. In the CEE
countries, the IP witnessed rising trend until financial crisis in 2008 and de-
clined in the response of the overall slowed doWthe macroeconomic situa-
tion at the global and domestic level. However2@10 the IP start rising in re-
sponse to the recovery at the global and domesstil bnd the demand for the
domestic product increased from the main tradingqties. The higher IP corre-
lates with the higher PPI while the Eurozone delsi<has also resulted in the
decrease of the industrial production and the PR&. exchange rate, regulatory
quality (RQ), control of corruption (CC), accesstorthe European Union (AC)
has no significant impact on the PPI. The laggddevaf the PPI causes the PPI,
implies that previous producer prices have a sicgnit role in the future PPI.

Conclusion

This paper elucidates the causality between th@RiPCPI in ten CEE coun-
tries, using the bootstrap panel Granger causa@thod, and covers the period
from 1998:01 to 2016:03. The result of the crosgigeal dependency and slope
homogeneity tests indicate that PPl and CPI vargsacdifferent countries. The
finding of the bootstrap panel Granger causalitylfatvia, Lithuania, Romania,
Slovakia and Slovenia shows that PPl plays an itaporole in the CPI. The
outcome of these five countries is consistent wtbderate inflation model
which describes how CPI variations caused in tmsesef Granger causality by
variations of the PPI. However, the remaining fbeeintries do not indicate any
causality from PPI to CPI; additional factors mayse the CPI to vary in these
countries instead of the PPIl. On the other hand; mnHungary, the PPI is
influenced by the CPI in the sense of Granger diyisAdministrative prices
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and prices of intermediate goods like food and gneaused an increase in the
PPI of Hungary. In the remaining nine countriesutes show that CPI has no
impact on the PPI and indicates other determinahtthe PPI like exchange
rates, wage growth, the adoption of additional $ackee to accession to EU. The
result of the SGMM indicates that PPI, HC, UEM, miices, RQ and the finan-
cial crisis (FC) cause the CPI. On the other hamel CPI, wages, interest rate,
oil prices and industrial production (IP) cause BH. The results are useful for
future policy formulation as both CPI and PPI aitalcontributors to price sta-
bility and macroeconomic policies like monetary disdal policies. The mutual
relationship is influenced by various internal andernal factors so to get pre-
cise and predicted inflation targeted policies bgse economies need to have
information at all stages of the value creationirthbn countries where the PPI
has more significant implications as compared &GWRI, it can play a vital role
in the macroeconomic policies. The objectives dsth policies can be better
achieved if these countries have accurate, credifdemation of PPl and give
the incentive to control abnormal price fluctuasion
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Appendix

Figure 1

The PPI Trends in CEE
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Figure 2

The CPI Trends in CEE
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