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Abstract

The aim of this paper is to present the use of simulations of non-homogeneous Markov chains in discrete time  
in the context of the problem of long-term care delivery. The object of investigation is to model the distribution  
of clients into different states during specified time steps, then to estimate the average time a client stays  
in a given state, as well as to estimate the insurance premiums. Within the use of the Monte Carlo simulation method,  
the focus is on providing approaches that ensure more accurate results in the context of the number of simulations 
performed. Based on the statistical processing of the data obtained from the simulations, it is possible to obtain  
the information necessary for the provision of resources for the provision of health care and for the determination 
of the aforementioned premiums. For the implementation of the above techniques and their graphical presentation 
available packages such as markovchain, ggplot2 or custom code created using the R language were used.

INTRODUCTION
We currently see an increase in average life expectancy and we can assume that this trend will continue 
in the future. It is the older age group that suffers from various chronic illnesses or physical limitations, 
and it is the older age group that makes the most use of the services of healthcare providers. For this 
reason, health care institutions pay considerable attention to estimating the number of clients who 
will need health care later on. They focus particularly on the issue of Long-Term Care (LTC), which  
is provided to people who have reached a state of non-self-sufficiency. The increased number of people 
who become incapacitated due to illness also represents an increase in health care costs. Looking  
at the other side of the issue, people are also thinking about the capital that they would have available  
in the event that they need long-term care. Without long-term care insurance, the cost of providing these 
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services can quickly deplete an individual's or family's savings. Markov chains are a popular tool used 
to make estimations as regards to the incidence of critical illnesses and the provision of long-term care. 
The issue of using these random processes to model the evolution of different illnesses in the context 
of multi-state models is currently being addressed by many authors. They use various software support  
to implement them, one suitable possibility being the R language with its available packages. For example, 
the available R language package markovchain (Spedicato, 2017) can be used to create Markov chain 
objects, the implementation of probabilistic operations using them, statistical analysis and simulation 
of homogeneous and non-homogeneous Markov chains in discrete time. Another tool for dealing with 
Markov chains in discrete time is the DTMCPack package (Nicholson, 2013). Functions to implement 
Markov Chain Monte Carlo (MCMC) using the Metropolis algorithm, for example, are contained in 
the package mcmc (Geyer and Johnson, 2013). The open-source software MARCH, which is a set of 
functions from the MATLAB programming environment (Berchtold, 2001), is also available to model 
Markov chains in discrete time. If necessary, custom code can be developed in the above programming 
languages to simulate Markov chains in discrete and continuous time according to algorithms available 
in various publications, e.g. (Janková, et al., 2014: 85–87). As mentioned before Markov chains are also 
used in the context of multi-state models for modelling in the field of life and non-life insurance, e.g. 
for estimating the costs associated with the provision of health care, estimating premiums, predicting 
the evolution of various illnesses, as well as for modelling the number of insured lives in a bonus -malus 
system in the framework of compulsory car insurance. The problem of planning financial resources for 
health care is presented by Garg et al. (2010), using non-homogeneous Markov chains in discrete time 
to model the number of patients, as well as by Diz and Query (2012). Methods for estimating transition 
probabilities or transition intensities, the use of Markov Chain Monte Carlo simulation and modelling 
with Markov Chains also in continuous time in the field of long-term care are discussed by other authors 
such as (Sato and Zouain, 2010; Esquível et al., 2021; Fleischmann, Hirz, Sirianni, 2021; Xie, Chaussalet, 
Millard, 2005). Modelling with Markov chains also allows estimation of the expected or average stay time 
of an individual in the healthy and sick states, respectively (Dudel and Myrskylä, 2020). Another area of 
interest in the implementation of Markov chains in critical illness modelling in the context of healthcare 
is critical illness insurance. A lump sum benefit will be paid to the insured in case of a critical illness 
diagnosis. The above issue is presented by Pasaribu et al. (2019), using the continuous-time Markov chain 
apparatus to estimate the premiums for specified age categories of insureds. Many authors use Markov 
chains to predict the evolution of various infectious diseases (Li, Dushoff and Bolker, 2018; Twumasi, 
Asiedu and Nortey, 2019). An alternative stochastic modeling approach that can be implemented in this 
area is represented by Hawkes processes (Maciak, Okhrin and Pešta, 2021; Unwin  et al., 2021). In non-life 
insurance, homogeneous Markov chains in discrete time are used to model the distribution of the number 
of policyholders in a bonus-malus system (Fernandez-Morales, 2015). The present paper focuses on the 
simulation of trajectories of non-homogeneous Markov chains in discrete time using the R language. 
Based on the processing of the generated data, we will analyze the modelling of the distribution of the 
number of clients in each state during the specified years, as well as the estimation of the average time  
a client stays in a given state, and the estimation of the premiums in the case of long-term care insurance. 
To present the above techniques, we have used data obtained from the markovchain package, which were 
for the male population in Italy. In the three-state model, the sick state represents the state of unfitness 
into which the client has fallen due to, for example, Alzheimer's disease.

1 METHODS OF ANALYSIS
If the insurer has real data on the health status of insured lives, it can obtain transition probabilities 
between the different states, which can be used to model the evolution of the insured's state over  
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the analysed time periods. Since these probabilities depend on the age of the insured in our dataset,  
we use non-homogeneous Markov chains and their simulations for this purpose.  

1.1 Non-homogenous Markov chains in discrete time
A random chain {Xt}t∈T is called a Markov chain, if for each h = 0, 1, 2, ..., for all times 0 ≤ t0 ≤ t1 ...,  
th ≤ th+1, t0, t1 ..., th, th+1 ∈ T and for all states s ∈ S we have

P(Xth+1 = sth+1 | Xth =sth, ... , Xt1 = st1, Xt0 = st0) = P(Xth+1 =sth+1 | Xth = sth) ,� (1)

assuming that the random variable Xth+1 is independent from Xt0, Xt1, ... , Xth (Janková, et al., 2014).
This means that in the case of Markov chains, the probability of transition to the next state depends 

only on the current state and not on previous states, hence they are also called "memoryless" chains 
(Dobrow, 2016).  We consider Markov chains in discrete time, so T is the set of natural numbers 
with zero. The values taken by the random variables Xt, t ∈ T, are called states, we denote their set  
by S = {s1, s2, … sm }. We call the Markov chain {Xt}t∈T non-homogenous (in time), unless we have that  
as follows:

∀i, j ∈ S, ∀k ∈ N: P(Xt+k+1 = j | Xt+k = i) = P(Xt+1 = j | Xt =i) .� (2)

Transition probabilities from state i to state j after one time step from the time t we denote by

pi,j(t, t + 1) = P(Xt+1 = j | Xt = i) ,� (3)

and arrange them for a given t into the transition probability matrix 

P(t; t + 1) = (pi,j(t; t + 1))i,j∈S , � (4)

for which we have  pi,j(t; t + 1) = 1, which means, that each row of this matrix is a probability distribution, 
we call it a stochastic matrix (Jones and Smith, 2018).

Let {Xt}t≥0 be a Markov chain. The probability distribution α = {αk}k∈S such that P(Xt0 = sk) = αk = psk (0) 
for sk ∈ S, we call the initial distribution of the chain {Xt}t≥0.

The vector p(0) = (ps1(0); … ; psk(0); … ; psm(0)) will be called the vector of initial probabilities.  
The probability of transition from the initial state k to state j, j ∈ S in h time steps from time 0, i.e. from 
the beginning of the Markov chain, is called the absolute probability of the states of the Markov chain  
and is denoted as follows

pk,j(0,h) = pj
(k)(h), � (5)

whereby we will call the vector p(k)(h) = (pj
(k)(h))j∈S the vector of absolute probabilities. 

We get the following expression for the vector of absolute probabilities p(k)(h) using the Chapman-
Kolmogorov equality (Fecenko, 2018).   

p(k)(h) = p(k)(h – 1) ⋅ P(h – 1; h) = p(0) ⋅ … ⋅ P(h – 1; h).� (6)

1.2 Generating trajectories of a non-homogeneous Markov chain in discrete time in R
For a non-homogenous Markov chain with transition matrices P(t; t + 1) = (pij(t; t + 1))i,j∈S for t ∈ T,  
we define a random variable Zr.
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The values of the probability function P(Zr = j) represent in the corresponding matrix P(t; t + 1) the 
values psrj(t; t + 1), j ∈ S = {s1, s2, … sm}, which appear in its r-th row. We write this discrete distribution 
using the notation pZr(j) = {psrj(t; t + 1)}j∈S. The algorithm for generating the random variable values Zr  
by the inverse transformation method can be written as follows in the given context:

1.	 generate the value u of random variable U ∼ Unif(0; 1)
2.	 transform the value u to the value of the random variable Zr as follows

Zr = s1,  if  u ≤ pZr (s1)     or     Zr = j,  if   pZr(l) < u ≤  pZr (l) .� (7)

We will simulate a non-homogeneous Markov chain with transition matrices P(t; t + 1) and initial 
distribution α={αk}k∈S on a set of states S = {s1, s1, … sm} in discrete time, i.e. construct its trajectory, until 
time th using the following steps:

1.	 From the discrete initial distribution {αk}k∈S we generate the value st0 = sk of the random variable 
Xt0 at the initial point of time.

2.	 From the discrete distribution {pskj (t0;t1)}j∈S, i.e. from the k-th row of the transition matrix P(t0; t1), 
we generate the value st1, which represents a value of the random variable Xt1.

3.	 If tc < th and we have generated the value of the random variable Xtc , then from the distribution. 
{pstcj(tc; tc+1)}j∈S, i.e., from the row corresponding to the state stc in the transition matrix P(tc; tc+1), we 
generate the value stc+1, which represents the value of the random variable Xtc+1.

If t = th, we stop the generation. The result will be the realisation of a set of h states st0, st1, … , sth, 
which we get after h time steps. By repeating this algorithm n times, we get n trajectories of the Markov  
non-homogeneous chain in discrete time (Janková et al., 2014).

1.3 Accuracy of Monte Carlo estimation of the probability of an event occurring
To estimate the probability of occurrence of an event we use the law of large numbers, or Bernoulli's 
theorem, according to which as the number n of repeated independent trials increases, the relative 
frequency of occurrence of the observed event fn approaches the theoretical probability p of occurrence 
of this event in each trial, which we can express as:

P(|fn – p | < ε) = 1, ε > 0.� (8)

Thus, the number of occurrences of the observed event in a series of n independent simulation steps 
follows a binomial distribution Yn ~ Bi(n; p) with characteristics E(Yn) = n ⋅ p and D(Yn) = n ⋅ p ⋅ q. Using 
the Moivre – Laplace theorem we get:

� (9)

and hence we can determine with probability (1 – α) the accuracy of the theoretical probability estimate 
p using the relative frequency fn =  (Mucha and Páleš, 2018) by means of the confidence interval  
(p – ε; p + ε), for which:

� (10)
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The accuracy, or error, ε therefore depends on the chosen level of confidence (1 – α) and from the 
standard deviation, the value of which can be bounded by the expression (Horáková and Mucha, 2002).

� (11)

We can thus estimate more generally the maximum deviations of the simulated values fn =  from 
the theoretical probability p for a given number of simulations from the equation:

� (12)

Table 1 gives the calculated maximum errors ε for probability 1 – α = 0.9 and for different numbers 
of simulations n.

It should be noted that if the theoretical probability is close to p = 0.5, for a given number of simulations, 
the estimation error would be close to the values given in Table 1. Therefore, to obtain more accurate 
results, it is advisable to perform the order of tens or hundreds of thousands of simulations when estimating 
the probability of an event using relative frequency.

2 DATA DESCRIPTION AND MODEL BUILDING 
We will use a multi-state model to solve the problem and focus on a unidirectional model with three 
states: healthy/active A, (terminally) ill I and dead D. From the healthy state it is possible to transition 
to the ill state and to the dead state. After leaving the healthy state, it is not possible to return to it again. 
From the ill state it is only possible to transition to the absorbing dead state. We can use this to model 
the situation of an illness for which there is no cure. This is also called the permanent disability model 
(Škrovánková and Simonka, 2021).

2.1 Data description
The dataset that we use to present the possibilities of using discrete-time simulation of non-homogeneous 
Markov chains in long-term care insurance was obtained in a text file from the Markovchain package, 
available in R. These data, in the form of transition probabilities between states depending on the age 
of the insured, were obtained from Assicurazioni Sulla Salute: Caratteristiche, modelli attuariali e basi 
tecniche by Paolo de Angelis and Luigi di Falco (2016). The data presented refer to the male population 
in Italy, whereby the status of ill I is considered, according to the author of the mentioned package 
(Spedicato, 2017), as a disability leading to the insured life's incapacity to work, for example Alzheimer's 
disease. We display graphically the obtained transition probabilities in Figure 1 using the ggplot2 package  
in the R language environment (Wickham, 2016). This allows us to visually analyse the individual 

Table 1 Accuracy of the probability estimate p for a given number of simulations n with confidence 1 – α = 0.9

n ε0.9

1 000 0.0260

10 000 0.0082

100 000 0.0026

Source: Own construction
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transition probabilities depending on the age of the insured. We have plotted their values for the age 
interval from 20 to 100 years.

2.2 Model building 
We will consider the model as a system of generated trajectories of non-homogeneous Markov chains 
in discrete time, from which we obtain the desired results based on their statistical processing. Since the 
algorithm for simulating Markov chains uses transition matrices, we created them in the context of the 
rules of the given three-state model using the Markovchain package (Spedicato et al., 2017). We display 
the transition probability matrix in general for age t of the insured life:

� (13)

In this way, we have modified the original data into the format of individual transition matrices  
P(t; t + 1), which we will use to create the final model for solving the presented problem. By simulating 
non-homogeneous Markov chains, we will create a model through the generation of their trajectories, 
which will mimic the real evolution of the states of the insured during h time steps. The results can be 
written into n rows and h columns of the matrix (z)M = [mij]n×h, z ∈ {A, I}, where z represents the initial 
status of the insured life. For practical reasons, we will consider only the initial states healthy and ill. 
The elements of this matrix will be of interest to us in the context of carrying out analyses in the area of 
long-term care insurance.

Based on the statistical processing of a sufficient amount of n generated data in the h-th column 
of the matrix (z)M it is possible to estimate the percentage distribution of insured lives in each state  
g ∈ {A, I, D} after h time steps according to the equation:

percg
(z)(h) = pg

(z)(h) ⋅ 100 ≈  ⋅ 100, g ∈ {A, I, D}, z ∈ {A, I},� (14)

Figure 1	 Transition probabilities pi,j (t, t + 1),  i,j ∈ {A, I, D} by age t of males in Italy 

Source: Own construction, customized in R
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where pg
(z)(h) represents a particular component of the absolute probability vector, which we estimate 

from the generated values in the h-th column of the matrix (z)M.
In the presented model, we consider a portfolio composed of K insured lives, where we denote the 

initial number of insured lives in the healthy state by KA and the number of insured lives in the ill state 
by KI, thus:

K = KA + KI .� (15)

The absolute distribution of the number of insured in each state after h time steps can be written in 
the form of a vector k, which is a linear combination of absolute probability vectors p(A)(h) and p(I)(h), 
which we write as:

k = KA ⋅ p(A)(h) + KI ⋅ p(I)(h) .� (16)

By substituting the mentioned vectors into the equation for vector k, we get the following expression 
in the considered three-state model:

k = (k1; k2; k3) = (KA ⋅ pA
(A)(h); KA ⋅ pI

(A)(h) + KI ⋅ pI
(I)(h); KA ⋅ pD

(A)(h) + KI ⋅ pD
(I)(h)),� (17)

where k1 represents the number of insured lives in the healthy state, k2 represents the number of insured 
lives in the ill state and k3 the number of insured lives in the dead state in the considered portfolio after 
h time steps. The above distribution of the number of policyholders into the different states makes sense, 
given Bernoulli's law of large numbers, if the numbers of policyholders KA and KI are large enough, i.e., 
in the order of tens of thousands or hundreds of thousands. We estimate the individual probabilities  
pA

(A)(h), pI
(A)(h), pI

(I)(h), pD
(A)(h),  pD

(I)(h) using the relative frequencies from the generated matrices  
(z)M = [mij]n×h, z ∈ {A, I}.

By generating the trajectories of non-homogeneous Markov chains, it is also possible to determine 
the percentage distribution of the number of insured lives K into the different states after h time steps, 
which we write using the vector:

perc = (perc1; perc2; perc3),� (18)

where perc1 represents the percentage of insured lives in the healthy state, perc2 represents the percentage 
of insured lives in the ill state and perc3 the number of insured lives in the dead state in the considered 
portfolio after h time steps.

To determine the individual components perci,  i = 1, 2, 3 in the considered three-state model we used 
a weighted arithmetic average with weights w1 = KA, w2 = KI, whereby:

perc1 =  ⋅ percA
(A)(h) +  ⋅ percA

(I)(h) =  ⋅ percA
(A)(h) ,� (19)

perc2 =  ⋅ percI
(A)(h) +  ⋅ percI

(I)(h) ,� (20)

perc3 =  ⋅ percD
(A)(h) +  ⋅ percD

(I)(h) ,� (21)

If we do not consider a specific portfolio of insured lives, but the population in general, the above 
condition of a sufficiently large number of KA and KI is automatically satisfied and the predicted absolute 
and percentage distributions can be considered relevant without verification.
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3 RESULTS AND DISCUSSION 
In this part of the paper, we will use the described data set to model and analyse the development for  
a particular critical illness (for example Alzheimer's disease), which requires long-term care in the event 
of its occurrence. We will use the simulation of the trajectories of non-homogeneous Markov chains, 
which we will implement using the R language. Using the statistical data in the generated matrices  
(z)M = [mij]n×h, z ∈ {A, I}, the insurance company can obtain information necessary for the provision of 
health care and for premium calculation.

3.1 Estimation of the distribution of insured lives in the separate states 
Due to the nature of the database, we will focus on predicting the percentage distribution of the number of 
insured lives in the separate states on a yearly basis for a certain number of years. If the data were recorded 
differently, for example monthly, we could use that as our time interval for modelling purposes. First, we 
will show the evolution of the percentage distribution of the number of initially healthy insured lives aged 
50, which we illustrate graphically in Figure 2 using the R language package ggplot2 (Wickham, 2016). 

The graphical presentation above shows the trends in the percentages of the separate states over time. 
To achieve more accurate results, we have carried out n = 100 000 simulations, whereby we repeated this 
scenario using the R language 100 times and calculated the results of the percentage distribution in each 
year as the arithmetic average. 

From the presented results we see that, for example, after 20 years 85.77789% of the initially healthy 
insured lives aged 50 will still be in the healthy state, 1.90439% will be in the ill state and 12.31772% 
will be in the dead state. Of course, the above statement is in general only true if the initial portfolio of 
healthy males aged 50 was sufficiently large, i.e., in terms of the law of large numbers, it consists of the 
order of a few tens of thousands or hundreds of thousands of lives. In the case of the male population in 
Italy, this condition is of course met. 

Figure 3 shows graphically the percentage distribution after 5 years for males initially aged 50, 60, 
70 and 80 who were initially in the healthy state. In the case of males aged 70 and 80 who were initially 
healthy, there is a significant increase in the number in the ill state (illness requiring long-term care) 

Figure 2	 Percentage distribution of initially healthy lives aged 50 in the different states A, I, D over time 

Source: Own construction, customized in R
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after 5 years, compared to males aged 50 and 60. Given the nature of the illness (for example Alzheimer’s 
disease), this increase is to be expected.  

So far, we have been modelling assuming that the insured lives were in the healthy state at the start. 
We will now model the evolution of the number of insured lives for a specific portfolio that is composed 
of KA in the healthy state and KI in the ill state. Based on the simulation trajectories, we present in Tables 
2 and 3 the distribution of the absolute and percentage number of insured lives initially aged 50 during 
a period of 10 years, where KA = 300 000 and  KI = 20 000.

When expressing the number of insured lives as a percentage, based on the data generated in the 
matrices (z)M = [mij]n×h, z ∈ {A, I}, it is not necessary to specify the absolute number of policyholders  
KA and KI. It is enough to enter the relative or percentage frequency of the considered states {A, I}  
at the start of modelling.

Figure 3	 Distribution of the number of insured lives after 5 years as a percentage for males initially aged 50, 60,70  
	 and 80 who started in the healthy state after running 100 000 simulations

Source: Own construction, customized in R
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Table 2 Distribution of the number of insured lives during 10 years for males aged 50, of which at the beginning  
KA = 300  000 were in the healthy state and KI = 20  000 in the ill state 

Table 3 Percentage distribution of the number of insured lives during 10 years for males aged 50 of which  
KA = 300  000 were initially in the healthy state and KI = 20  000 in the ill state

State

Time healthy ill dead Total

1 299 211 17 649 3 140 320 000

2 298 339 15 551 6 110 320 000

3 297 386 13 628 8 986 320 000

4 296 329 11 900 11 771 320 000

5 295 166 10 407 14 427 320 000

6 293 895 9 140 16 965 320 000

7 292 519 8 072 19 409 320 000

8 291 014 7 185 21 801 320 000

9 289 364 6 460 24 176 320 000

10 287 541 5 871 26 588 320 000

Source: Own construction

State

Time healthy ill dead Total

1 93.503% 5.515% 0.982% 100%

2 93.231% 4.860% 1.909% 100%

3 92.933% 4.259% 2.808% 100%

4 92.603% 3.719% 3.678% 100%

5 92.239% 3.252% 4.509% 100%

6 91.842% 2.856% 5.302% 100%

7 91.412% 2.523% 6.065% 100%

8 90.942% 2.245% 6.813% 100%

9 90.426% 2.019% 7.555% 100%

10 89.857% 1.834% 8.309% 100%

Source: Own construction

By using the simulation of non-homogeneous Markov chains in discrete time, it is possible to estimate 
the evolution of the representation in each of the separate states during the modelled years. By comparing 
the values obtained from the simulations with the values obtained from the absolute probability vectors, 
we can conclude that the presented simulation model provides relevant results for the described number 
of simulations. We will therefore use it to further model and obtain information that is relevant for the 
insurance of critical illnesses that require long-term care.

3.2 Estimation of time remaining healthy and remaining ill
In this part of the paper, we will analyse the estimation of the time during which the insured life remains 
in the healthy and ill state, respectively. We assume that the insured lives are healthy at ages 50, 60, 70, 
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Table 4 Estimated values for the number of years the insured life has been in the healthy state 

Age x0.25 Median x0.75 Mean

50 25 33 39 31.39801

60 16 23 29 22.53211

70 9 15 20 14.54286

80 4 7 12   8.10224

Source: Own construction

and 80 at the beginning of the modelling period. Using 1 000 simulations of the trajectories of non-
homogeneous Markov chains in the matrix (A)M = [mij]n×h we recorded data on the number of years the 
insured life remained in the healthy state. We will use the full range of available transition probability 
matrices and model the states up to age 120. We present these data for each age category in the form of a 
bar plot and box plot in Figure 4. The circle in the box plot denotes the estimated mean value of the number 
of years the insured life remained in the healthy state and the line in the box denotes the median value.

For the sake of illustration, we list the selected values in Table 4.

Thus, for example, in the case of healthy insured lives aged 60, 75% of them have the number of years 
they remain healthy less than or equal to 29, and 25% of them have the number of years they remain 
healthy greater than 29 years. The average number of years for a healthy insured life aged 50 is equal 
to 31.39801 years and for a 70 year old is equal to 14.54286 years. Given that the estimated mean value 
is an arithmetic mean, it is generally necessary to consider the dispersion of the values on the left and 
right sides of the mean. This may ultimately affect the relevance of the information thus obtained, despite  
a sufficiently large set of values. In this case, the median can be used for estimation.

Figure 4	 Analysis of the number of years the insured life remained healthy for the initial ages 50, 60, 70 and 80  
	 using a bar plot and a box plot

Source: Own construction, customized in R
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Another important element for insurance calculations is the time during which the insured life 
remains ill. Again, we assume that the lives are healthy at ages 50, 60, 70 and 80 years at the start of 
the modelling period. Using 100 000 simulations of non-homogeneous Markov chains, the matrix  
(A)M = [mij]n×h records the data on the number of years the insured life remained ill. We present these 
data for each age category in the form of a bar plot and a box plot in Figure 5.

For the sake of illustration, we will list the selected values in Table 5.

Out of the 100 000 simulations in 59 754 cases an insured life aged 50 subsequently died whilst 
remaining in the healthy state. This means that, from the data available to us, he was not registered  
in the three-state model described above as an insured life in need of intensive long-term care because of 
illness. In the remaining 40 246 cases represented by the trajectory of the considered Markov chain we 
found that if an insured life entered the ill state, he stayed in this state 3.599501 years on average before 
moving to the dead state. This compares with a value of 3.365925 years for the 70 year old insured life 
as shown in Table 5.

Figure 5	 Analysis of the number of years during which the insured life remained ill for ages 50, 60, 70 and 80 using  
	 a bar plot and a box plot

Source: Own construction, customized in R

Table 5 Estimated values for the number of years during which the insured life was in the ill state 

Age x0.25 Median x0.75 Mean

50 1 3 5 3.599501

60 1 3 5 3.532215

70 1 3 4 3.365925

80 1 2 4 3.002761

Source: Own construction
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3.3 Calculation of long-term care insurance premiums
Finally, we will deal with the determination of the single premium P, which a life aged x has to pay in 
order to receive an annual payment of C while in a state of non-self-sufficiency. We assume, of course, 
that the life is in the healthy state at the start of the policy. We use the generated trajectories of the non-
homogeneous Markov chains, which we have written into the matrix (A)M = [mij]n×h, to  determine the 
above insurance  premium, where n = 100 000 and h = 120 – x. For the purpose of determining the 
premium, we transform all elements of this matrix indicating the ill state I to the amount C and its other 
elements to zero values. We denote the resulting matrix by MC = [mC

ij]n×h. The single premium P is then 
determined using the equation: 

P = MC ⋅ U ,� (22)

where for the matrix elements U = [uij]h×1 it holds that  uij = (1+u)–i, where  u is the annual rate of interest. 
The individual elements of the matrix P = [pij]n×1 can be interpreted as representing the given premium 

determined for a particular modelled scenario of the insured life represented by the corresponding 
trajectory of the non-homogeneous Markov chain. The arithmetic average was then used to calculate 
the single premium P, to be paid by the life aged x. For more accurate results, we repeated this scenario 
using R 1 000 times and for the premium P we again used the arithmetic average as the estimated value. 
For example, a healthy life aged 50 would have to pay a premium of P = €12 583.42 at the interest rate 
used of u = 0.01, in order to receive an annual payment C = €12 000 at the beginning of each year if he 
falls ill.  For comparison, we have also calculated the premium using a standard life insurance formula

P =  t–1px
AA ⋅ qAI

x+t–1 ⋅ vt ⋅ π(ä(I)
x+t), t = 1, 2, …, ω ,� (23)

ω – the highest age in the relevant mortality table,
t–1px

AA – the probability that a life x years old remains healthy for t – 1 years,
qAI

x+t–1 – the probability that a life aged x + t – 1 years in the healthy state becomes ill within one year, i.e., 
at age x + t is in the ill state,
v – is the discount factor, i.e. v = , where u is the annual interest rate,
π(ä(I)

x+t) – the whole life annuity-due for a life aged x + t years, if he is then in the ill state, for an annual 
payment of C payable in advance, i.e. 

π(ä(I)
x+t) =  C ⋅ k–1px+t

II  ⋅ vk–1,� (24)

where k–1px+t
II  is the probability a life in the ill state at age x + t remains in that state for a further k – 1 years 

(Dickson, Hardy and Waters, 2013).
Using this formula we calculated the value of the single premium for our male life aged 50 as  

P = €12 584.37, which is comparable to the amount obtained by using simulations. However, the ability 
to determine the premium based on the generation of the trajectory of the non-homogenous Markov 
chain, represents a more flexible and efficient approach.

We now review the importance of creating multiple scenarios and a sufficient number of simulations 
in the situation described in order to obtain relevant results for the insurance premium estimation.  
If we were to implement only one scenario in the form of  n = 1 000 simulations, a sufficient accuracy  
of the results might not be achieved. We have therefore determined the premium as the average value of the  
1 000 created premium scenarios whose variability can be seen in Figure 6.
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For comparison, we have shown as a dashed line the value of the premium P = €12 584.37 as determined 
by the standard equation. The average premium calculated from the presented 1 000 values, each of 
which was itself calculated as the average from the 1 000 simulated trajectories of the insured life,  
is €12 552.58. If we choose P = €12 584.37 as a comparative premium value, then with a number of 
simulations n = 1 000 from the number of 1 000 created scenarios only 508 values of the premium are 
located in the interval (P – 500, P + 500). So, in 492 cases, the premium differed from the comparative 
value by more than €500.

If the number of simulations is increased to n = 100 000 the average premium is P = €12 583.42 
and there is significantly less variability in the premiums as can be seen in Figure 7. For this number  
of simulations all 1 000 estimated premium values are in the interval (P – 500, P + 500). 

Figure 6	 Premium modelling based on the creation of 1 000 scenarios for 1 000 simulations of a non-homogenous  
	 Markov chain

Figure 7	 Modelling of the premiums based on 1 000 scenarios for 100 000 non-homogeneous Markov chain  
	 simulations 

Source: Own construction, customized in R

Source: Own construction, customized in R
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Therefore, it is important for n = 1 000 simulations to estimate premiums as an average from values 
obtained from a sufficient number of created scenarios. Of course increasing the number of simulations 
will ensure more accurate results and we recommend implementing, for example 100 000 simulations. 
However, one needs to note that when creating 1 000 scenarios with n = 100 000 simulations the calculations 
using R were time-consuming. On the other hand they provide a sufficiently accurate result.  If we were 
to carry out only one scenario with n = 1 000 simulations we could get an inaccurate estimate of the 
premium. The solution is to create enough scenarios for the given number of simulations. The result 
obtained in this way can then be considered as sufficiently accurate. For illustration, in Figure 8 we show 
50 possible premium estimates for an alternative 1 000 scenarios with 1 000 simulations in comparison 
with the value P = €12 584.37.

Figure 8	 50 premium estimates for 1 000 scenarios for 1 000 non-homogeneous Markov chain simulations

Source: Own construction, customized in R

It can be noted that the values presented in Figure 8 are comparable to the benchmark premium 
shown by the dashed line.

CONCLUSION
The use of Markov chains in the context of multi-state models is a frequently used tool for modelling 
the evolution of conditions in relation to disease incidence and long-term healthcare delivery. By 
simulating non-homogeneous Markov chains through the generation of their trajectories, we created a 
model that mimics the real evolution of insured lives' states over time. In the context of the Monte Carlo 
method, we also discussed in the paper the impact of the number of simulations on the accuracy of the 
obtained results. Due to the nature of the data in the context of recording a given disease, we performed 
our calculations in discrete time on an annual basis. The data presented here refer to the male part of 
the Italian population, where by the ill I(ill) state, according to the author of the markovchain package 
(Giorio Alfredo, Spedicato), we mean disability in the sense of the so-called non-self-sufficiency of the 
insured life, i.e., disability similar to that of Alzheimer's disease. Using the above modelling implemented 
using the R language, we have presented the absolute and percentage distribution of insured lives into 
different states over several years, based on the statistical processing of the generated data, and we have 
also described it by means of graphical and vector representations. We addressed the analysis of the illness 
state for the four selected ages, following the trend of its evolution over time. The results obtained could 
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be used to estimate the costs of a health care institution. Another aspect of the use of the simulation 
model developed was the estimation of the average number of years that an insured life remains in the 
healthy state and the estimation of the time during which he/she remains in the ill state. This analysis 
was also carried out for selected ages, and the situation was presented graphically using bar plots and 
box plots. The information obtained may be important not only in the context of health care costing, but 
also in analyses for long-term care insurance contracts. In the last part of the paper we have dealt with 
the calculation of the premiums for such contracts, presenting in the context of simulations an approach 
that provides results at a sufficient level of accuracy. We pointed out that insufficient simulations in the 
premium calculation can provide inaccurate results. This shortcoming can be remedied by creating a 
sufficient number of scenarios and averaging the premium values we obtained from each scenario. The 
above analysis was also supported by a graphical presentation of the results of the individual simulation 
scenarios.  The premium values obtained from the simulations were compared with those calculated 
using a standard life insurance formula and it can be concluded that they are comparable. However, 
the advantage of the simulation approach lies in greater computational flexibility and the possibility of 
interactive response when the parameters entering the premium calculation are changed. Modelling 
the evolution of states over time in the presented domain using Markov chain simulations represents a 
suitable and efficient solution tool.
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