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Nowcasting Slovak GDP by a Small Dynamic Factor Model*

Peter TOTH

Abstract

The aim of this paper is to estimate a small dyedadtor model (DFM) for
nowcasting GDP growth in Slovakia. The model prsdibe developments of
real activity based on monthly indicators, suchsakes, employment, employers’
health care contributions, export and foreign syseThe forecast accuracy of
the model prevails over naive models that ignoratilyg data. This result holds
especially on the shortest horizon of one quartetaal and on the evaluation
period including the crisis of 2008 — 2009. Thusmagy conclude that our small
DFM is a valuable indicator of business cycle taqipoints in Slovakia. Fur-
ther, the model allows for frequent and automagpdates of the GDP forecast
each time new monthly data becomes available. milses it useful for institu-
tions which monitor the developments of monthljcatdrs of real activity.

Keywords: dynamic factor model, real activity, short-termdoasting
JEL Classification: C52, C53, E23, E27

Introduction

National statistical offices publish quarterly ioatl accounts data with
a substantial delay. The first release of SlovakPGPavailable after nine weeks,
while an early estimate of it is published severkgeafter the end of each quar-
ter. At the same time, numerous monthly indicatmes released much sooner,
i.e. immediately after the end of each month omnast, six weeks later. Some
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of these are regarded as coincident indicators P Gwnhich macroeconomic
analysts at central banks, finance ministries @r phivate sector follow and
comment on regularly. Apart from the expert viewttmonthly data are useful,
several studies of GDP nowcasfirfgee e.g. the review paper byrBara et al.,
2013) have shown that timely information inherentmonthly indicators help
reduce the out-of-sample forecast errors of GDPaisod\s a further advantage,
the sequential publication of new monthly datawafloupdating of the GDP
estimate on about a weekly basis. This includesigsdwell before the official
flash estimate.

At the same time, the combination of mixed frequedata (quarterly and
monthly) in the same model can be challenging. Aditaonal issue, specific to
the context of GDP now-casting, emerges from raggieses of data. This means
uneven endpoints of time series due to differeicgsiblication lags. Fortunate-
ly, dynamic factor models (DFM) are able to deathwthose issues. In what
follows we provide a brief non-technical descriptiof factor models available
in the literature, which are commonly grouped itii@e model generations.

The first generation of DFMs are also called swicexact factor modefsin
the context of GDP nowcasting, the DFM links outgmwth to the develop-
ments of a few monthly indicators and at the same tan handle mixed fre-
guencies and ragged edges of data. The model igpgatstate-space and is es-
timated via maximum likelihood on monthly frequencyhe latent common
factor is filtered using the Kalman filter. In thégtup, GDP is observed only in
one month of each quarter and it is treated asimgise the remaining two
months. Missing values are typically filled in bgndom i.i.d. draws from the
normal distribution, as suggested by Mariano anddgawa (2003). Alternative-
ly, GDP can be interpolated from quarterly to monfrequency using standard
statistical techniques.

As the main disadvantage of the first generatjgor@ach, the total number of
indicators that can be included in the model is@ehat limited. The main rea-
son is that the maximum likelihood method canndiaibdy estimate a large
number of parameters of such a mddetr this reason, a small set of indicators

2 The termnowcastingrefers to a situation, when the last GDP figurailable at the time of
producing the forecast refers to the precedingtgquaccording to the calendar.

3 Appropriate estimation methods were suggested byniter, Laird and Rubin (1977),
Shumway and Stoffer (1982), Watson and Engle (1288) Stock and Watson (1989). Applica-
tions include Engle and Watson (1981), Mariano ahdasawa (2003), Auroba, Diebold and
Scotti (2009) and Camacho and Pérez-Quirés (20110;)20

* Poncela and Ruiz (2012) show via Monte Carlo sireratthat including more variables
decreases the uncertainty of estimating the comfactor at the cost of increasing parameter
uncertainty. For a sample size of 100 time peritus authors find the optimal number of included
variables is equal to roughly ten.
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was also considered in the applications of Camawtth Pérez-Quirds (2010;
2011), who included less than ten variables. Howeas the above authors
show, using just a few good predictors of realvégtican be a fruitful strategy.
According to their findings, their small-sized moéter the euro area beats most
of its large-scale competitors in a real-time ofis@mple forecasting exercise.
Further, the above authors also argue that ovetgsgnmonthly indicators of
the same type (i.e. different sub-sectors or ewdlgnvery similar series) may
increase the cross-correlation of idiosyncraticckeoacross series. This could
lead to biased estimates of the common factor filveréncluding more variables
is not necessarily a better approach.

The second generation is also known as approxiorasatic factor modefs.
Estimating such a model usually takes two stepst,Rhe common factors of
the indicators are estimated via principal comptsanalysiS.Second, the vari-
able to be forecasted is linked to the componewots the first step by a linear
OLS (ordinary least squares) equation. This approgas introduced in order
to handle large datasets comprised of tens or ledsdof indicators. However
empirical studies generally find that including mdhan 30 — 40 variables does
not usually improve the model’s forecasting accyra8mong the main disad-
vantages of this approach we can mention the stp#cification of factors and
the way mixed frequencies and ragged edges ofadlataeated. The latter prob-
lem is typically solved by aggregation and realigminof the series, which may
distort the relationship between GDP and monthtiese

The third generation of factor models aims to fiefimm the advantages of
the first two generations. This means that staitdrs are first estimated by
principal components on the balanced subsampléefdata. Next, the above
initial values of factors are treated as observbenestimating the parameters
of a large-scale DFM in state-space. The final st@gsists of iterating between
smoothing the factors by the Kalman filter whil&itey the parameters from the
previous iteration as given, and re-estimatingpiameters while taking the fac-
tors from the previous iteration as givefihe advantages of the third generation

® The main references include Chamberlain and Roilis¢983), Forni and Reichlin (1998),
and Stock and Watson (2002a; b).

5 An alternative method of approximating common dastelates to spectral analysis and aims
to estimate dynamic principal components in thguiency domain of indicators instead of the time
domain. This approach was developed in a seripagdrs by Forni et al. (2000; 2003; 2004; 2005).

" See for example Boivin and Ng (2006),iBara and Riinstler (2011) and Alvarez, Camacho
and Pérez-Quirds (2012).

8 This methodology was introduced by Giannone, Rieidnd Small (2008) and Doz, Gian-
none and Reichlin (2011; 2012). Subsequent apitatinclude Angelini et al. (2011), Baura
and Modugno (2014), Baura and Runstler (2011), and Schumacher and Breif20@g8), for
example.
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can be summarised as the ability to handle largasdts of mixed frequencies
and with uneven publication lags.

Apart from factor models, there are additional moels one could adopt for
the purposes of forecasting GDP on short horizBegular and successful ap-
proaches include bridge equatidnsixed data samplin§(MIDAS) and mixed
frequency vector auto-regressibh@F-VAR). As the present paper is an appli-
cation of factor models, the above models are eaewed here in more detail.
An interested reader may refer to excellent suargigles on both factor models
and other approaches to GDP forecasting.

In the present paper we apply a first generatimallsDFM following the
work of Camacho and Pérez-Quirds (2010; 2011), witime minor modifica-
tions™® Our choice was motivated by the advantages ofag-space model,
which can deal with missing values arising from lpation lags and can com-
bine different data frequencies in an elegant Wdys feature is beneficial if
a forecasting practitioner aims to update GDP nastfrequently. Given the
set of variables we included, GDP now casts frommadel can be updated on
about a weekly basis each time new monthly datarhecavailable. This repre-
sents a clear time advantage compared to GDP dstiimates of the statistical
office.

Another factor prompting us to pick a small models the set of monthly
indicators available in Slovakia. Note that largeNs in the literature typically
include at least 30 — 40 variables. In our cas@)piling such a big dataset of
unique indicators which are relevant for the depmients of real activity would
be quite challenging. However, as already noted/@baversampling indicators
from the same class could lead to biased estinedits®® common factor. There-
fore, considering data limitations in Slovakia,reai DFM with less than ten
variables included seems the most feasible approach

Our paper is the first to estimate a first-generasmall DFM on Slovak
data. Unlike some of the related studies, we uswiical versions of the GDP
series in our out-of-sample forecast evaluations Tiakes the evaluation more
realistic. Similar papers from Slovakia and the t€dnand Eastern European

% Pioneered by Ingentino and Trehan (1996), Rinatier Sedillot (2003), Baffigi, Golinelli
and Parigi (2004) and Diron (2008).

19 Introduced by Ghysels, Santa-Clara and Valkano®4p0Ghysels, Sinko and Valkanov
(2007) and extended by Marcellino and Schumach®qR For a literature review on MIDAS see
also Andreou, Ghysels and Kourtellos (2011).

11 First proposed by Zadrozny (1990).

12 5ee Babura, Giannone and Reichlin (2011),nBara et al. (2013), Barhoumi, Darné and
Ferrara (2014), Camacho, Pérez-Quirés and Pond@l@)2and Stock and Watson (2011).

13 See section 2 for details.
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(CEE) region have been published before howevesetlame based on different
types of factor models. Kak, KarSay and Véavra (2015) andd€ik and Juriova
(2010) use methods similar to the second generafi®@F~M using Slovak data.
From neighbouring countries, with comparable datatdtions to the Slovak
case, we can mention ArnoStova et al. (2011), Araravrlant and Rusnak
(2014), Rusnék (2016) using Czech data, a Slovestizaly by Radovan (2017)
and a Latvian paper by Bessonovs (204 ®ross-country studies from the CEE
region include Feldkircher et al. (2015), Havrlahgth and Wérz (2016) and
Runstler et al. (2009). The above listed authorstipestimate second or third
generation large scale factor models, as well @susnon-factor models. They
generally find that incorporating information fromonthly data in the GDP
forecast improves the out-of-sample forecastingi@ay compared to benchmark
models neglecting monthly data. This result is aidme with our findings.

The paper is organised as follows. The next sesjiecifies the small dynamic
factor model. The third section describes the @#atased for estimation. Section
4 discusses estimation issues. Section 5 presshisagion results. The sixth
section evaluates the accuracies of out-of-sangkcésts by the DFM and na-
ive benchmarks. The final section summarises tha firalings.

1. A Small Dynamic Factor Model

Our small DFM is estimated on monthly data freguertt links the quarter-
-on-quarter growth rate of GDR;J to month-on-month growth rates of indica-
torsi (x;), wherey; is observed only in the third month of each quaAd time
series considered are seasonally adjusted andtatrenary according to the
ADF test after their transformation to growth rat&® shrink the number of
parameters to be estimated, it is common in treedlliterature to normalise all
time series to have a zero mean and unit variaieealso adhere to the latter
approach. As regards the structure of the modeldeassume that the develop-
ments ofy; andx; are driven by a common monthly factgrwhich is an unob-
served variable. Next we can define our modelstate-space form as follows:

X =afy t& 1)
V= B+ 7
= gl +u ©)

1% Similar applications to other emerging marketduide Kabundi, Nel and Ruch (2016) for
South Africa; Liu, Matheson and Romeu (2011) forilahmerican countries; Modugno, Soy-
bilgen and Yazgan (2016) for Turkey; Porshakov,dmearenko and Sinyakov (2016) for Russia;
Wang, Gao and McNown (2009) and Yiu and Chow (26ddLhina.
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where (1) and (2) are signal equations of obsevegidbles. Note the time index
K; in equation (1), which defines the monthly leadraficatorx; ahead of the
common factor and output growth. The relationshipressed in (3) is the state
equation and defines the dynamics of the unobsestagd variabld,. The nor-
mally distributed error terms, o, andu, have zero means and variane&s o2,
andd?, respectively. The error terms may be auto-corelaind weakly cross-
-correlated, but are assumed to be uncorrelatddfactorf,. The dynamic factor
model defined by (1) — (3) can be understood agléasemposition of the variance
of x; andy; into a common and an idiosyncratic component. ffioeel can be
extended to includil monthly indicators, when indéof x; ranges from 1,..N.

A standard specification of a small dynamic faatoodel in the literature
differs slightly from ours. This concerns mainlyuatjons (1) and (2), where
typically the specification of Mariano and Murasa{2803) is used. The authors
mentioned specify the particular equations as:

% =a f+ég (4)
Y= B(f+2f,+30 4 26 .+ f)+q (5)

which de facto predetermines the partial corretatby; with all five lags ofx..
(i=1,...NandL =0,...,4) at the same time. However, our pre-screeaoirgdi-
catorsx; suggested a statistically significant partial etation between;, andy;
only for one or two lags. So for simplicity we fluer assumed only one lag fof
to enter equations (1) and (2). In this case iticeg to set time indeK; appro-
priately in equation (1) and skip lagged value§ wof (5).

2. Data

In the case of GDP we used chain-linked volumesamally adjusted by the
Statistical Office and considered the vintage mitgd in September 2013 as the
last one. We took the quarter-on-quarter growtesaf the series to reach sta-
tionarity according to the ADF test performed om thhole sample. Finally we
normalised the growth rate to have zero mean andramance. Monthly indica-
tors were downloaded on th& 6f November in 2013 immediately after the new
release of retail sales data. Initially we consédea full set of 21 time series,
where we took the seasonally adjusted versionseotiata provided by the pub-
lishing institutions whenever possibfeNext, we transformed the series to

15 Seasonally adjusted versions were not availablehie series of the producer price index
(PPI) in exporting industries and health care dbations of employers. In these two cases we
used the X% method for seasonal adjustment.
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month-on-month growth rates and normalised thefmatee zero mean and unit
variance. All these monthly growth rates were fotmdbe stationary according
to the ADF test performed on the whole sample.

As regards monthly variables, we focused on sita dategories, which are
also similar to those favoured by Camacho and P@tems (2010; 2011). First,
we included real activity indicators, such as ireexf production (industry,
manufacturing and construction) and real salesi(regade, car sales, industry,
manufacturing and construction). Second, from labmarket indicators we
added the series of employment in selected inasstiiows to employment and
free vacancies. The third category was represemyedmployers’ health care
contributions, which approximate household incoifiee fifth group relates to
international trade and is comprised of monthlyagigy imports and the produc-
er price index (PPI) in exporting industries. Tieaf group is associated with
surveys, such as the economic sentiment indic&si) (of Slovakia and other
foreign soft indicators from surveys (ESI of ther&one and Germany, the IFO
index from Germany, the Eurozone's Purchasing Marsathdex and the ZEW
institute’s survey of economic conditions in Geriyjan

When choosing from similar alternatives on the &6 indicators, first we
tried to focus on more aggregated versions (elgs $a total industry rather than
the manufacturing sub-sector). By this we aimenhitmmise the impact of vola-
tility from idiosyncratic shocks specific to a stheslsub-sector of the economy,
which would make it more difficult to identify theommon factor. Second, we
decided to omit production indexes as the weiglthe volume index before
and after 2008 were not consistent. Bridging the wersions of the series would
be possible only under the assumption of constarghis of industry sub-sectors.
However, the reason why the Slovak Statistical d@ffievised those weights was
to reflect the latest trends in the relative depalents of industrial subsectors.

In case of labour market variables we only consideéndicators related to
employment. A potentially useful indicator left doy this restriction is the un-
employment rate. However we preferred not to biingdditional volatility orig-
inating from changes in labour force participatiéorther, we included health
care contributions due to the short publicationdathis indicator in comparison
with other proxies of household income.

Further, the advantage of survey-based soft italisdies in their timeliness,
as they are published mostly by the end of the mantvhich the survey is con-
ducted. Early availability however comes at the cbsomewhat higher volatili-
ty of these series. Finally, we totally exclude@rndexes (except the PPI of
exporters), as our simple model would not be abldifferentiate between sup-
ply and demand shocks to prices, each having thesie effect on output. We
also ignored financial variables, such as exchaatgss, interest rates, asset prices
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and commodity prices. Their main disadvantage &r tholatility and merely
indirect connection to real activity. Similar camhsiations were made by
Camacho and Pérez-Quirés (2010; 2011) as well.

In Table 1 below we summarise the full list of rnidyp variables considered
for inclusion in the DFM. The third column shows thpproximate day of the
month in which new data is typically released far particular series. The fourth
column reports the month to which the new datatpoinresponds, whena is
the month in which the release occurs and, for @&m — 1 is the month pre-
ceding the month of the release. The last columorte data sources. Data are
generally downloadable from the websites of thepe@esve institutions. The
only exception is employers’ health care contrimsi, which are available upon
request from the Institute for Financial Policytbé Ministry of Finance of the
Slovak Republic.

Table 1
List of Monthly Indicators
Monthly indicator Category Approx. Month Avall. Source*
release day from
1| Index of production — industry production 10. m—2 | 2008 m01| SO SR
2 | Index of production — manufact. | production 10. m-2 | 2008 m01| SO SR
3 | Index of production — construct. | production 10. m—2 | 1998 m01| SO SR
4 | Retail sales sales 4, m-—2 | 2000 m01| SO SR
5| Car sales sales 4. m -2 | 2000 m01| SO SR
6 | Sales in industry + construct. sales 11. m-—2 | 2000 m01| SO SR
7 | Sales in industry sales 11. m-—2 | 2000 m01| SO SR
8 | Sales in manuf. sales 11. m -2 | 2000 m01| SO SR
9 | Employment in selected industrig labour market 11. m—2 | 2002 m01| SO SR
10| Flows to employment labour market 20. m-—1 | 2004 m01| SO SR
11| Free vacancies labour market 20. m-1 | 2002 m01| SO SR
12| Export foreign trade 9. m-2 | 1998 m01| SO SR
13| Import foreign trade 11. m—2 | 1998 m01| SO SR
14| PPl in exporting industries foreign trade 28. m-1 | 2003 m01| SO SR
15| Health c. contrib. of employers | income 30. m-1 | 2000 m01| MF SR
16| ESI Slovakia surveys 28. m 1998 m01| Eurostat
17 | ESI Eurozone surveys 30. m 1998 m01| Eurostat
18| ESI Germany surveys 30. m 1998 m01| Eurostat
19| IFO Germany surveys 25. m 1998 m01| CESifo
20 | PMI Eurozone surveys 23. m 1998 m07| Markit
21| ZEW Germany surveys 17. m 1998 m01| ZEW

Notes * SO SR — Statistical office of the Slovak RepapMF SR — Ministry of Finance of the Slovak Repub
lic, CESifo — Center for Economic Studies — Ifotinge Munich, Markit — Markit Economics Financiaffor-
mation Services Ltd., ZEW — Centre for Europeanroaic Research, Mannheim (Germany).

Source Institutions listed in the last column of theleabnd the author’s own considerations.

As suggested by previous applications of the sb&M (Camacho and
Pérez-Quirds, 2010; 2011) and found by the MontdoGsiudy of Poncela and
Ruiz (2012), the maximum number of variables tlaat loe included in the model
is limited to about ten. Otherwise the set of partars to be estimated grows
too large and maximum likelihood is not able tareate the system. In our case
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this means we need to reduce the list of indicatoiable 1 by more than half.
To achieve this, we picked one or two alternatiresn each category listed in
column 2 of Table 1, mostly based on correlatioite @DP growth.

The final selection of variables includes (1.pilesales, which approximates
domestic consumption according to the expenditypraach to measuring
GDP. The next variable, (2.) sales in industry a@edstruction approximate
GDP from the production point of view. Its advamagpmpared to other sales
sub-aggregates stems from its broad coverage afya ket of subsectors. The
third series, (3.) employment in selected industriepresents an important fac-
tor of production and reflects developments onlétur market. Employment
was preferred to flows into employment and freeam&tes because it is a some-
what less volatile alternative and is better catesd with GDP. The fourth vari-
able, (4.) exports, covers foreign demand for Stomatput, which complements
domestic demand in the expenditure approach to umiegsGDP. We favoured
exports to imports and exporters’ PPl due to tlghér correlation of exports
with GDP. The fifth indicator, (5.) health care @aoutions of employers, mim-
ics the income approach to measuring output andcisded to obtain a more
heterogeneous indicator base for estimating therammfactor.

The choice was somewhat more difficult in casesaff indicators, as their
correlation with GDP was high in all cases. Funtare, their correlations with
GDP were in some cases significant for several hgrags at the same time,
especially for ESI and IFO. In contrast, the Eurez®MI and the German ZEW
index were significantly correlated with GDP ontyane month. We found that
the above correlation pattern, i.e. concentratiorie month, is similar to the
first five groups of “hard” data. Therefore, in erdo keep consistency with the
rest of the variables in the model, we included Bwrozone PMI. The latter
indicator slightly dominated the ZEW index in terwiscorrelation with GDP.
Eurozone PMI can also be viewed as superior to ZEM to its broader geo-
graphical coverage.

3. Estimation

State-space models such as (1) — (3) are comnastiiyated by the maxi-
mum likelihood method. The unobserved sfaie subsequently filtered by the
Kalman filter. For this approach one needs to Isetinitial value off, in period
t = 0 and specify starting values for parametgrg, ¢, 0%, % andd?. A typical
assumption are diffuse priors, which is to set gdoo all starting values. How-
ever, in the case of more complicated model strastar small sample sizes one
can assist the estimation process by setting soatawbre informative priors.
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For the initial state of the factor we assumedffagk prior meanindi-o= 0
andu=o = 0. Starting values fo#;, f andg were set to 0.5, since if considering
xi andy; transformed to normalised values, we expecteckstienates to come
from the interval of 0 to 1. Next, we were forcedctlibrate the starting values
for variances?;, 6°, ands*, as their estimation failed even with startingues.
During calibration we reflected information frometiHodrick-Prescott (HP)
filter as a rule of thumb. Namely, we computed vheances of the gaps &f
andy;, where the gap comes from the HP filter with pa&em = 1.1° In most
cases we used the above HP gap variances in tibgatiah (see Table 2), ex-
cept for the variance of the idiosyncratic ternxgfi.e. the Eurozone PMI index.
Here we significantly increased the calibratedasace due to the high volatility
of this monthly indicator. Next, we also slightlycreased the calibrated variance
of the idiosyncratic term in (2)%,, so that coefficienf turns less than one as
a result. Finally, as for lags; in the last columns of Table 2, we slightly modi-
fied the lags suggested by correlations betwgemdy; in most cases to keep
in the range from O to 1.

Table 2

Calibrated Parameters
Equation Calibrated value | Implied by HP gaps (colr_rzglaalt?c;ns) (calt_liatl)?afé o)
Retail sales X1 % 0.6 0.6 2 0
Sales in indust. & constr.| x; | o%2 0.4 0.4 4 2
Employment insel. ind. | x;s | &%3 03 0.3 0 0
Export Xi | 0% 0.6 0.6 4 2
Health care contributions| xs s 0.7 0.7 2 0
Eurozone PMI Xs | 06 1.5 0.3 4 3
GDP v | 0.2 0.1 - -
Factor f, e 0.6 — — —

Source The author’'s own calculations.

4. Results

This section summarises estimation results ofstage-space model defined
in (1) — (3). Table 3 below reports parameter est@s. The model was estimated
on the time interval from the beginning of 200SEptember 2013 and data was
downloaded on November 6, 2013. All parameter egtmin Table 3 are statis-
tically significant at 5% and fall into the expettteange of O to 1. Not surpris-
ingly, the largest partial correlation with factipis found in case of the GDP
series. In contrast, the partial correlation of thetor with monthly indicators

16 parametet. was set to 1 judgementally with the aim to filsme of the volatility and to
keep only the main trends in each series.
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is somewhat diminished for employment, retail saed sales in industry and
construction, while the same coefficient is quiteali for the Eurozone PMI and
health care contributions (below 0.2).

This means that idiosyncratic variance seems toirtte their evolution and
so the common factor shows a diminished explangtowyer for the latter two
variables.

Table 3
Estimates
Equation Coefficient Standard error
1. Retail sales X1 a 0.53 (0.04)"
1. Sales in industry & constr. X2 az 0.36 (0.04)"
2. Employment in sel. indust. X3 as 0.81 (0.04)"
3. Export X4 as 0.32 (0.05)"
4. Health care contributions X5 os 0.12 (0.04)"
5. Eurozone PMI X ae 0.18 (0.07)"
6. GDP Wt B 0.99 (0.05)"
7. Factor f, ) 0.63 (0.06)"
Number of observations: 141
Estimation interval: 2002 mO1 : 2013 m09

Notes *, **, *** denote statistical significance at 1095% and 1%.
Source The author’s own calculations.

Figure 1

GDP and the Common Factor(%, g-o-q growth)
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Figure 1 above depicts quarterly GDP growth togethith the evolution of
the monthly factor. GDP growth is treated as obebin the third month of each
guarter and is assumed to be unobserved otherimissntrast, the estimated
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monthly factor is continuously observed in everyntho In this figure, the factor
is expressed as a contribution to GDP growth, nmegifie producff.. In Figure 2
we show a similar comparison for the six monthldidators included in the
model. This means the respective subfigures ilitista monthly indicator and its
component that is shared with the rest of the atdis including GDP growth.
The common component is again understood as tleIpr@fi.«.

Figure 2
Monthly Indicators and the Common Factor (%, m-0-m growth)
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Looking at Figure 2, we can infer that importatntistural breaks, such as the
impact of the global financial crisis in 2008 — 20@re apparent in all monthly
indicators as well as in the development of the mom factor. On the contrary,
the higher idiosyncratic volatility characterisfar some series (especially the
Eurozone PMI and health care contributions) doe®nter their sub-component
represented by the common factor.

5. Evaluation of Forecast Accuracies

In order to evaluate the accuracy of our small Dk&Iperformed a so-called
out-of-sample forecasting exercise in pseudo-rigad.t First we restricted the
end of the estimation interval to the end of 20€dtresponding with the pre-
crisis period. Next we gradually added new obseymatof monthly data and
GDP mimicking the publication calendar of the serith each step we re-
estimated the model and recorded its out-of-salfiqperast for GDP growth on
the horizon of up to three quarters ahead. For &8R quarter from 2008 to
2.Q of 2013 we made 12 forecast simulations. Theams 4 estimates for each
month within the quarter adding up to 264 forecaststal.

In the above exercise we used historical versainthe GDP series, which
were available at the time corresponding to eactulsition. In other words, the
last observation of GDP in each of the data virgagas the first release of that
quarter by the statistical office. Forecast eradrthe model were also computed
with respect to the first release.

Monthly data were used in their last availablesi@s as of November 2013,
as we did not have a vintage dataset at our disfmrsthose variables. However,
monthly data are typically not subject to such gigant revisions as quarterly
national accounts.

After recording forecast errors of the DFM on ttwgizon of up to three quar-
ters ahead we compared them to the forecast agcofao-called naive univari-
ate benchmark models. Following the related liteegt’ we used the AR(1) and
random walk models of GDP for this purpose. Thevaboenchmarks became
standard in the nowecasting literature, as theysample to estimate and at the
same time difficult to beat by other models duehe notable persistence in
GDP growth. To compare the performance of the nsodentioned, we looked
at out-of-sample root-mean-squared errors (RMSE}) two evaluation intervals
(see Table 4 below).

17 See for example the survey articles by Banburan@ine and Reichlin (2011), Baura et al.
(2013) and Stock and Watson (2011).
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Table 4
Root Mean Squared Errors (RMSE) of Out-of-sample Foecasts

Interval 2010 — 2013 Interval 2008 — 2013
RMSE +1Q +2Q +3Q RMSE +1Q +2Q +3Q
AR(1) 0.42 0.40 0.41 AR(1) 2.74 2.77 2.76
RW 0.38 0.37 0.53 RW 4.12 3.94 4.09
DFM 0.36 0.39 0.41 DFM 231 271 2.74

Source The author’s own calculations.

The first interval, reported in the left part bettable, focused on a less vola-
tile period of 2010 — 2013 with a smooth GDP grosthies. The second inter-
val was somewhat wider as it included the criseryd 2008 and reached to the
end of our sample in 2013 (right half of the TabRMSEs of the DFM by the
three horizons in columns of Table 4 are simplaaye RMSEs of twelve fore-
cast updates. The twelve updates in total come foumweekly updates in each
of the three months of a quarter.

Results in Table 4 above imply that the DFM is enaccurate than its bench-
marks one quarter ahead in both evaluation intervidlis result holds especially
in the wider period including the crisis.

However, on longer horizons of two or three quartghead we must note
that forecast errors differ only slightly, whileetibFM performs slightly better
than its alternatives in most cases. Hence we roaglgde that the DFM seems
especially valuable on the shortest horizon andiratdbusiness cycle turning
points. The latter result and also the finding tinatlels using monthly data tend
to outperform simple univariate models is in linghathe conclusions of related
studies®

Conclusion

This paper is the first to estimate a small dymafactor model for now-
casting GDP growth in Slovakia. Unlike some of tetated studies from Slo-
vakia and the CEE region, we use historical virgagethe GDP series in our
out-of-sample forecast evaluation. This makes ttzduation more realistic. Our
findings indicate that the DFM tends to outperfatsnunivariate benchmarks in
forecast precision.

18 Note that a more detailed quantitative comparisbour results with other studies from
Slovakia is not feasible. This is because Feldleércat al. (2015), Hiek, KarSay and Vavra
(2015) and Ruagik and Juriova (2010) did not use vintage data BPGand considered different
evaluation periods. Quantitative results from ottmuntries are not directly comparable for simi-
lar reasons.
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This result holds especially on the shortest looriaf one quarter ahead and
on the evaluation period including the crisis 0020- 2009. The above finding
is consistent with other related studies of GDP ¢asting. Hence we may con-
clude that our small DFM incorporating monthly détaa valuable indicator of
business cycle turning points in Slovakia.

As its further advantages, the DFM allows for treqt updates of the forecast
that take into account new data releases in amatio way. These features
make it suitable for institutions, which monitor nbly indicators of the real
economy on a regular basis.
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