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Abstract: This paper examines the evolution of effectivel@nge rates in nine Central
and Eastern European countries in terms of devedopinends, volatility and cyclicali-
ty. Consequently, it provides direct empirical eride on the nature of the relationship
between effective exchange rates and selected s@miomic fundamentals, address-
ing a key precondition of numerous exchange ratergdenation models and theories
that attempt to explain the role of exchange ratethe economy. The results suggest
that flexible exchange rate arrangements are tefleio both nominal and real effective
exchange rates having higher volatility and vatfigbiFurthermore, the results provide
mixed evidence in terms of intensity, direction a&ydlicality, but show a weak correla-
tion between exchange rates and fundamentals.ciudtiy high coefficients are found
only for money supply. Consequently, using fundataenfor the determination of
exchange rates and using the exchange rate toirexgganomic development may be of
limited use for the countries analyzed.
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Introduction

Since the collapse of the Bretton Woods systenhé1970s and the introduction of
floating exchange rates that followed in many caast there has been a continued
debate as to whether and how exchange rates ateddb economic fundamentals. In
literature, an enormous number of models have lpeeposed during the floating rate
period which assume that various macroeconomialbles influence exchange rates.
Many studies have been published that show an emapapplication of these models
and that aim to explain exchange rate behavioroard/ predict future exchange rate
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development. The most influential and widely usemteis from this period are based
on the principles of purchasing power parity antrest rate parity or belong to the
class of monetary models of exchange rate detetimméCheung et al., 2005). We can
use these monetary models as an example of a dionaset of fundamentals that are
usually applied. The fundamentals shared by allefoftom this class include differen-
tials in money supply, output in the form of graksmestic product or income, long-
term interest rate, inflation rate and trade badaiizal Bianco et al., 2012).

However, Meese and Rogoff (1983) found that fund#ais-based exchange rate mod-
els fail to outperform random-walk models. Addiédly, De Grauwe and Grimaldi
(2006) and other researchers have provided moentrexidence that the relationship
between exchange rates and macroeconomic variebtasely supported by real data
and the respective models often fail empiricalljeTmissing relationship between ex-
change rates and macroeconomic aggregates is kaswre “exchange rate disconnect
puzzle” and is one of the six major puzzles in rimé¢ional economics described by
Obstfeld and Rogoff (2001). As Jindrova (2007) peiout, the exchange rate discon-
nect puzzle consists of two separate phenomenafifshaefers to the exchange rate
determination puzzle and draws on Meese and Rqd683). The second part of the
puzzle refers to extreme (excessive) exchangevrdigility with respect to other mac-
roeconomic fundamentals. There is also evidencethigabusiness cycle properties of
macroeconomic aggregates are only slightly affetigedhe exchange rate regime ap-
plied (Dedola and Leluc, 2001).

The interaction between exchange rates and maaroeto variables can also be ex-
amined from the opposite perspective, i.e. how arge rates affect the fundamentals
and the overall economy. It is important to retfadit exchange rates can matter both in
terms of their level and volatility.

One of the major channels through which the exchaate affects economic conditions
is through its impact on prices. The effect ocaitiser directly through import prices or
indirectly through the impact of price changes eal incomes, customer spending and
trade flows, with feedback effects on overall prieeel. The second key way that the
exchange rate affects the economy is through igganon international trade flows via
the expenditure-switching effect. An appreciatinrdomestic currency implies a reduc-
tion in exports and an increase in imports, resglin an overall deterioration in the
trade balance and thus reducing the net tradeibatitm to GDP growth. Thirdly, a
crucial channel through which exchange rates infteethe economy is by their effect
on the total volume of foreign direct investment @ne allocation of investment spend-
ing across a range of countries. When a currenpyegates, it increases that country’s
wages and production costs relative to those ofoitsign counterparts. If all else is
equal, the attractiveness of the country expenmnoeal appreciation therefore decreas-
es, and the country is likely to receive less pobide capacity investment.

Many researchers have tested for these effectsrieal}y, in a broad spectrum of coun-
tries and time periods. However, the evidence piediby their studies is rather mixed,
and the effects of exchange rates on the econowne dféen been found to be insignifi-
cant. For instance, Di Mauro et al. (2008) analytedichanging role of exchange rates
in the global economy of the euro area. They catediuthat the pass-through effect of
exchange rates on both prices and exports hasdddis a result of globalization. Fur-
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thermore, ambiguous findings on exchange rate tsffeere reported by An and Wang
(2012), Hoffmann and Holtemdller (2010) and others.

This paper aims to respond to the inconsistencéwden a strong theoretical founda-
tion for the relationship between exchange ratesraacroeconomic fundamentals and
the weak results obtained in empirical studiesasolfs main objective is to identify the
nature of this relationship in selected Central Badtern European countries (CEECS).
In addition to providing direct empirical evidenoe the relationship between effective
exchange rates and a number of fundamentals, weatgdhe short-term volatility and
medium-term variability of the exchange rates iesth countries. In our empirical esti-
mation, we consider the business cycle and cydgticgperties of the variables, which is
necessary in order to properly examine the relatign We work with data for a group
of nine CEECs: Bulgaria (BUL), Czechia (CZE), Es#(EST), Hungary (HUN), Lat-
via (LAT), Lithuania (LIT), Poland (POL), Sloven{&LO) and Slovakia (SVK). All of
these countries are members of the European UaDI); eight of them joined the EU
in May 2004, while Bulgaria became an EU membetesita January 2007. Romania
was excluded from the dataset due to data irreityular

This research is motivated by several factors.tFirsry few such studies have been
published on the new EU member states. Second,goat is to expand current
knowledge on the topic by using effective rathemtibilateral exchange rates, so as to
better reflect the real economic environment inalitéountries interact with each other.
Third, according to economic theory the developnwrgxchange rates is particularly
important to open economies, such as those of B€GS. Fourth, with the current very
low (almost zero) interest rates, exchange ratge baen used as a standard monetary
policy tool by many central banks. Therefore, thkevance of this subject for policy-
making has greatly increased. To mark out the sobfiee paper even more precisely it
is critically important to note what is not studiadd thus not reported in the paper: we
neither evaluate the relevance of macroeconomiceggtes in exchange rate determi-
nation, nor attempt to predict exchange rate dgaémt or estimate the effect of ex-
change rates on the economy.

The paper has three sections. In the first sectiengdescribe the evolution of effective
exchange rates in the CEECs. We apply various tgelsa to examine short-term vola-
tility, medium-term variability and the phases bétdevelopment cycles. Our findings
on exchange rate dynamics and phases of cyclics@lalgment serve as a starting point
for further empirical analysis. In Section 2, weraduce the dataset and empirical
methods used for assessing the cyclical relatipniséiween exchange rates and select-
ed macroeconomic aggregates. The results of thes-carrelation between exchange
rates and macroeconomic aggregates are reportediscussed in Section 3. In the
conclusion, we summarise our main findings and tingplications.

Stylized facts on effective exchange rates

In this section, we examine several aspects odthelopment of effective exchange
rates in the CEECs. An effective exchange rate rmamlefined as a measure of one
economy’s currency against a basket of foreignengies. Each currency in the basket
gains a specific weight based on internationaldrpdtterns. The effective exchange
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rate can be calculated both in nominal and reahgehe real effective exchange rate
(REER) differs from the nominal effective excharrgée (NEER) in that it is adjusted

for the domestic price level, relative to pricedksvin other foreign countries. Since all
of the CEECs that we analyze are open economigslatively small size, they are

heavily involved in international trade and capftalv, and have international econom-
ic activities with many foreign countries. Hence uge the effective rather than bilat-
eral exchange rates, because they capture theof@®change rates in the economy
more comprehensively and reliably.

The behaviour of effective exchange rates can ladyzed using three time horizons,
which differ in their determinants, characteridatures and policy implications. Ac-
cording to Mabin (2010) and as depicted in Figuréh&se three approaches to analyz-
ing the effective exchange rates are as follows:

e The long-term level, which can represent an avemgequilibrium exchange
rate. This long-term level can be constant oveeton can show a long-term
trend of continuous domestic currency appreciadiodepreciation.

* Medium-term cycles or swings, which reflect devias from the long-term
equilibrium level. The length of the cycle may leweral years, and we refer to
this as exchange rate variability.

» Short-term volatility, which reflects month-to-mbénthanges in effective ex-
change rates, up to a maximum of one year. We baeree this as the ex-
change rate moves around the cyclical exchangeThtse fluctuations in the
real effective exchange rate usually stem from gbanin the nominal ex-
change rate.

Figure 1 Stylized path of the evolution of effectig exchange rates

Long-term level Medium-term cycles Short-term volatility

Source: Authors’ adaptation based on Mabin (201()p

Next, we will introduce the evolution of effectiexchange rate indices in the CEECs
during the period under examination. In additior will explain the development of
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the exchange rate arrangements applied in the CBE&Eswill then focus on two as-
pects of exchange rate development: short-terntilfglaand medium-term variability
in the nominal and real effective exchange ratesiescribed above.

The evolution of effective exchange rates in the ntext of exchange rate re-
gimes

Since the entire analysis reported in this papbaged on effective exchanges, we must
briefly present and discuss the evolution of NEEBRd REERs for the CEECs that we
examine. We obtained the time series of both exghaate indices from the Bank for
International Settlements database, and use da&iog the period from January 1998
to March 2015 on a monthly basis. The exchangeingiees cover 61 partner econo-
mies and are constructed such that an increase iexichange rate represents an appre-
ciation of the currency.

Figure 2 shows the evolution of these two indicesr @ period of 14 years. It is evident
that the CEECs followed very different developmpaths, particularly in the case of
the NEER. During the first five years of the exaetmperiod the gap between the most
appreciated (Lithuanian litas) and most depreciatedency (Slovenian tolar) expanded
to almost 70 percentage points. Since that timeerggrconditions have not changed
significantly and we can distinguish three groupsauntries. The first group consists
of Lithuania and Czechia, whose currencies achig¢liedargest nominal effective ap-
preciation, 62.3% and 50.1% respectively. By catirhe second group is composed of
Hungary, Slovenia and Poland, whose currenciesegéegied over the 14 years and
whose exchange rate values at the end of 2013 wea&er than their January 1998
starting values by 18.4%, 17.3% and 3.2% respdygtiv€he third group includes Slo-
vakia, Bulgaria, Estonia and Latvia, whose curresighaintained a nominal effective
appreciation of approximately 20% over the perigangined.

Figure 2 NEER and REER evolution in the CEEC (01/198-03/2015)
NEER REER

1-1998

ooooooooooooooooooooooo

LIT e POL e SLO = SVK HUN == LAT LIT e POL s SLO s SVK

Source: Authors’ calculations based on data from Bank for International Settlements

The evolution of the REER seems to have been moneogeneous across the CEE
region over the first five years of the period undeamination. All the currencies share
a common trend of real appreciation and the rateesed was approximately 15%.
While this trend generally continued, after 200@ place of appreciation started to differ
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between the countries. Slovakia and Czechia expaac the fastest real appreciation
during the pre-crisis period, followed by HungandaBulgaria. In July 2008, the rate of
appreciation reached almost 85% in Slovakia and BO@zechia, as compared to Janu-
ary 1998. The Hungarian and Bulgarian currencigsegpated by 60% and 55% respec-
tively during the same years. Real appreciatioefiactive terms reached about 30% in
all of the Baltic States, but less than 10% in 8fo&. In the post-crisis period, the ex-
change rates stabilized at the levels that emeadted the culmination of the volatile
crisis period, and so the REER did not change fogmitly in any of the countries stud-
ied.

Table 1 Overview of exchange rate arrangements agptl in the CEEC

Bulgaria managed floating currency board
Czech . . .
Republic peg with horizontal bands managed floating
Estonia currency board ERM2 eurozone
Hungary adjustable peg crawling peg peg with horizontal bands managed floating
Latvia floating conventional fixed peg ERM2
Lithuania floating currency board ERM2
Poland crawling peg free floating
Romania free floating managed floating
Slovalk eg with horizontal bands managed floatin; ERM2 €urozone
Republic peg ) g 8
Slovenia managed floating crg:ﬁ:jng ERM2 eLrozone
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

Source: Mirdala (2013, p. 470)

Many aspects of the effective exchange rate dewatop can be fully or partially ex-

plained by the exchange rate arrangements appli&héh country. The CEECs have
used various regimes since the beginning of thednemic transformation, as can be
seen in Table 1. For example, both the NEER andRRE&fE substantially more volatile

in Czechia, Poland and Hungary during the crisisople These sharp ups and downs
within a short period of time distinguish these mimies from the rest of the CEE region.
Not surprisingly, these were the only three coestihat still had their own national

currency and followed some form of floating exchamngte regime at that time.

Interestingly, Table 1 shows considerable diveritgxchange rate regimes among the
countries. However, several groupings of countfilewed similar strategies in their

exchange rate policy. The small Baltic countriesfgnred a fixed arrangement from the
very beginning of the transformation process ing¢hdy 1990s: Estonia and Lithuania
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adopted a currency board regime, while Latvia fed a conventional fixed peg ar-
rangement. The inclination toward a fixed excharage in the Baltic States persisted
over the entire period analyzed, and was replacddlty membership in the euro area
(Estonia in 2011, Latvia in 2014) and obligatoryrtjggpation in the Exchange Rate
Mechanism Il (ERM II).

Even though Czechia, Hungary, Poland and Slovakibagked on a path of transfor-
mation with a fixed or semi-fixed exchange ratemegin the form of peg with horizon-
tal bands or crawling peg, these countries alldwitl to a managed or free floating
arrangement after facing a currency crisis anditer @ompleting most of the transfor-
mation process. Of these, only Slovakia plannepbito the euro area and replaced its
national currency with the euro in 2009. Due tow level of reserves and despite high
inflation rates, Bulgaria and Slovenia first adabtemanaged floating arrangement and
then moved to a less flexible exchange rate regBodégaria implemented a currency
board due to lack of credibility and Slovenia adgabt crawling band followed by a
strategy of expedited membership in the euro aMgen interpreting the evolution of
NEERs and REERs in the CEECs we must take intoideration these differences in
the applied exchange rate regimes, and be consofotie fact that deviations in the
REER in countries with fixed arrangements are myadriven by changes in relative
price levels.

The volatility of effective exchange rates

This section of the paper is focused on the skwn+tvolatility of NEERs and REERS.
Accordingly, we calculate the monthly changes ie #txchange rate measures and
compute a simple average of these changes ovemtire estimation period. In Figure
3, we present the means and standard deviatiotie athanges (left graph) and means
and standard deviations of absolute changes (mghph). Whereas the mean of
monthly changes mainly demonstrates the prevalehg®sitive or negative exchange
rate movements, the mean of absolute changegdtasttheir volatility. Additionally,
we calculate another standard indicator of votgtilithe standard deviation. While the
results of this measure are different from thosmiabd with the means, the standings
of the countries and the interpretation of the itssemain the same.

The diverse evolution of NEERSs, depicted in Fig@reis reflected in the means of
monthly changes seen in Figure 3. The countriesetkgerienced nominal depreciation
display negative mean figures or values close to.Zéonversely, the countries with the
highest rates of nominal appreciation exhibit thghest positive means of monthly
changes. Nevertheless, when assessing the shortefatility of the effective
exchange rates, we should focus primarily on thamud absolute monthly changes.

Two important findings can be observed in Figurd-isst, the short-term volatility of
the REER is higher than the volatility of the NEER all examined countries.
Apparently, changes in relative price levels in @EECs in relation to other trading
partners usually support changes in the NEER ankenREER movements more
sizeable. This finding is also obvious in courtditileat are part of the monetary union or
that fix their national currency against anotherrency. In this instance, an economy
can only achieve stability against that currencyicwhwill fluctuate against other
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currencies. Additionally, the real exchange rateinfluenced by relative price
movements, which depend on a range of factors daahot be controlled even in a
country with a fixed regime.

Figure 3 Effective exchange rate volatility (01/199-03/2015)

Monthly changes Absolute monthly changes
0.35% 0025 1.80% 0.016
0.30% ¢ 1.60% s o 0.014
0.25% ¢ 002 1.40% 0.012
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Mean NEER Mean REER @St Dev NEER A St Dev REER Mean NEER Mean REER @St Dev NEER A St Dev REER

Note: Means of changes are on the left axis, stahdaviations of changes are on the right axis
Source: Authors’ calculations based on data fromBank for International Settlements

The second finding is that the countries that hlaeen using a floating regime over
most of the analyzed period and during the turbiuteisis times show markedly higher
exchange rate volatility than the countries witkefl regimes. The most volatile
effective exchange rates were revealed for Polaed loating) and Czechia (managed
floating) and Hungary (managed floating in combimatwith a peg with wide
fluctuation bands). The lowest levels of volatiktsere found in Slovenia and Estonia.

Cycles in effective exchange rate development

Although an economy may have a volatile currenay exchange rate on a short-term
basis, this need not necessarily result in largeh@xge rate cycles. We apply two
measures to assess the medium-term variabilityffetcteve exchange rates and to
identify cycles in exchange rate development. Tirst s a high/low analysis over the
whole exchange rate time series. It shows the ramgeveen the maximum and
minimum value of the exchange rate and indicates gpan of the exchange range
variability. The ranges are delineated in FigurlodNEERs as well as REERs. The
graphs are supplemented by values of mean and megiange rate. The latest value
in the exchange rate time series is from March 2015

The results suggest that the variability of exclearates differs for NEER and REER
for all of the countries studied. While the mosti@hle NEERs can be found in Czechia,
with a range of about 79%, followed by Lithuani®¥&) and Slovakia (61%), the most
variable REERs were identified in Slovakia (118%)echia (83%),Bulgaria and
Hungary (both 70%). By contrast, the least variabtehange rates in both measures
were identified in Estonia (26% for NEER and 38% REER) and in Slovenia (29%
for NEER and 12% for REER).

164



Figure 4 Effective exchange rate variability — higow analysis (01/1998-03/2015)
NEER REER
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W Range Mean Median ®End W Range Mean Median BEnd
Note: The range is the difference between the Bigdred lowest exchange rate over the examined
period calculated as Range = (max — min)/min. Tieam median and end figures are presented
in percentage form relative to the minimum valuehef exchange rate series. The end figure
refers to March 2015.
Source: Authors’ calculations based on data fromBank for International Settlements

These findings closely correspond to the short-teofatility measured using the mean
of absolute monthly changes. For most of the ciestthe variability range seems to
be balanced, as the mean and median values asatesitin the middle of the range.
Regarding the exchange rates in March 2015, onecoaolude that the most recent
exchange rate levels represent neither a peak rtasugh in any of the “floating”

countries. The only exception is the NEER in Hugg&n the other hand, the recent
figures for the NEERs and REERSs in Bulgaria, Lithiasand Slovakia are very close to
these countries’ historical highs, while both exu® rates in Slovenia depreciated to
near historic lows in March 2015. This finding cionfs that the exchange rate in
countries with an independent national currency fioating exchange rate regime can
absorb a portion of a macroeconomic shock suchhadinancial crisis followed by

recession more easily than countries with fixedmeg, or members of the euro area.

Despite being a relatively simple indicator, thghfiow analysis provides evidence of
the variability of individual exchange rates whesmpared internationally. However,
this approach cannot be effectively applied as aswme of variability and cycles if a
series exhibits a structural change in developnmfémthermore, the high/low analysis
may miss important information about the size @fiedént cycles, and can be influenced
by changes in the equilibrium levels of exchangeesaTherefore, Mabin (2010)

recommends that high/low analysis be applied injwurtion with a more robust

peak/trough analysis.

The peak/trough analysis certainly captures mofarimation about the medium-term
variability than the high/low analysis. However siiffers from one serious drawback:
there are no hard and fast rules for the identificaof peaks and troughs in the cycle,
and these must be determined by the individual areber. Therefore, numerous
techniques and procedures have been used to dedirterning points of such cycles.

We use two generally accepted rules for the idieatibn of peaks and troughs. First,
the distance between two consecutive peaks (trougisuld be at least 30 months.
Second, each phase of the cycle (peak-to-trouginoagh-to-peak) should be no less

165



than six months long. After applying this approaele obtain results showing the
amplitude of the exchange rate cycles; these mesukt reported in Figure 5. Our
approach for detecting the peaks and troughs diffem the method used in Schmidt-
Hebbel (2006), which would have generated many Ispia@ses within a short time
period.

Figure 5 Effective exchange rate variability — pealtrough analysis (01/1998-03/2015)
NEER REER
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m Amplitude ® Monthly amplitude A Weighted monthly amplitude m Amplitude ® Monthly amplitude A Weighted monthly amplitude

Note: The amplitude is generally calculated asdifference between consecutive peaks (troughs)
and troughs (peaks), divided by the midpoint betmibe peak and trough. The reported figure of
amplitude (left axis) is the average of all complugenplitudes for the respective currency over
the period of examination. The monthly amplitudghfraxis) is the mean of the average monthly
amplitudes of all identified peak/trough cycles.eTleighted monthly amplitude (right axis)
reflects the length of the cycle and assigns adrigieight to longer cycles.

Source: Authors’ calculations based on data from Bank for International Settlements

When we compare the results of the peak/troughhagldllow analyses, we find that
they are not similar. In addition, the conclusiome can draw from each of these
analyses as to which economies operate with the vaosble effective exchange rates
differ. As far as NEERs are concerned, with thekfteaugh analysis the highest
variability was found in Poland, Hungary and Slaaakwhile the lowest average
amplitude was found in Slovenia, Bulgaria and Eistonf we take REERS into
consideration, the most variable exchange raterdogpto this method was in Slovakia,
followed by Bulgaria and Poland, and the least aldd exchange rates were in
Lithuania, Estonia and Slovenia. The average auogsitfigures generally correspond
with the average monthly and average weighted nipramplitude values. A high
average amplitude is thus usually closely assatiafén high monthly amplitudes and
vice versa. The only exceptions are for the REERBLUlgaria and Slovakia. In these
time series, our results indicate that there weaitg a few long and ample phases in the
cycle (three phases in Bulgaria and four phas&awakia), which naturally makes the
average amplitude relatively high and the montinhpktudes relatively low.

Detailed information on the effective exchange reyeles is presented in Table 2,

where we report the mean duration of the phasesageeamplitude and cumulative

exchange rate change separately for the peak-tgitrand trough-to-peak phases. We
also indicate how many times the respective cybl@sp occurred during the complete
period of estimation.
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Table 2 Amplitude and duration of effective exchang rate cycles (01/1998-03/2015)

Bulgaria Czechia Estonia
NEER REER NEER REER NEER REER
Peak-to-trough
Number of occurrences 3 2 5 5 6 4
Mean duration (months) 25.3 32.0 12.8 14.2 10.8 14.5
Mean amplitude (%) 3.36% 6.33% 10.00% 11.03% 3.79% 4.11%
Cumulative change (%) 10.07% 12.67% 49.99% 55.16% 22.72% 16.44%
Trough-to-peak
Number of occurrences 3 2 5 4 7 4
Mean duration (months) 35.3 68.0 232 31.5 19.3 31.0
Mean amplitude (%) 9.16% 28.00% 16.71% 19.14% 6.42% 9.35%
Cumulative change (%) 27.47% 55.99% 83.57% 76.56% | 44.91% 37.74%
Hungary Latvia Lithuania
NEER REER NEER REER NEER REER
Peak-to-trough
Number of occurrences 5 5 3 4 3 3
Mean duration (months) 222 16.2 31.0 16.0 20.7 243
Mean amplitude (%) 17.11% 13.76% 8.77% 7.85% 3.66% 4.97%
Cumulative change (%) 85.56% 68.78% 26.31% 31.41% 10.97% 14.91%
Trough-to-peak
Number of occurrences 4 5 4 5 4 4
Mean duration (months) 20.3 22.0 26.5 26.8 34.3 315
Mean amplitude (%) 14.95% 19.24% 11.42% 11.29% 15.62% 11.85%
Cumulative change (%) 59.82% 96.22% 45.68% 56.47% 62.46% | 47.41%
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Poland Slovenia Slovakia

NEER REER NEER REER NEER REER

Peak-to-trough
Number of occurrences 4 6 2 3 3 2
Mean duration (months) 213 16.5 56.5 32.0 19.7 16.5
Mean amplitude (%) 23.13% 13.81% 14.40% 5.92% 9.41% 8.81%

Cumulative change (%) 92.51% 82.86% 28.81% 17.75% 28.23% 17.62%

Trough-to-peak

Number of occurrences 4 5 3 3 3 2
Mean duration (months) 27.0 20.6 253 30.3 42.7 78.5
Mean amplitude (%) 22.12% 17.40% 3.70% 6.17% 19.45% 38.23%

Cumulative change (%) 88.50% 87.02% 11.10% 18.52% 58.35% 76.46%

Source: Authors’ calculations based on data from Bank for International Settlements

As a result of our computations, we can draw twaoegal conclusions about the

effective exchange rate cycles. First, the peaketogh phases are usually shorter than
the trough-to-peak phases of the cycle. The exmeptio this rule are both exchange
rate indices in Slovenia and the NEER in Latviacd®el, a corresponding conclusion

can be drawn from the figures for the mean ampditad the phase. The average
amplitude of the peak-to-trough phase is commoblyer than the trough-to-peak

amplitude. This rule holds true in 16 out of 18esa@the exceptions are for the NEER in
Hungary and Slovenia).

In addition to these general conclusions, we caso atompare the national
characteristics of the exchange rate cycles. Thgdst average downward phase of the
cycle was identified in Slovenia (56.5 months fbe tNEER and 32 months for the
REER). While the longest peak-to-trough phase ifERElso occurred in Slovenia (80
months), the longest decline in REER was revealdligaria (39 months). Conversely,
the shortest average peak-to-trough phase for BERNwas found in Estonia (10.8
months) and for the REER in Czechia (11.2 monthkg shortest downward phase of
the cycles was 6 months; this was observed in pleltases across the CEECs.

Regarding the trough-to-peak phase of the cyclecare summarize that the longest
average phase was identified in Bulgaria for theERE43.5 months) and in Slovakia
for the REER (77 months). The same countries akpereenced the longest upward
phases. However, the indices are reversed when ar@ehpto average figures. The
longest trough-to-peak NEER phase occurred in Kiavd01 months) and the longest
phase in the REER was found in Bulgaria (128 mgnfhise shortest average duration
of the trough-to-peak phase in the NEER was catedlfor Estonia (18 months) and in
the REER for Hungary (22 months). The shortest ugvpdase of the cycle lasted 7
months and occurred several times in various c@str
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Data and methodology for analysis of the cyclicalelationship between ex-
change rates and macroeconomic fundamentals

The data gathered consist of the quarterly grossedtic product (GDP), long-term
interest rates represented by 10-year governmemd lycelds, the inflow of foreign
direct and portfolio investment, the money suppkpressed as the M2 monetary
aggregate, and the nominal and real effective exgdhaates (NEER and REER) over
the period from January 1998 to December 2013idfathta are available for some of
the countries, but we preferred to work with a d¢stesit dataset that excludes
observations from turbulent years during the 1990& data are in national currencies,
market prices, and are seasonally adjusted. Theetafé exchange rate series used in
this part of the paper are composed of 37 mairirtgagartners. The Eurostat database
was used for all of the data collected on the esgnand finance and the time series of
investment inflow were obtained from the databadewational central banks. We focus
only on the relationship between exchange ratesngatoeconomic fundamentals, but
the data also supplies evidence about the reldtipasbetween exchange rates and
microeconomic (industry-level or company-level)igators, see e.g.tRkova (2012).

We converted all of the series into logs and ukedHodrick-Prescott filter (HP filter)
to obtain a cyclical component for each time seiiés then applied cross-correlation to
all of the combinations of changes in the cyclioaiponent of the NEER / REER and
the macroeconomic variables.

We estimate an unobservable time trend for timesesariables using the HP filter, in
order to obtain a smoothed-curve representationishaore sensitive to long-term than
to short-term fluctuations. Hodrick and Prescattfintroduced this procedure in 1980
to estimate business cycles. Interestingly, thapep (Hodrick and Prescott, 1997) was
published only 17 years later, after the filter halleady been widely used in
macroeconomics. An observable macroeconomic timmessavill be denoted by, .
Using the HP filter, thely, decomposes into a nonstationary trgp@dnd a stationary
residual cyclical component which gives the following formula:

Ye =gt ¢ 1)

It should be noted thaf, andc, cannot be observed. This means that sinde a
stationary process we can thinkygfas a noisy signal for the nonstationary trgpnd
Thus, the problem condenses down to how to extnaetstimate foy, from data ory;.

This problem is solved by use of the HP filter, ethallocates some weight to a linear
trend against the signg@). That weight is represented byIf there is no noise then the
signal is fully informative and is set to zero. Ag increases, more weight is given to
the linear trend, and fok — oo, g, approaches the ordinary least squares estimate of
against a linear time trend. From their researabiridk and Prescott found thatcif

and the second difference gf, AAg,, are identically and independently distributed

normal variables with mean zero and variamfr;sandaAZAgt, then the best choice #f
2
is UZCf . In general, high frequency data are noisier tbanfrequency data series, and
AAge

therefore require a higher value bfFor quarterly data, Hodrick and Prescott advised
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that a value oft = 1600 is reasonable. Assuming an adequately chosertjygogalue
of 4, there is a trend component that will minimize:

T T-1
min Z(J’t - g0)° +AZ[(gt+1 - 90— (9t — 9D 2
ekt £ t=2

This equation’s first term is the sum of the sqdatteviations, which imposes a penalty
on the variance of the cyclical component. The sdderm is a multiplé of the sum of
the squares of the trend component’s second diffe® It also penalizes variations in
the growth rate (lack of smoothness) of the tremmhonent. This means that the larger
the value of4, the higher the penalty. Specifically, the HPefiltdentifies the cyclical
component; fromy, by the trade-off of the extent to which the trednponent keeps
track of the original serieg (good fit) in relation to the prescribed smoottmesthe
trend componery,.

Cross-correlation is a standard method for estimgatie degree to which two series are
correlated. It assesses how one reference timesseoirelates with another time series
as a function of time shift (lag). This method daes yield a single correlation
coefficient but rather an entire series of corietavalues. A whole series of correlation
coefficients is achieved by shifting one of theieerforward and backward in time.
Cross-correlation is significant when studying te&ationship between time series for
two reasons: first, because one series may haetaged response to the other series, or
a delayed response to a common stimulus that affeth series. Secondly, one series’
response to another series or to an outside stgmmay be “smeared” in time, such that
a stimulus restricted to one observation elicitesgponse at multiple observations. As is
the case with all correlations, cross-correlatiafi 8how only statistical associations
rather than causation. Therefore, we cannot saythe&hehanges in one time series
cause changes in the other, but only whether tloesevies behave as if this were the
case.

When we examine two financial series andy,, it can be seen that the cross-
correlation at lag (lead is defined as follows:

cov(Ye4k Xr)

( t+ks t) =
PR \/V(yt+k)\/v(xt)

T ZZ:k—l(yt+k - my)(xt —my) 3)

(T + k)JZZ:k(YHk - my)z e —m

where p is the correlation coefficient anth, and m, are the means of the
corresponding series. It should be noted that ¢hies can be related in three possible

ways: (i) y, can leadx; (p(Ve—k, x:) # 0), (i) y; can lagx; (p(Vesr xc) # 0), (iii)
series can be contemporaneously relgpéet,(x,) # 0).
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Cross-correlation between exchange rates and macroenomic fundamentals

We expand the research completed by Duarte e2@07) and Stavarek (2013) by
running cross-correlations for all eight possibtambinations of exchange rates and
macroeconomic fundamentals for each country. Caresgty, we apply a time shift of
up to four lags (leads) on the time series of erghaate cycles relative to the cycle in
the macroeconomic fundamental variable. Thus, wesag that the exchange rate leads
the fundamental bk quarters if|p(y.4x, X:)| iSs @ maximum for a negative, the
exchange rate is synchronous with the fundameftal(y;,,x;)| is @ maximum for

k = 0, and the exchange rate lags the fundamenial(jf..,, x;)| is @ maximum for a
positivek. In Figure 6 we present the correlation coeffitsethhat we obtain from this
analysis. As can be seen, we report cross-cowakafior each country, as well as the
average value for the entire group. We completeattaysis of cross-correlations based
on the work of Rand and Tarp (2002). We define ¢Rehange rate as procyclical,
acyclical, or countercyclical depending on whetter respective correlation coefficient
is positive, zero, or negative. Additionally, weede the exchange rate to be strongly
correlated if0.26 < |p(yir,x:)| <1, weakly correlated i0.13 < |p(Veir x0)| <
0.26 and uncorrelated 0 < |p(y; 41, x:)| < 0.13.

Regardless of the macroeconomic fundamental usethencross-correlations, it is
apparent from the graphs that the results diffestntially across the countries both in
terms of the value of the correlation coefficiemtsd as regards the shape of the
correlation curves. Therefore, the group of nineECE examined in this study can by
no means be considered to be homogeneous in tdrthe ocelationship between their
effective exchange rates and their macroeconongjceagtes.

Before we proceed to discuss the relationshipseiail] it is necessary to explain how
these correlation curves should be interpreted. dAfe see that the pattern depicted
resembles either the letter S or the reverse |&teFhe S-curve shows that positive
correlation coefficients can be found only betwethe current value of the
macroeconomic fundamental and the future valudefeixchange rate. In other words,
the exchange rate is procyclical if it lags thedamental but countercyclical if it leads
the fundamental. By contrast, the reverse S-cumpliés the opposite relationship
pointing to the procyclicality of the leading excige rate and the countercyclicality of
the lagging exchange rate.
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REVIEW OF ECONOMIC PERSPECTIVES

Figure 6 Cross-correlation between macroeconomic flamentals and exchange rates
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Note: Lags and leads refer to the time shift ofékehange rate series. Estonia is not included in
the cross-correlation with long-term interest rathse to data unavailability.

Source: Authors’ calculations

The use of two types of effective exchange ratécew in the correlation analysis
resulted in considerably different results. White trelationships between the NEER
and GDP seem to be more consistent across therimjrihe correlations between the
REER and GDP vary extensively, while yielding higloerrelation coefficients. The
average of the absolute values of the correlataefficients with the REER is higher
than the average with the NEER in eight countfléee REER leads the GDP by 1 to 3
qguarters. The correlation coefficients are gengrptisitive and range from 0.14 for
Hungary to 0.57 for Estonia, indicating that théaaxge rate is procyclical as a leading
variable. However, Lithuania and Slovenia show highest coefficient if the REER
lags GDP by four quarters. The coefficients areraximately -0.28 and document the
countercyclical behaviour of the REER as a laggiaugable.

Our correlation analysis between long-term interasts and exchange rates results in
mixed evidence but reveals one common finding. dltkh eight countries report higher
correlation coefficients with the REER than the NEBRhese differences are not
significant and are generally smaller than 0.10.ilgVthe correlation peaks around lag
zero in some countries (Czechia, Hungary, Lithuan@hers display an S-curve
(Bulgaria, Latvia, Slovakia) and the remaining ci@s show a reverse S-curve
(Poland, Slovenia). The peak of correlation wite #EER around lag zero (e.g. 0.57
for Bulgaria and Lithuania or -0.51 for Hungarydlicates that the NEER is frequently a
coincident variable in relation to the long-termeiest rate. On the other hand,
correlations with the REER typically culminatehetREER lags the interest rate by two
or three quarters (e.g. 0.65 for Bulgaria, 0.45 8lovakia or -0.37 for Poland).
Nevertheless, it is impossible to draw any universanclusion on the form of
cyclicality of the REER, because it varies from iy to country. The relationship
may also be biased due to the use of foreign cciegsrin lending and the issuance of
debt instruments (Kiss and Schuszter, 2014).

The results of our cross-correlations between maogply and exchange rates are also
inconsistent and difficult to interpret in a unisal way. However, the overall picture
seems to be more standardized with the NEER: Whth @xception of Hungary,
Lithuania, and to lesser degree Slovenia, thisetation rises as the time shift of the
exchange rate time series increases, in both ghiftctions. Furthermore, the
coefficients obtained in many countries can be idemed evidence of a very strong
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correlation (e.g. -0.75 for Latvian REER, -0.80 fStovenian NEER or 0.61 for
Estonian REER). The average correlation coeffisieimdicate that the NEER is
procyclical at lags and countercyclical at leadstHe case of the REER, we observe
procyclicality over almost the entire time shifnge. Therefore, we can conclude that
our results suggest that money supply is the maoraemic variable most strongly
correlated with exchange rates.

The cross-correlation results between investmefibvinand exchange rates are the
most consistent among all the macroeconomic fundtate tested in this paper.
However, all countries exhibit the lowest corredaticoefficients in this combination.
The coefficients rarely exceed an absolute valu®.20, and the highest correlation
coefficient is seen in countries with a floatingkange rate regime, such as Hungary or
Poland. The differences in coefficients betweeneatations with the NEER and with
the REER are usually negligible. The resulting ager correlation curve is
extraordinarily flat when compared to the correlat identified with other
macroeconomic fundamentals.

Due to the fact that the graphs in Figure 6 depidy a simple arithmetical average of
correlation coefficients, we cannot use this meagsardraw any conclusions as to the
value of lead/lag where the correlation is the niognsive. Therefore, Table 3 reports
the highest average absolute values of the natiomaklation coefficients and their
respective lead/lag at which this mean value pe@ksarly, coefficients in absolute
values cannot be used to examine exchange ratgdiocadity and countercyclicality,
but only for the assessment of the correlationmasngith.

Table 3 Highest average of absolute values of cotation coefficients with respective time
shift

NEER
GDP Long-t?;rtr; interest Money supply Investment inflow
average shift average shift averad;e shift average hift s
0.1642 3 0.3001 0 0.4128 3 0.1444 1
REER
GDP Long-t(:;rtl; Interest Money supply Investment inflow
average shift average shift average shift average hift s
0.2348 -3 0.2949 3 0.3704 0 0.136D 3

Source: Authors’ calculations

The effective exchange rates appear to have tlatagteaverage correlation with money
supply and, to a lesser extent, long-term interatsts. The weakest average correlation
was found for investment inflow. The strongest etaion between exchange rates and
fundamentals is in most cases demonstrated at leadsgs of three quarters. This
conclusion based on the relative strength of catici for the whole group of CEECs is
supported by our findings on the national level.
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Table 4 presents the average of absolute valuéiseoforrelation coefficients with all
leads and lags. The strength of correlation isrdjsished by the background colour: a
white background suggests that the respective egghaate and macroeconomic
fundamental are uncorrelated, a grey backgrountligigs a weak correlation and a
black background denotes a strong correlation. hitukl be mentioned that the
thresholds delimiting no correlation, weak correlatand strong correlation are 0.13
and 0.26, respectively. It is apparent from Tabkhat the correlation between money
supply and effective exchange rates was found trdeag in seven countries and weak
in the two remaining CEECs. There was at leastakwerrelation found between long-
term interest rates and exchange rates in all desntwhile a strong correlation was
identified in two countries. Conversely, just a feases of weak correlation were
revealed between investment inflow and exchangesr&lo country examined in this
analysis shows at least a weak correlatioralincombinations of fundamentals and
exchange rates. However, we found evidence of sconeslation with at least three
fundamentals in a majority of countries, and thi@mntries (Bulgaria, Estonia,
Lithuania) exhibit a strong correlation with two eonaeconomic fundamentals. In
contrast, for two countries (Hungary, Slovakia) ¥end no evidence of strong
correlation at all.

Table 4 Averages of absolute values of correlatiacpefficients in the analyzed countries

GDP Long-tt:;r:; Interest Money supply Investment inflow
NEER | REER R NEER  REER
BUL | 0.0760 | 0.1951 RYANEEY ARV 0.0504 | 0.0480
0.1060 (ST K 0.0857 | 0.0636
(Y77 0.1183 | 0.1999
HUN | 0.0587 | 0.0713| 0.2452 | 0.2138 0.1476 | 0.1662
LAT | 0.1529 | 0.2304 | 0.2440 | 0.2555 OKINCOMMROEIZYA 0.0286 | 0.0198
LIT | 0.1794 | 0.1521 (YT MLl 0.0399 | 0.0218
POL | 0.0782| 0.1168 (kLN 0.2363 | 0.2091
sLo | 0.0678| 0.1848 Y7 VYN 0.0684 | 0.0791
SVK | 0.1254 | 0.1407 0.1587 | 0.1184

Source: Authors’ calculations

Conclusions

According to theory, exchange rates play an immbntale in the economy. On the one
hand, exchange rates should be affected and deexirbly a variety of macroeconomic
fundamentals. On the other hand, it is assumedettittange rates influence economic
development in many ways on both a microeconomitraacroeconomic level. In this
paper, we have neither proposed nor tested thealityalof any exchange rate
determination models, nor have we estimated theadtpf exchange rates and their
volatility on the economy. Instead, we have thofdygexamined the volatility and
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cyclicality of the effective exchange rates in nlDEECs. Based on the results we have
obtained, we have focused on the elementary préommsl of those theories and models
and provided direct empirical evidence for the ®xise and nature of the relationship
between exchange rates and fundamentals.

We have identified substantial differences in theuits across the countries, which
might have prevented us from drawing general caichs and straightforward

interepretations. However, several of our findiags applicable to most of the countries
studied. The countries that applied a floating excfe rate arrangement during the
period studied usually experienced higher volstiind cycle phases with higher
amplitude. We have established that this remaires iegardless of the type of effective
exchange rate used. In all of the countries examitiee trough-to-peak phase lasted
longer than the peak-to-trough phase. Likewise,aberage amplitude of the upward
phase was typically higher than the amplitude efdbwnward phase of the cycle.

There is usually no substantial difference in ttnergyth of the relationship between the
exchange rates and the macro fundamentals whenompace results based on the
NEER and the REER. Therefore, the results do nofirto the theoretical assumption
that in small open economies the REER is more ltigtdlated to macroeconomic
fundamentals than the NEER. Instead, our findingticate that the REER is more
related to the international competitiveness oeeonomy. While money supply seems
to be the most highly correlated fundamental, netty weak relationships were also
revealed between exchange rates and foreign ineestmflow. However, the results
obtained enable us to conclude that policy analyslased to business cycles should not
overemphasize the effects of exchange rates oadteomy and crucial fundamentals.
Furthermore, the standard exchange rate determmatiodels may be of limited
applicability in CEECs.

References

AN, L., WANG, J., 2012: Exchange rate pass-throufy¥idence based on vector auto-
regression with sign restrictior®pen Economies Reviewol. 23, no. 2, pp. 359-380.

CHEUNG, Y.W., CHINN, M.D., PASCUAL, A.G., 2005: Ernrral exchange rate
models of nineties: Are any fit to surviv@Burnal of International Money and Finance
vol. 24, no. 7, pp. 1150-1175.

DAL BIANCO, M., CAMACHO, M., QUIROS, G.P., 2012: 8h-run forecasting of
the euro-dollar exchange rate with economic funddaie. Journal of International
Money and Finangevol. 31, no. 2, pp. 377-396.

DEDOLA, L., LELUC, S., 2001: Why Is the Businessda®yBehaviour of Fundamen-
tals Alike across Exchange Rate Regim@as@rnational Journal of Finance & Econom-
ics, vol. 6, no. 4, pp. 401-419.

DE GRAUWE, P., GRIMALDI, M., 2006: Exchange RatezRles: A Tale of Switching
Attractors.European Economic Reviewol. 50, no. 1, pp. 1-33.

176



DI MAURO, F., RUEFFER, R., BUNDA, I., 2008 he changing role of the exchange
rate in a globalised econom@ccasional Paper Series 94. Frankfurt am Mainojfen
an Central Bank.

DUARTE, M., RESTUCCIA, D., WADDLE, A.L., 2007. Exelmge Rates and Business
Cycles across CountrieBederal Reserve Bank of Richmond Economic Quartedly
93, no. 1, pp. 57-76.

HODRICK, R.J., PRESCOTT, E.C., 1997: Postwar USiss Cycles: An Empirical
Investigation.Journal of Money, Credit & Bankingol. 29, no. 1, pp. 1-16.

HOFFMANN, M., HOLTEMOLLER, O., 2010: Transmissiorf aominal Exchange
Rate Changes to Export Prices and Trade Flows eapdications for Exchange Rate
Policy. The Scandinavian Journal of Economiesl. 112, no. 1, pp. 127-161.

JINDROVA, M., 2007: Exchange Rate Dynamics andDisconnectActa Oeconomi-
ca Pragensiano. 2007/4, pp. 56-68.

KISS, G.D., SCHUSZTER, T., 2014: What are the Ddfeces Between the Currencies
of Foreign Exchange Loan&ublic Finance Quarterlyvol. 59, no. 2, pp. 187-206.

MABIN, G. 2010.New Zealand's Exchange Rate Cycles: Evidence amki3r New
Zealand Treasury Working Paper 10/10. Wellingtoem\Zealand Treasury.

MEESE, R.A., ROGOFF, K.S., 1983: Empirical exchargfe models of the seventies:
Do they fit out of sampleJournal of International Economicsol. 14, no. 1, pp. 3-24.

MIRDALA, R., 2013: Exchange Rate Pass-through tanestic Prices under Different
Exchange Rate Regimetournal of Applied Economic Sciencesl. 8, no. 4(26), pp.
466-491.

OBSTFELD, M., ROGOFF, K.S., 2001: The six major des in international econom-
ics: Is there a common cause? NMBER Macroeconomics Annual 200&dited by
Bernanke, B.S., Rogoff, K.S., pp. 339-4Cambridge, MA: MIT Press.

RAND, J., TARP, F., 2002: Business Cycles in Depglg Countries: Are They Dif-
ferent?World Developmentsol. 30, no. 12, pp. 2071-2088.

RUCKOVA, P., 2012: Profitability as Basic Criterion Efficient Management in Con-
text of Crisis Development. IProceedings of 13 International Conference on Fi-
nance and Bankingedited by Stavarek, D., Vodova, Rarvina: Silesian University,
School of Business Administration, 2012, pp. 318-32

SCHMIDT-HEBBEL, K., 2006: New Zealand’s monetarydagxchange-rate policy in
international comparison. ITesting stabilisation policy limits in a small opeconomy:

Proceedings from a macroeconomic policy forymp. 83-144. Wellington: Reserve
Bank of New Zealand.

STAVAREK, D., 2013: Cyclical relationship betweexchange rates and macro-
fundamentals in Central and Eastern Eurdflenomska IstraZivanja — EcononiRe-
search, vol. 26, no. 2, pp. 83-98.

177






