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ABSTRACT

The generally accepted economic theory considers land, labour and capital the essential
production factors. The first named factor - land - is de facto the only one which is determined
from the view of its layout and cannot be extensively expanded. At the same time, land creates
the basis for the income from land, or a building on it, and therefore the major part of the
property tax base. Despite these facts, there are only few analytical-synthesis studies about its
taxation (in comparison with the factor of labour and capital). The aim of this paper is to
clarify some of the characteristics and peculiarities of property taxation on the example of the
tax on immovable property mainly on the basis of descriptive methods and to concretize this
issue by means of comparison and deduction in selected EU countries.

Keywords: Property Taxation, Land, Tax on Immovable Property, European Union
JEL codes: H20, H22, B10

1 Introduction

The standard economic theory understands land as one of the three primary sources (in
addition to labour and capital) which is rare, limited and is used for locating production and
business activities, infrastructure, houses and living space for the population.

In the period of feudalism and the beginning of capitalism, the theory of land economics
played an important role in the research of contemporary economists (land issues in economic
theories also [6]). Probably the biggest importance was attributed to agricultural land by
physiocrats, the most famous representative of whom was Frang¢ois Quesnay (the pivotal work
from 1758). Physiocrats were of the opinion that all the origin of wealth comes from
agriculture and the cultivation of land, they professed the so-called tax monism which
suggests the existence of only one tax - the tax on land annuities (see [5]) which, in the
modern times, can be understood even as the real estate tax. Adam Smith extended the theory
of agrarian reform to classification of land according to its productivity, defined the monopoly
profit, and in terms of quality, he placed agricultural activity at a higher level than production
activity [16]. We can conclude this quite a short list of economists giving land and its taxation
a major role with Thomas Malthus (1815) who, devoted to his theory of unbearable growth of
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population, described the declining agricultural yields, the scarcity of land, and the differential
rent [9].

The current economic research tends to underestimate the importance of land, agriculture, and
also property taxes. For example, in the famous book The Economics of Taxation [7], there
are four pages devoted to this topic.

In the context of the above, there is an interesting fact about the frequency of incidence of
scientific treatises concerning taxes as a whole, and papers on the issue of property taxes
based on the taxes on land. In the past five years (2010-2014), a total of 58 “tax” papers was
published in impacted economic magazines in the Czech Republic and Slovakia, out of which
only 3 texts on the issue of land taxation.

The aim of the paper is therefore to point out some of the important attributes of property
taxation, to indicate other possible areas of research in the field of property taxes, and
demonstrate this issue on data and indicators of selected countries.

2 Literature Review

From the macroeconomic point of view, property taxes make up an additional revenue entry
of public budgets [15] and the ease of their choice is a significant advantage (high control,
very low possibility of tax evasion, stable yields [19].

Last but not least, we need to be aware that land as the primary factor of production is not
taxed only as such, but products of the soil can also be subject to a tax (as reported by [3]) and
this whole area has been in the centre of state interferences in advanced economies (in further
detail see [14]).

Property taxes belong according to the international methodology [12] to the group 4000. In
the Czech Republic, in addition to Vehicle Excise Duty which does not relate to land, there
are other property taxes which are based on land (land or buildings located on them) - an
immovable property tax, and a tax on acquisition of immovable property (the inheritance tax
and gift tax were abolished). These taxes are not harmonised within the European Union [18],
and therefore their presence in the tax systems of the member states, the very structure of the
tax and its rates are left in the powers of national governments (see [13]). In practice, it is
possible to find both unit property taxes and ad valorem taxes (the impact difference between
the unit tax and taxes ad valorem in detail in [1] or [17], as well as a place in the system of
public budgets where the revenues of such taxes go [11].

3 Data and Methodology

Most of the population converts a part of their income into property. Therefore it is possible
to collect other direct taxes in the economy - property taxes. These taxes may be imposed both
on the part of the property (state variable) and the net value of the asset or the asset increment
(flow variable). Property taxes are usually imposed under the first rule, i.e. they particularly
affect land and buildings, then motor vehicles or other movable property.

To illustrate the theoretical knowledge within the application level, all member states of the
European Union (hereinafter referred to as EU-28) were used. For the subsequent analysis, the
data was obtained primarily from official sources of the European Commission and Eurostat
(from a publication by [4] in particular), the prestigious institution International Bureau of
Fiscal Documentation (a publication by [13] in particular) and the authors’ own sources.



Proceedings of the 17™ International Scientific Conference FINANCE AND RISK 2015 vol. 1

Apart from the method of analytical description, generally theoretical methods of reasoning,
comparison, and (for the conclusions of the research) synthesis were used. Out of the methods
of mathematical statistics, the authors used a multivariate correlation analysis in which the
examined dependencies were detected by the quadratic polynomial trend line.

The authors worked with three research assumptions: (i) there is a dependency (of direct
proportion type) between the share of property taxes revenue and the total tax revenues, and a
share of real estate tax revenues and overall tax revenues, (ii) there is a dependency (of direct
proportion type) between the share of property taxes revenue and total tax revenue, and tax
revenue of municipalities and the total tax revenues, and (iii) there is a dependency (of direct
proportion type) between the share of real estate tax revenues and the total tax revenues, and
tax revenues of municipalities and the total tax revenues. These assumptions (hypotheses)
were chosen from the rational expectation that, in most EU-28 countries, real estate taxes
represent the most important income entry of all property taxes, and that the property tax
revenues are in most cases directed to the budget of municipalities.

In order to enlarge explanatory clearness and achieve the research aim, the commonly used
indicators of partial tax quotas (which relate to gross domestic product) were not used, but the
indicators relating to total tax revenues were used instead.

All data and calculated indicators relate to 1. 1. 2014 because of the absence of more recent
data.

4 Results and Discussion

Similar to the corporate tax, the theoretical justification for the taxation of property does not
virtually exist; if the asset was created in the form of savings from income which has already
been taxed, this means at least a double taxation. Currently, the income is gained in most
cases in the form of money which can be measured more easily than the property. If you
define the taxable income in a way that it also includes all forms of its increment, then the
additional taxation of the property is not needed. In addition, there is a fairly easy integration
of the property tax into the income tax (e.g. [8]). If the property provides its holder a certain
revenue, the property tax will be the equivalent of the income tax on revenues of the property,
according to the equations (1) and (2).

The property asset P creates an annual yield which is equivalent to a certain percentage of the
value of this property (). If a tax is imposed on this yield, its absolute amount will be the
same (assuming zero inflation) as a given percentage of the original value of the asset:

Y=1I.P—>P=Y/i (1)
If both the income tax (7y) and property tax (7p) are introduced, the following applies:

Tp=YT->Tv.Y ->Tp=1.Ty (2)

Many economists, however, still recognize the merits of property taxes. Main reasons they
mention are the possibility to additionally tax the property created from incomes which
forestalled the income taxation, the ease of tax collection, and the possibility to mitigate
property inequalities. If we generally assume greater wealth of higher income group of tax
payers, this tax will be progressive even when the tax rate is proportional, and it will
correspond to the vertical fairness.
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4.1 Types of property taxes in the European Union

Table 1 illustrates the situation in the field of property taxes in countries of the EU-28. Apart
from Malta, where the classic property taxes are not collected, there are property taxes in all
the remaining member states of EU-28.

Table 1 Property taxes in member states of the European Union

Real Estate Tax  Net Wealth Tax  Inheritance Tax Gift Tax

Austria*) YES NO NO NO
Belgium NO NO YES YES
Bulgaria YES NO YES YES
Croatia YES NO YES YES
Cyprus YES NO NO NO
Czech Republic YES NO NO NO
Denmark*¥*) YES NO YES YES
Estonia**¥) YES NO NO NO
Finland YES NO YES YES
France YES YES YES YES
Germany YES NO YES YES
Greece YES NO YES YES
Hungary YES NO YES YES
Ireland YES NO YES YES
Italy YES NO YES YES
Latvia YES NO NO NO
Lithuania YES NO YES YES
Luxembourg YES NO YES YES
Malta NO NO NO NO
Netherlands YES NO YES YES
Poland YES NO YES YES
Portugal YES NO YES YES
Romania YES NO NO NO
Slovak Republic YES NO NO NO
Slovenia YES NO YES YES
Spain YES YES YES YES
Sweden YES NO NO NO
United Kingdom YES NO YES YES
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*) The effectiveness of the inheritance and gift taxes was suspended by the decision of the Constitutional Court
of the Republic of Austria.
**) Firstly, the estate tax on all testator/testatrix’s assets is collected, and secondly, the inheritance tax is
collected from each individual heir/heiress on his/her share.
*#%) The inheritance tax and gift tax are included in income taxes.
Source: [4] + author’s own research.

It is clear from the list that the vast majority of EU-28 countries collects regular property
taxes in the form of real estate taxes, only two states impose in addition to the regular tax also
a tax on net wealth (France and Spain).

4.2 Tested research assumptions

Table 2 shows the significance of revenues from property taxes from the perspective of their
share in the total tax revenues, and also revenues of municipal budgets compared to total tax
revenues.

Table 2 Indicators of property taxes and municipal budgets compared to total tax revenues

Taxes on Property Taxes on Tax received by
as % of Total Immovable local Government
Taxation Property as % of as % of total
Total Taxation Taxation
Austria 1.3 0.5 12.1
Belgium 7.5 2.9 4.9
Bulgaria 2.0 1.1 3.0
Croatia 0.9 0.1 12.0
Cyprus 2.1 1.5 1.3
Czech Republic 1.3 0.7 13.8
Denmark 53 43 26.9
Estonia 1.0 1.0 13.1
Finland 2.8 0.6 22.8
France 8.0 53 12.6
Germany 2.3 1.2 7.9
Greece 6.2 4.2 0.7
Hungary 3.1 1.0 6.3
Ireland 4.8 3.1 3.3
Italy 59 3.6 15.7
Latvia 3.4 3.0 19.3
Lithuania 1.7 1.0 9.6
Luxembourg 33 0.2 4.0
Malta 3.0 0.0 0.0
Netherlands 3.1 1.7 3.8
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Poland 3.9 3.8 12.7
Portugal 4.3 2.3 6.7
Romania 2.8 2.3 3.6
Slovak Republic 24 1.5 10.5
Slovenia 1.7 1.4 11.1
Spain 6.7 3.6 9.9
Sweden 23 1.8 34.9
United Kingdom 11.7 1.0 4.8

Source: [4] + author’s own research.

The values in Table 2 were subject to the correlation analysis, the results of which are shown
in Figures 1 to 3.

Figure 1 The level of dependence between the ratio of property tax revenues and the total tax
revenues, and the ratio of real estate tax revenues and the total tax revenues.
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Figure 2 The level of dependence between the ratio of property tax revenues and the total tax
revenues, and the ratio of tax revenues of municipalities and the total tax revenues.

40

35 [ ]

30

25

20 °

°
15 o J {

10 S

° ° y =-0,0375x? - 0,01 74%°+12,079,
5 ® R2-0,0188 °
e ,

0 ° L
0 2 4 6 8 10 12 14



Proceedings of the 17™ International Scientific Conference FINANCE AND RISK 2015 vol. 1

Source: Author’s own research.

Figure 3 The level of dependence between the ratio of real estate tax revenues and the total
tax revenues, and the ratio of tax revenues of municipalities and the total tax revenues.
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Analyzing coefficient of determination, that shows the proportion of total variation of
outcomes explained by the model, we can see the higher values in figure 1 (0.6331). There are
no substantial values in figure 2 and 3 (only 0.188 in case of the share of property tax revenue
in total tax revenues and tax revenues of municipalities in total tax revenues and 0.0264 in
case of the share of revenue on immovable property taxes in total tax revenues and tax
revenues of municipalities in total tax revenues). We can say about dependence between the
share of revenue on immovable property taxes in total tax revenues and tax revenues of
municipalities in total tax revenues.

The performed two-level correlation analysis shows that the research assumption (i) really
exists. The interpretation of this result therefore confirms that the real estate taxes form as to
the importance the biggest part of all property taxes and also the total property tax revenue
derives from real estate tax revenues. The research assumptions (ii) and (iii) have not been
confirmed. The interpretation says that the total revenues of municipalities do not depend
either on property taxes revenues as a whole or the real estate tax revenues.

4.3 Discussion

Property taxes (generally taxes on wealth or narrowed real estate taxes or land taxes) can have
in some theoretical papers [2] also a different meaning than in the sense of obtaining a tax
revenue. These taxes can also serve as a tool of redistribution of intergenerational property
transfer or as an effort to influence the taxpayer to manage land or immovable property in
general more efficiently.

Regarding practical economic policy, property taxes can be also used, for example, for the
purposes of improving the quality of the environment. For example in the Czech Republic,
the Ministry of the Environment proposed in year 2008 to implement additional
environmental component of the property tax as a part of the so-called environmental tax
reform [10]. For the purposes of motivation of households for replacement of their old and
more polluting heating systems, the proposal included additional environmental component of
the property tax, where the tax rate was based on both technical and environmental parameters

7
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of such heating system, which is an integral part of the property. However, this environmental
component of the property tax finally was not approved by the government, mainly because of
anticipated strong social impacts.

The authors are aware of limitations to their research. It is clear that the examined issue could
be extended to a research of microeconomic environment including the amount of property
taxes in standardized households or their share in the expenses of the taxpayer (e.g. in relation
to multiples of the average wage, in relation to the type of land and real estate, in relation to
the location).

5 Conclusions

The taxation of land and real estate stands rather in the background in current economic
research, even though it offers quite a lot of possibilities for research.

Property taxes, the real estate taxes in particular are an integral part of the tax-payment system
of developed countries, it is practised in 27 states out of the EU-28 member states.

The research question ‘to what extent does the real estate tax determine the revenue of all
property taxes’ is possible to be answered with a conclusion that it constitutes a significant
part of these taxes. Considering the research question ‘how significant are the property tax
revenues for municipal budgets’, it is possible to state that their role is not decisive, and that
the municipality revenues primarily consist of shared taxes. This conclusion can be the
relevant information for agents of public policy.

The conducted research also confirmed high autonomy of EU-28 member states in structuring
and setting the amount of both the land taxes (real estate) and the property taxes in general.
This fact can be also the impetus for further research in the field of property taxes both at the
theoretical level and at the level of application surveys.
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ABSTRACT

During recent years much more attention is paid to the flow of foreign direct investment and
its influence upon country's economy. Developing countries generally seek to attract as high
as possible foreign direct investment flows, but the effect of these investments to the financial
system of the countries and their economies is not always measured. Various studies are
conducted to determine the influence of foreign direct investments to certain countries, but
finding studies investigating foreign direct investment effect on the Baltic Countries
economies is complicated. That is why it is important and useful to evaluate and compare how
foreign direct investments affect the economic development in the Baltic countries — countries
having similar economies. Paper analyzes not only the correlation relationship between the
mentioned factors, but evaluates that foreign direct investment impact on gross domestic
product amount of the country can occur with a certain lag. Methods used in the paper are:
logical comparative and generalization methods, systematic literature analysis, correlation
analysis and Granger causality test.

Keywords: Baltic countries, economic development, foreign direct investment, gross
domestic product

JEL codes: O1, O4

1 Introduction

Foreign direct investment (FDI) in many countries is seen as an important strategic element in
the development of the country. That is why the attraction of FDI is envisaged as one of the
main objectives of economic policy and the pursued objectives. Most countries in the world
prefer receiving as high as possible FDI flows, because these investments bring benefits to
countries’ economies. It should be emphasized that in order to get the full benefits of FDI, the
country should have a favourable business environment that encourages not only domestic but
also foreign investment [1]. If the country does not create a suitable business environment for
foreign investors, it may not receive benefits from these investments or even have a negative
impact to the countries’ economies. FDI relationship with GDP is widely examined subject in
the scientific literature. Hailu [2], Ozturk [3], Imoughele & Ismaila [4] and others scientists
researchers revealed that FDI does not always cause the positive influence to the development
of the country, that is why it is important to evaluate and measure the impact of these
investments to the Baltic countries economic development — their gross domestic product
amount. The main aim of this paper is to evaluate the relationship between FDI and GDP in
the Baltic countries, determine the linear relationship between them and to estimate possible
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FDI and GDP relationship with a lag, because these indicators sometimes do not change at the
same time.

2 Literature Review

European Commission defined FDI as an international investment within the balance of
payment accounts. Direct investment enterprises are those in which direct investor owns ten
or more percentage of the ordinary shares or voting rights, or the equivalent [5]. The World
Bank defines FDI as net inflows of investment, which acquired the long-term management
interest (10% or more of the voting rights) in an enterprise operating in a country different
from that of the investor [6].

In scientific literature there could be found different opinions about FDI impact to countries’
economies. According to Moraru [7] FDI has positive influence not only to country gross
domestic product (GDP), but also on the economic growth of the country, improving overall
productivity and more efficient use of resources. FDI also contributes to the increase of
employment over the business development and further development. Kuliaviene and
Solnyskiniene [8] argues that FDI is often considered as one of the most important factors of
economic development. FDI influence on Lithuania's economic growth was analysed before
by Garsviene and Rupliene [9]. The examination of Lithuania FDI to GDP per capita impact,
showed a strong linear relationship between these indicators, although in different industries,
the effects are different, but in all economic activities there was found statistically significant
relationship. Ekanayake and Ledgerwood [10] studied the impact of FDI in developing
countries in different regions (Asia, Africa, Latin America and the Caribbean). Their studies
have shown that FDI positively affect economic growth in developing countries in all regions.
It should be emphasized that according to Kokko [11] studies, FDI impact on developing
countries is likely to be similar as the effect in developed countries, but possibly in smaller
size and less important.

However, some researches showed that FDI not always causes the positive impact on
economic development in particular countries. Ozturk [3] studies showed that FDI could have
a negative impact on the country economic growth. In some countries FDI negatively affects
the country's economic growth, while in other countries FDI does not affect or very weakly
reacts with the country's economic growth. Hailu [2] also argues that FDI can cause negative
effects to the country's growth prospects. Countries’ governments should also consciously
improve the business environment that FDI could contribute a positive influence on country’s
economic growth [4].

FDI can bring many benefits to the country, but the main benefit could be defined as gross
domestic product growth, which leads to other benefits emergence. However the countries
adopting foreign investments should consider the potential negative impact of these
investments, try to orientate these investments properly and get all the benefits from them.

3 Data and Methodology

Data for the research of GDP volumes were used from Eurostat database [12]. Data of FDI
stocks amount for 2000-2014 years were used from Lithuania Official Statistics Portal [13],
Latvia Statistical Database [14] and Bank of Estonia [15] databases. All the analyzed data are
quarterly. The paper examines the relationship between FDI and GDP, but does not examine
the others factors impact to GDP or FDI amount. The analyzed period covers 2000-2014 first
quarter, because the data of seasonally adjusted GDP are provided only until 2014 first
quarter. Determining the relationship between FDI and GDP, the correlation coefficients were

11



University of Economics in Bratislava, Faculty of National Economy, Department of Finance

calculated and their significance was tested. One of the correlation coefficient is a Pearson
correlation coefficient which evaluates strength of the linear relationship and is calculated by
the following formula [16]:

_ W-ey
Ty = ey (D

where: ¥¥ - the average of two variables multiplication;

I, ¥ - respective variable average;
Sx, Sy - respective variable standard deviation.

However, in the scientific literature it can be found that sometimes the foreign direct
investment impact on countries GDP indicator occurs not immediately, but with the lag. In
order to determine this lag, different authors [17], [18], [19] used Granger causality test. This
indicates which variable is determined by another variable and shows whether the lag between
that exists. In this test the statistical Eviews program performs a regression analysis:

Vo= by T Yy T ey T Bt o E f TE, 2

e = @ T Xey Tt Oy TE Vg Tt By U

Calculated and found statistical significance F Wald statistics is a general hypothesis of:

ﬁl=ﬁ2=---=ﬁ:=ﬂ (3)

The first regression null hypothesis is that X does not Granger cause y variation and the
second regression is that the Y does not Granger cause X variation. Granger causality test is
one of the time-series models, and data used to it should be stationary. Stationary can be
checked by a number of criteria, but in this case the selected criterion is Dickey-Fuller GLS
test. When calculating this criterion statistical program performs ADF test and submits its
results. The analysis used 0.05 confidence level. The research methods used in this paper are:
granger causality test, correlation analysis, systematic literature analysis, logical comparative
and generalization methods.

4 Results of FDI and economic development analysis

The country’s economic development, its economic situation and tendencies reveals the GDP
indicator, which is most commonly used indicator in the analysis with FDI [4], [7], [8], [10].
Figure 1 presents the nominal GDP percent changes in the Baltic countries during 2000-2014
years. In the analyzed GDP data the seasonal influence is eliminated and it is estimated by
number of working days, the GDP is at current prices.
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Figure 1 GDP volumes in the Baltic countries for 2000-2014 years, million EUR
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GDP indicator had a tendency to grow during the entire analyzed period, with the exception
of 2008-2009 years, when its decline was recorded in all Baltic countries. Economic crisis
mostly has affected Latvian GDP amount, comparing 2008 year to 2010 year data, GDP in
Latvia fell by 23.55 percent, when in Estonia 15.02 percent and in Lithuania only 14.22
percent. After the economic downturn Lithuania managed to recover first, comparing the
volume of GDP in the first quarter of 2010 with the fourth quarter of 2009, GDP volume has
increased by 5.17 per cent., when in Latvia respectively only 0.98 percent. Figure 2 illustrates
FDI amounts in the Baltic countries during analyzed period of 2000-2014 years.

Figure 2 FDI stocks volumes in Baltic countries in 2000-2014, million EUR
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Source: based on [13], [14], [15] data

During the entire analyzed period FDI stock amounts had a tendency to grow in all Baltic
countries. From figure 2 it can be seen that in 2005-2006 FDI volumes decreased in Lithuania
and Estonia, while in Latvia it continued to grow. During economic crisis in 2008 years FDI
decreases were recorded in all Baltic countries. The decreases of FDI volumes may be
associated with the uncertain economic situation around the world, causing foreign investors
to reduce their investments. Estonia from Baltic countries managed to attract the biggest
volumes of FDI, while Latvia attracted lowest volume of FDI during the entire analyzed
period. It may be associated not only with the country's economic situation, but regulation
barriers, facilitates doing business, regulation quality and rule of law, which is estimated by
Global Opportunity Index. Global Opportunity Index ranks 136 world's countries and focuses
on the main determinants of FDI. By 2015 year Global Opportunity Index ranking Estonia
from the Baltic countries was in the best 12 place, Latvia was in 29 place and Lithuania in 37
[20]. Of course, there are others factors which lead to better attraction of FDI, but these main
determinants are also very important.

From the Figure 1 and 2, it can be seen that GDP and FDI time series contain linear trends
that make time series data not stationary. Stationary condition is required by Granger
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causality method, so linear trend was removed for all GDP and FDI time series, in order to

obtain stationary data (Figure 3 and 4).

Figure 3 GDP data with removed linear trend in Baltic countries
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Trend was removed by applying linear model using least-squares method and subtracting
modeled data from original. Linear trend is also not the factor of interest which can be

influenced by other factors.

Figure 4 FDI data with removed linear trend in Baltic countries
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As it can be seen from Figure 3 and 4, transformed data should be more stationary and should
also show more accurate relationships between FDI and GDP. Therefore, further analysis is

performed using depicted transformed data.

In order to determine the linear relationship between country GDP and FDI and the
relationship strength, the correlation analysis was used. Table 1 shows the calculated linear

correlation coefficients between the Baltic countries GDP amount and FDI volumes.

Table 1 The linear correlation between FDI and economies (GDP) in Baltic countries

Country Correlation tobserved Ceritical
coefficient

Lithuania 0.834 11.203

Latvia 0.731 7.953 2.000

Estonia 0.600 5.558

Source: Authors calculation

Calculated correlation coefficients showed that in Lithuania and Latvia between GDP and
FDI strong positive dependencies exist, because correlation coefficients were greater than 0.7.
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In Estonia between mentioned variables exist medium positive strength, because coefficient
was greater than 0.5. All correlation coefficients are significant, because their tobserved™ teritical.

In scientific literature it is argued that between GDP and FDI the lag exists and these variables
do not change at the same time. Correlation coefficient also does not indicate which variable
is independent and which depends on the other factor changes. In order to evaluate mentioned
aspects and according to other researches studies Granger causality test was selected. The
stationary of data was checked by Dickey-Fuller test using the transformed GDI and FDI data
which are shown in Figure 3 and 4. Stationary test results are presented in Table 2.

Table 2 Stationary test results by Dickey-Fuller test with transformed GDP and FDI data

GDP FDI
Null Hypothesis:  t-Statistic Probability t-Statistic Probability
X has a unit root
Lithuania -2.321 0.0242 -1.976 0.0533
Latvia -2.936 0.0049 -1.148 -
Estonia -2.973 0.0044 -2.577 0.0128

Source: Authors calculation

Estonia GDP and FDI calculated probabilities are less than 0.05, which means that null
hypothesis should be rejected and these data are stationary. In Lithuania case calculated GDP
probability was also less than 0.05, but FDI probability was greater, which means that FDI
data are stationary with higher than 5 percent confidence level, but it also can be considered
as stationary. It appeared that Latvia FDI data are not stationary and the data of FDI and GDP
volumes were calculated as the 1% order differences. With new data the Dickey-Fuller
stationary test was performed, which results are presented in Table 3.

Table 3 Stationary test results by Dickey-Fuller test with 1% order differences data

GDP FDI
Null Hypothesis:  t-Statistic Probability t-Statistic Probability
X has a unit root
Latvia -2.713551 0.0089 -5.715279 0.0000

Source: Authors calculation

The calculated probabilities are less than 0.05 and null hypothesis is rejected, which means
that now Latvia GDP and FDI data are stationary and Granger causality test could be
performed. Performing the Granger causality test in all the cases, x is identified as appropriate
country GDP, and Y is FDI. Obtained Granger method results, where delays (lags) number is
1 (a quarter) are illustrated in Table 4.
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Table 4 Granger causality test results between FDI and GDP in Baltic countries with 1
number of lags

Lithuania Estonia Latvia
Null F-Statistic Probability ~F-Statistic = Probability =~ F-Statistic Probability
Hypothesis
X does not
Granger 0.035 0.8515 0.326 0.5703 17.278 0.0001
Cause Y
Y does not
Granger 17.397 0.0001 0.567 0.4547 0.402 0.5289
Cause X

Source: Authors calculation

One calculated probability in Lithuania was less than 0.05, which shows that the null
hypothesis should be rejected and with 1 period of lag FDI changes affect the amount of
Lithuania GDP, but the GDP changes do not affect the amount of FDI. In Estonia case, both
probabilities were higher than 0.05 and null hypothesis should be adopted. The relationship
between GDP and FDI in Latvia was confirmed, its probability is less than 0.05 and null
hypothesis should be rejected. Therefore the GDP affects FDI amount in Latvia with one
period lag, which means that the GDP changes affect the volume of FDI the next quarter in
Latvia. The obtained results when number of lag from 1 period is changed to 2 periods (half-
year) are shown in Table 5.

Table 5 Granger causality test results between FDI and GDP in Baltic countries with 2
numbers of lags

Lithuania Estonia Latvia
Null F-Statistic Probability ~F-Statistic =~ Probability =~ F-Statistic Probability
Hypothesis
X does not
Granger 1.663 0.2000 2.447 0.0969 7.846 0.0011
Cause Y
Y does not
Granger 8.236 0.0008 0.582 0.5626 0.313 0.7329
Cause X

Source: Authors calculation

Calculated probabilities showed very similar results as it was with one number of lag. With 2
periods of lags FDI changes affect the amount of Lithuania GDP and GDP changes affect the
volume of FDI in Latvia. All others calculated probabilities were higher than 0.05, which
means that null hypothesis should be adopted and there is no relationship between FDI and
GDI with two periods of lags.

5 Conclusions

One of the main benefits of FDI attraction can be identified as gross domestic product growth,
which has been proved by different authors’ researches. But in some countries FDI could
cause the negative impact on country economic development or have no influence on it. So it
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is important to evaluate the FDI impact on countries’ economies, properly orientate these
investments and try to get all advantages of FDI attraction.

In all Baltic countries FDI and GDP indicators had a tendency to grow during all analysed
2000-2014 first quarter period, but economic crisis affected both GDP and FDI amounts in all
Baltic countries. Correlation analysis revealed that between GDP and FDI in Lithuania and
Latvia strong positive linear relationships exist, while in Estonia respectively medium positive
correlation was found.

Ganger causality test results showed that with one and two periods of lags FDI changes affect
the amount of Lithuania GDP and GDP changes affect the volume of FDI in Latvia. This
indicates that Latvia's economic growth causes the growth of FDI amount, which can also be
stated as positive aspect. In Estonia with one and two periods of lags there was not found the
relationships between FDI and GDP amounts. Summarizing in Lithuania and Latvia FDI has a
strong positive influence on economic development, suggesting that these countries’
governments and entrepreneurs should try to increase attractiveness of foreign investors.
While Estonia should focus on country business environment, the distribution of FDI, because
Estonia manage to attract the highest amounts of FDI, but it gets the smallest positive
influence on country’s economic development and positive influence does not occur after a
quarter or half-year lag.
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ABSTRACT

One of the major challenges facing the scientists is to develop an integrated system of views
on the nature of shadow economic phenomena. The purpose of this article is to study the
existing scientific approaches to define the conception of “shadow economy” and to develop
a clear and applicable in practice universal definition, capturing the essence of this
phenomenon. Based survey-monographic methods on this article, the scientific approaches to
define the shadow economy, are classified into thematic groups. The content of the shadow
economy concept and its components are analyzed, author combines various titles of this
phenomenon in one system in order to avoid confusion. The result of the research is the
authors definition of the shadow economy, according to which it is such a sector of economic
activity, the processes and results of which are deliberately distorted (including hidden) for
the purpose of profit earning.

Keywords: the shadow economy, the informal economy, the non-observed economy, the
criminal economy, the national accounts system

JEL codes: O17, E26, EO1

1 Introduction

The shadow economy is a complex subject of researches. At the same time, the study of this
phenomenon is important for understanding of its impact on the “usual” economic processes,
such as formation and distribution of income and property, trade, investment and economic
growth in general. The shadow economy volume of one country according to various
estimates [50, p. 58; 57, p. 109; 51, p. 320 etc.] comprises 20-80%. Thus it is impossible to
explain such differences in rates only by imperfection of the assessment methodology.
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In fact, the methodological inconsistency stems from terminological differences in
determining definitions of notions, in selection of activities to be included into the shadow
economy. In this regard, it is possible to actively promulgate the necessity to eradicate the
shadow economy, however, to include various phenomena into the concept.

The shadow economy is an inherent phenomenon in every society. The results of historical
researches [26, p. 115; 54, p. 89; 62, p. 205 etc.] shows that it existed at all the periods of
society development and at all the stages of social reproduction.

Attention of the researchers to the problems associated with existence of the shadow
economies was paid only in late 60’s and early 70-s of the XX century. The studies began
with more detailed attention to the economic peculiarities of different developing countries.
The empiric studies done by experts of the World Bank and the International Labor
Organization should be considered as the first steps towards this direction. Keith. Hart, British
sociologist involved in the study of economic activities in urban slums of the Republic of
Ghana, was the first to introduce the definition of the “informal sector” into scientific
terminology [31, p. 134]. One of the first scientific works in the field of shadow economic
studies was the article “The Subterranean Economy” published in 1977 by American
economist Guttmann P.M. [30, p. 33], in which the author proves the inadmissibility to
neglect the unrecorded economic activity. The study titled «The other path: the invisible
revolution in the Third World» [18] published by the economist from Peru - H. De Soto in
1990was equally popular among experts interested in issues of the shadow economy.

The first international conference on the shadow economy was held in 1983 in the city of
Bielefeld [63]. Approximately forty reports relating to the issues of the shadow economy in a
variety of economic systems were presented at the event.

The next step was the Conference of European Statisticians on informal and hidden
economies, which was held in Geneva in 1991. The first special guidance was published using
the material of the conference of it with respect to the shadow economy statistics in the
countries for which a market economy is typical. In 1992 and 1993 several conferences and
seminars devoted to the monitoring and evaluation of the informal sector of the economy took
place.

The questions on assessment of the shadow economy volumes were discussed at the joint
meeting of the UNECE, OECD and Eurostat on the national accounts, held in May 1996 [65].
A special working group is formed in the Eurostat to study issues of the shadow economy.

Despite the efforts of the international community, today there is no single generally accepted
universal concept of the shadow economy. Typically, a variety of positions is determined by
the presence of existing differences in the nature of applied and theoretical problems revealed
by the authors, as well as in the chosen methodology and research methodology.

Based on the above, the study of the concept of the “shadow economy” is relevant and
important problem of the economics.

2 Materials, methods and organization of research

In this study it is important to consider the key methodological approaches to the definition of
the “shadow economy”.

The study of 120 definitions of the shadow economy was carried out on the basis of a survey
and monographic, historical, logical, analytical, comparative methods of scientific knowledge.
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At the organizational stage of the study it was suggested that understanding the nature of
shadow economy phenomenon has the most significant differences depending on the chosen
approach: theoretical or operational. Theoretical approach [40; 4; 1 et al.] is distributed to a
lesser degree and presents the shadow economy as an economic category, reflecting a
complex set of economic relations.

The most of the studies [55; 43, 8, and others.] are drawn towards the operational approach
that defines the shadow economy by measuring it through actions. Such an approach is used
in the solution course of statistical, applied problems, in formulation of recommendations on
improving of the legislation and adjustments to the ongoing socio-economic policies.

Usually, from the methodology standpoints the most significant differences to the shadow
economy aspects study are observed from the viewpoint of social, economic, legal and
cybernetic approaches. The wide source base has identified many more concepts.

3 Results and discussion

Only the names for “out of state” economic field and its individual sectors in the
contemporary scientific literature, counts several dozens: informal [42, p. 15], underground
[67, p. 23], black market [27, p. 19], subterranean [64, p. 38], unfair [19, p. 29], and so on.

The list of specific inherent instruments in economic approach [2; 9; 14 et al.] includes:

e study of the influence exerted by the shadow economy on the effectiveness degree of
pursued economic policy, the use and allocation of available economic resources,

e development of reliable methods for its objective evaluation and measurement,

Institutional level in the researches undertaken by economists [13; 53; 38 et al.] is
concentrated on the study of social and economic institutions of the shadow economy, and,
above all, on the system of formal and informal rules of conduct, the sanctioned mechanisms
and the laws of their development. Therefore, in our opinion, it can be attributed not strictly to
the economic but to the social-economic approach.

The shadow economy is examined not only within institutional approach, but also at the
macro- and micro levels, as well as in the global overview. The level global economy is a vast
field for studies [25; 35; 32 et al.] of the international shadow relations (for example, drug
trafticking, prostitution, laundering of criminally obtained funds).

The macro-level provides an analysis [28, p. 195; 70, p. 109] of the shadow economic
activities in terms of its impact to production, economy pattern, distribution, redistribution
procedure and consumption of gross domestic product, the employment rates, inflation,
economic growth and other macroeconomic processes (Figure 1).
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Figure 1 Performance of formal and informal economic activities
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Micro-level is the field of study [12; 46; 47 et al.] of economic behavior and decision-making
options by business enterprises, the subjects of the shadow economy, the study of particular
illegal markets.

From the point of view of sociological concepts [29; 48; 66 et al.] of the shadow economy this
sphere is considered within cooperation certain social groups that differ in the shadow
institutions system in their position, the motivation of economic behavior of subjects in some
important situations.

On the basis of the cyber concept [73; 17; 59 et al.], the shadow economy is considered to be
a self-regulated and self-controlled systems. A set of effective economic and mathematical
models of management and forecasting of the shadow economy and regularity of its
development vectors and options involving its interaction with the formal sectoris developed.

From the point of view of legal concepts [37; 21; 15 et al.] manifestation the shadow
economy is usually considered as a special field of deviant (including criminal) behavior. The
key focus is paid to the study of number of socially dangerous formats of economic activity,
crime prevention methods and ways of their prevention by legal means (criminally-legal and
criminological control).

The consumer concept is of considerable interest used by some authors [16; 60] that limits the
scope of the shadow economy by illegal consumer market.

The shadow economy is limited by the labor concept [45; 22; 44 et al.] by unreported and
unregulated employment.

Both concepts have proved their effectiveness in the study of shadow phenomena within the
frames of the economically backward countries, but are narrow enough to study the market
economy conditions.

The concept of the Dutch economist J. Breman to define the shadow economy as based on the
identification of the shadow economy effects and the shadow business [11, p. 219]. The
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concept under consideration, in accordance with the criterion of subjects of the shadow
economic relations can be singled out as the enterprising (contract).

Today the concept of transactions, unregistered by the state or a transactional concept [72; 69;
68 et al.] is widespread. In comparison with the previous position, the understanding of the
transaction as the primary unit of the whole sphere of shadow economic activity significantly
expands the understanding of the shadow economy, since a contract in the business concept is
only a private case of the transaction, where coordination of the will of a few (two or more)
entities are required.

The operating concept offers to use the concept of a shadow economic operation as a primary
element of the shadow economy. Though this approach is presented in the literature [5; 20; 56
et al.], but not consistently carried out, as quite often the economic operation is actually
identified with a transaction. But the concept of operation, as shown by the vocabulary
analysis [10, p. 309; 24, p. 459; 6, p. 209] is much broader than the concept of transaction and
may contain any of the economically significant actions in order to obtain the shadow
revenues (for example, the implementation of illegal operations in the accounting field).

One of the varieties of business concept of the shadow economy is the concept of a business
enterprise, which is used for different kinds of criminal forms of economic activity. Its main
feature is the examination of the shadow economy phenomenon as a system of criminal
business enterprises. This concept is developed on the basis of methodology of economics
(example - the theory of firm by the Nobel Prize winner R. H.. Coase [52]) and jurisprudence
(in order to ensure control of organized crime in the United States the concept of the business
criminal enterprise is developed [33, p. 10]).

As a result of main approaches analysis to understand such phenomena as the shadow
economy, it is important to note the lack of the authors’ attention to the study of its causation -
determination. This implies the meaningless use of different titles, while all the manifestations
of the studied activity could be classified. This will allow using each term in accordance with
its purpose (Figure 2).
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Figure 2 Types of non-observed economic activities in their relationship
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We did not include the domestic (informal) economy in this scheme into the shadow
economic activities. It should be noted that the researchers [3; 39; 41 etc.] are unanimous: the
level of harm caused by exercising subjects is minimal. Our opinion in this respect is more
categorical: domestic economy does not cause any harm, but on the contrary is stabilizing. In
the aspect of macroeconomic consequences, the home economics brings positive impulse to
support the most vulnerable and socially unprotected segments of the people. In addition, it is
the basis of creativity and culture development (agriculture and craft), the income is
considered as a side effect, which indicates demand of the economic entity’s creation. The
only exception is the shadow activity in which the household is only a cover.

It should be noted that unlike many investigators [7; 61; 34 et al.], we believe that the
activities not included in the statistics due to shortcomings in statistical surveys should not be
included into the shadow economy definition. This is due, firstly, to the fact that we do not
include home (informal) economy into the shadow one. Second, unintended actions of
economic entity, caused a real understatement of income, is a mistake, but not a shadow
economic activities. Third, the initiatives of an economic entity for the statistical treatment
similar in practice do not meet obstacles in the accounting bodies (for example, in the absence
of this type of activity according to classification the most similar in nature activities is
selected). Thus, a bona fide business entity has always a possibility of open economic activity.
Excretion of it into the “shadow” is carried out only by intention to understate the real
incomes or the production of illicit goods and services.
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Corresponding to mechanisms taken into account to ensure the coordination of individual
sectors and the shadow economy spheres, one can allocate mechanisms:

a) activities excretion into the “shadow”;
b) informal relations;
¢) power-forced.

If the analysis of activity extraction “into the shadow” as an integral part of the shadow
economy remains as a general rule [49, p. 59; 23, p. 105; 36, p. 98], then the informal
relations in the shadow economy mechanism usually remain unnoticed. The presence of the
power-enforcement mechanism in the shadow economy is recognized by only a few
researchers [58, p. 320; 71, p. 109].

Consistent with the nature of the result, you can talk about the shadow economic activity:

e Productive, bringing a real contribution in the production of gross domestic product,

e Redistribution, unrelated to the real development of various economic benefits, but
redistributing the property and income.

Based on the current stages of the reproductive cycle, we can identify a similar informal
activity (Figure 3).

Figure 3 Stages of the reproduction cycle of shadow economic activity

Source: Compiled by the author

The most of the concepts discussed above the interpretation of shadow economy definition
means the economic activity inclusion into its composition in all phases of the reproductive
cycle. The exception is a statistical concept that considers the shadow economy as a
productive sector, participating in the GDP creation.

4 Conclusions

These concepts are constructive in dealing with a number of specific research tasks, but not
considered as a basis for full-scale and extremely precise formulation of a universal definition
of the shadow economy phenomenon, which cover at the present time almost all categories
and types of economic resources and markets. The approaches proposed in the scientific
literature to word the shadow economy definition significantly vary depending on the
elementary object of the shadow economic activities elected by the researchers. Among the
most constructive may be mentioned such as: transaction, contract, economic (production)
relations, institution, operation, business enterprise, quantity and other parameters that reflect
the existence of shadow economic activity.
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Based on the investigated essential features of the shadow economy, allocated in the
researchers’ approaches of different directions, as well as on the analysis of the universal
causes and foundations of its existence, we can formulate a definition of the “shadow
economy’’ term. But first, we note a number of significant improvements and additions based
on the theoretical uncertainty and economic reality.

Firstly, the society does not control not only a certain percentage of inventory of goods,
services, money and valuables, but also many other economic benefits. Such an important
element of any economic activity as entrepreneurial skills is not mentioned in the economic
science as one of the shadow economy components; in the absence of them it is impossible to
achieve positive economic results. At the same time among the ‘“shadow businesses”
(representatives of the shadow economy) entrepreneurial skills are usually pronounced and
increasingly acquire criminal forms or forms not provided for in the criminal law, but causing
considerable (and / or socially significant) economic damage to public.

Second, the shadow economy uses not only public property, but also its own, earlier illegally
obtained capital. And with the increase of ranges and rates of property and capital
accumulation acquired by criminal means, ever increasing the range and scope of the shadow
economy, the share of gross domestic shadow product.

Third, the main goal of any shadow business is getting windfall profits (excess profits). The
latter should by understood as the profit in two or more times higher than average rates of
return available on this official market of goods (services), as well as profits arising in the
field of illicit goods and services (in this case, the profit is zero on the official market, so it
will be super-profits in the shadow market). In other words, the shadow economy exists and
can exist only under conditions in which it is possible to obtain windfall profits.

Fourth, all the shadow economy in its activities and entrepreneurs enriched due to it cannot do
without the state’s services, which creates a request for corruption. At the same time the
shadow economy does not come in economic relations with the state acting as a business
entity (does not pay taxes, duties, does not comply with the regulatory requirements for
activities and so on). In this sense, there are exclusively economic relations of subjects of
shadow activity with officials about the distribution of shadow incomes received for rendered
“services‘ of corrupt officials.

Fifth, in the shadow economy phenomenon itself there is a contradiction: on the one hand -
this is the beginning of some specific criminal activity, on the other - a set of absolutely real
economic processes, avoiding of which is currently difficult or impossible to meet the existing
needs of the population to the fullest. It should be noted that in its second side, the shadow
economy is just delaying the solution of hidden social problems, as they cease to be “on the
agenda”.

Based on the above the shadow economy definition can be represented as quite simple and
clear, it is important for research, evaluation and minimization of it. The scale of the shadow
economy as a whole, are subject to the general state of the economy, as well as the society
ability to ensure control of production, distribution, consumption and sharing of economic
benefits and create conditions for the entrepreneurial skills application.
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ABSTRACT

At the present time over 90% of the Slovak beer market is dominated by two multinational
giants and three smaller breweries. The Slovak beer market is significantly influenced by the
dominance of the two largest companies, which are in addition foreign owned. The following
paper is concerned with the issue of increasing the excise duty on beer and its consequences
for consumption of the studied product and the aim is to demonstrate the tax burden in
relation to domestic producers and beer consumption in the domestic market. Data on
consumption and the evolution of excise duty rates were compared ex post and conclusions
were drawn using an analysis of economic indicators and the time period considered is the 16
vears from 1999 to 2014.

Keywords: rates of excise duty of beer; beer consumption; elasticity; optimal taxation
JEL codes: F15, G18, H20, H25

1 Theoretical approaches to excise duties on consumption

The precursors of the current duties on consumption were excise duties. Historically indirect
taxes had a natural character whose aim was to obtain money from the profits of traders so
that the monarch could finance wars. [2] The end result was however that the traders passed
these taxes onto the consumer. As the economy gradually started to move from one based on
agriculture, trade and artisans to one based on money, so increased the importance of taxes as
the main source of income to the state budget. [11]

The era of liberalisation brought with it a minimisation of state intervention and a restriction
of the task of taxation to the covering of expenditures connected with defence, internal
security and law enforcement. [10] England was in the 17th century a pioneer in the
introduction of excise duties, where they gradually introduced duties on goods, commodities
of daily use such as salt, sugar and butter as well as taxes on income, paid by people who had
income from agriculture, industry, interest and dividends, as well as from pension income and
the income of self-employed and unskilled workers. With time the importance of excise duties
increased and in the 19th and 20th centuries these went off in two directions. The first was
aimed at taxes on turnover (taxes on the transfer of goods) and the second to the development
of excise duties as selective taxes on particular types of products. Gradually these were split
into tax duties on separate individual products, whereby products of daily consumption were
gradually excluded.

The era of classical economics brought with it many economists, in particular Adam Smith,
David Ricardo and not least John Stuart Mill. An important conclusion is that the overall
consumption of the lower classes, measured both in value and quantity, is higher than that of
the middle and upper classes, i.e. taxation has a greater effect on the lower classes. [7] Taxes
on the raw materials needed for the production of fermented drinks and alcohol produce a
bigger tax take in comparison with other taxes on consumption, whereby such taxes to a large
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extent impact on the lower classes. [9] The taxation of alcoholic drinks, as luxury goods, has a
greater impact on the lower classes. The main reason was that fermented drinks were free of
tax as was distillation of alcohol for private use. So the upper classes who were in the position
where they could afford to produce their own alcohol were able to consume it at tax free
prices. The lower classes thus paid a higher price for the same good. In connection with this
fact Adam Smith came up with the thought, that a reduction of the excise duty rate on malt
would bring in more tax than would an increase. The main reason was the tax exemption for
home-produced alcohol for own consumption and also the fact that in the bigger breweries
there was a greater probability of tax evasion. [5]

Currently general consumption taxes are seen as selective taxes from the sale or use of
particular goods or services, for example alcohol or petrol. During the time period considered
Governments relied on the take from such taxes, given that amongst the OECD countries such
taxes contribute on average 12% of total income. [1] Apart from the fact that consumption
taxes produce necessary income, they also represent a means by which externalities can be
managed and those can be taxed who profit from Government expenditures. There are four
motives justifying the very existence of consumption taxes. First they provide income to the
state budget, secondly they control externalities, which pollute the environment, thirdly they
permit the application of the principle of tax utility (consumption taxes should be designed to
bear on those who gain benefit from the state, which finances such benefits from particular
consumption taxes, e.g. taxes on petrol which go towards financing road repairs) and lastly
they can levy a tax on those goods which damage health, such as tobacco and abusive use of
alcohol, where there is a risk of over-consumption, if no tax was levied on them. [8]

2 The history of beer brewing in the territory of Slovakia

The history of beer brewing in the territory of Slovakia is almost as old as in the case of
neighbouring countries and reaches back to the turn of the 10th and 11th centuries. The first
brewing guild was set up in 1450 in Bardejov and by the 17th century beer was brewed in
every larger town. In the 1990's there were 15 breweries in Slovakia.

The Slovak beer industry underwent a number of significant changes in its history. The free
movement of goods, that followed the entry of Slovakia into the European Union in 2004, had
the effect of reducing each year beer production with the result that the negative trade balance
in respect of beer increased. Following the split of Czechoslovakia into Slovakia and the
Czech Republic on 1 January 1993, a customs union was implemented between the two
separate states, that resulted in a negative trade balance for Slovak beer from 5 to 7 million
Euros. However, as a result of the rapid decrease in the number of Slovak breweries and the
resulting decrease in production and the export of beer to the Czech Republic, the negative
trade balance rapidly increased to reach 32.363 million Euros in 2014. From 1995 to 1998
new domestic as well as foreign investors entered the beer brewing industry. The difference
between the tax rate for low-alcohol and other beer was reduced. The record for beer
production, 4.8m hectolitres was recorded in 2002. At that time Slovakia was in 10™ position
as regards beer consumption per head of population. This increasing trend in beer production
came to a halt half way through 2003. Twice that year the rate of tax on beer was increased.
The first increase occurred on 1 January 2003 when the basis for taxation was changed' and

! Law No. 391/2002 which amended and added to Law No. 310/1993 relating to excise duties on beer in
accordance with later regulations
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then on 1 August 2003 when the rates of tax on beer were increased®. This double blow during
a single year was extreme and out of proportion. The second half of 2003 constituted the start
of a long-term recession in Slovak beer brewing. Whereas beer sales in the first half of 2003
were still 1% higher than in the same period of 2002, in the last five months of 2003 from
August to December a fall of 12% was registered compared with the same period in 2002.
Over the whole year sales in 2003 were down 4.1% compared with 2002. As a result of the
tax increases as well as the opening up of the market and entry into the EU seven Slovak
breweries were shut down with a loss of 5,000 jobs. During the period from 2008 to 2010
employment in the beer industry fell by 21%. [4]

At the present time over 90% of the Slovak beer market is dominated by two multinational
giants and three smaller breweries. The Slovak beer market is significantly influenced by the
dominance of the two largest companies, which are in addition foreign owned. The number
one producer, Heineken Slovakia, owned by the world number three Heineken International,
has a 45% share and the number two Pivovar Topvar, which belongs to the world number two
SABMiller, has a 28% share. The two companies, amongst whose brands are “Zlaty Bazant”,
“Corgoti”, “Kelt”, “Martiner” and “Gemer”, and respectively “Topvar”, “Sari§” and “Smédny
Mnich”, make up almost three quarters of the total market. The third largest brewer is also the
oldest, Pivovar Steiger (with brands “Steiger”, “Stein”, “Grosak”, “Sitiian”), whose majority
owner is the British firm Endemit with the Czech company PMS having a minority holding.

[3]

The three companies mentioned, together with the Banskobystricky Pivovar (brands:
“Urpiner” and “Kapral”) and the Bytca brewery Popper owned by Slovak entrepreneurs
complete the five dominant players. It is important, though, that up to 85% of the raw
materials used by the top three players (Heineken, Topvar, Steiger), come from Slovakia. The
global companies brought in investment to update the industry, as well as technical
innovation, new management styles and company cultures. In 2009 the Association of small
independent breweries in Slovakia was set up, which at the present time represents more than
40 small breweries (with an annual production of less than 200,000 hectolitres) with a market
share in Slovakia of 5%. Slovak breweries are traditional employers in particular in regions
with high levels of unemployment (Hurbanovo, Sari§, Banska Bystrica, Vyhne, Bytca).
Increased demand for beer leads to increases in production and this helps the economy in the
area of employment, with the sector in total providing about 17,600 jobs. About 1,700 people
work in the breweries themselves, and the supply sector, indirectly employs a further 3,800
people (Table 1). Of these most work in the agricultural sector as well as in beer-related media
and marketing (due to the fact that the brewing industry is an important sponsor of Slovak
sport and sporting events). The most significant contribution to employment is however
provided by the outlets for the product, public houses, restaurants, shops, etc.

Table 1. Indirect employment thanks to the beer industry in 2012

Sector Number of jobs
Agriculture 1,409
Ancillary work 72
Packaging 201
Equipment and other industrial activities 95

2 Law No. 242/2003 which amended Law No. 310/1993 relating to excise duties on beer in accordance with later
regulations
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Transport and storage 614
Media and marketing 1,183
Services and other 261

Total 3,800

Source: The Contribution made by Beer to the European Economy Full Report — December 2013 A report
commissioned by The Brewers of Europe and conducted by Ernst & Young Tax Advisors and Regioplan
Policy Research. Amsterdam.

3 Data and Methodology

A steady reduction in beer production in Slovakia began in 2004. In that year Slovakia
produced 4,243,182 hectolitres of beer, whereas in 2014 Slovak beer production had fallen to
2,857,424 hectolitres of beer for a tax take of 55.4m €. The free movement of beer across
national borders occasioned by entry to the EU resulted in beer imports. [12] Whilst in 2004
there was a negative trade balance of 8,946,100 €, by 2014 this had increased to 37,558,950 €.
This is also a result of stagnation in exports and a countervailing increase in imports from the
Czech Republic and from previously non-traditional beer exporting countries, especially
Poland and Hungary. Despite all the above, and the increases in the tax rates the contribution
from beer to the state budget over the long term is falling or at the least stagnant. Figure 1
indicates the years when there was a change in the tax rate on beer. The double increase in the
tax rates on beer in 2003 had as a result an increase in the contribution to the state budget, but
only in the first year after their introduction. The falling trend was halted in 2007, but in the
following year the contribution from the tax on beer again fell. [6]

Figure 1. Development of the contribution to the state budget from the tax on beer in the
years 1999 to 2014 in € millions
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The production and consumption of beer affects the state budget not only via excise taxes, but
also through income tax and value added tax (VAT). Thanks to all taxes and social security
contributions the total income in 2012 from the beer industry was on the level of 229m Euros,
which represents 1.83% of the total income to the state budget. The trend shown may be the
result of:
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e saving by consumers — a too high proportion of Slovaks have low incomes and have to
consider carefully how they spend them;

e the possibility of substitution by other types of alcoholic drinks, such as spirits and

wine;

the high excise duty rate on beer;

changes of life style — which lead to consuming drinks with a low alcohol content;

severe penalties for those who drive under the influence of alcohol;

pressure from imports of similar products from abroad — this also depends on the

activities of the food chains and the margins they negotiate from suppliers and those

applicable on sales.

4 Conclusions

Excise duties are levied only on specific items of consumption and therefore do not have to
ensure a steady income for financing public expenditure. They are rather aimed at supporting
social and market aims with the help of a better allocation of resources. They were introduced
primarily in order to increase income for the state, but they are also seen as key methods of
influence people's behaviour. The main principal is that rational and informed individuals
make decisions on what to consume and what not to, but external costs (physical, psychical or
financial) should be included in the price, given that not everybody is perfectly informed and
rational. Since consumers react with regard to prices elastically, the take from consumer taxes
falls. This motivates the government to constrain the possibility of substitution with the aim of
reducing offer price elasticity.

Rates of excise duty, which are based on consumer expenditure, do not increase as
consumption increases in the way that rates of income tax increase as income increases.
Expenditure taxes are regressive because such taxes take a greater part of the income of the
poor than the wealthy and thus pose a greater tax burden for the poor. This means that the
distributional effect of consumption taxes is directly proportional to the price elasticity of
supply for goods and services.
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ABSTRACT

The paper evaluates gradual expansion of the social media use in the German insurance
industry. Their deliberate implementation based on a systematic strategy and use of advanced
software tools for evaluation of data from two-ways communication with actual and potential
customers over the social media internet platforms may bring specific risks and opportunities
in this conservative industry. Therefore, authors emphasize the systematic implementation of
social media as well as social media and Business Intelligence tools for business risk
reduction in insurance companies.
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1 Introduction

Social media (SM) denote digital technologies that allow users to interact with each other and
to provide media content for individual use or within a community [1, p.11]". "Social Media is
a group of Internet-based applications that build on the ideological and technological
foundations of Web 2.0, and that allow the creation and exchange of user-generated
content"[2, p. 15]. Social media include various web services such as:

e social networks (e.g. Facebook, Twitter, Google+)

e media platforms (e.g. YouTube, WordPress, Flickr)

e business networks (e.g. Xing, LinkedIn)

e recommendation platforms (e.g. Yelp, WhoFinance).
Social networks have spread rapidly. 47 % of the German enterprises use SM. Another 15%
have specific plans on their use [3]%. The most typical forms of the SM use are: company
presence in the social networks (86%) and presence on the internet video platforms (28%,

especially the big companies)’. The most important drivers of these activities are marketing,
promotion, advertising and PR in companies. Nearly 75% of corporate SM users consider SM

! Users can create in social media content without web design or programming and share them with others.

2 The level of implementation and use of SM in small in medium-size businesses is about the same. The most
extensive use of the SM is in the trade (52%), the least level of use is in the industry and construction.

3 Company blogs are used by 28% of respondents followed by micro-blog communication (25%) of the
companies using the SM.
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as a promotion support tool (in trade more than 85%), 72% use SM in marketing and 60% in
the PR activities. The most important objectives of the use of SM are"[3, p.5]:

(1) increase of brand or company awareness (82%) for companies of all sizes and industries,
in service industry companies it accounts for nearly 90%,

(2) acquisition of new customers (72%),

(3) building up customer relationships (68%), and

(4) only15% plan to expand their portfolio of products and services in collaboration with
customers via SM.

2 Integration of social media in marketing communication in financial sector

The German insurance industry occupies leading positions in international business context.
Germany recorded the highest trade surplus in the world worth $285 billion in 2014 [4].
Germany is the leading location of reinsurers in the world. It accounts for about 30% of
global reinsurance premiums. Providing employment to about half a million people, the
insurance industry is one of the most important economic sectors in Germany*. The survey of
Keylens Research Center shows that SM are the least important in the sector of financial
services in Germany [5, p. 10]. Only 10% of banking and 11% of insurance institutions
consider the SM of importance. Nearly 45% of banks and 42% of insurers evaluate it as
marginal or not important at all. Approximately 50% of the insurance companies have no
social media strategy [6]. In practice there is a large discrepancy between the strategic
importance and the realizable social media results. Only a few German insurance companies
have passed through a digital learning in this context. Therefore, many of them do not use the
potential of the monetization of social media yet currently.

In order to provide guidance on SM implementation in organizations and evaluate its maturity
level SM various maturity models have been developed and used, e.g. [7], [8], [9], [10].
Maturity models describe the main stages of organization’s evolution faced with a given
problem. They enable to assess its status quo based on criteria used within a framework of
development stages and set out an improvement plan to progress to a superior stage, thus they
serve as valuable tools of strategy evaluation. A systematic overview of maturity models
would go beyond the purpose and scope of this publication. The following maturity model
focused on the stages of the professionalization of SM [8] helps evaluate level of development
of SM in an organization:

Stage 1 Listening through the use of SM monitoring applications: The activities and
statements of customers in SM platforms are observed and analysed.

Stage 2 Creating SM presence: in order to increase the level of awareness for public
relations and advertising purposes, e.g. setting up a Facebook fan page, Twitter account or
YouTube channel.

Stage 3 Building a community: having succeed in involving active supporters and
influencers in the own community (user forums, user support communities) on SM platforms
it becomes possible to make use of the creative and innovation potential of customers for
improvement of products and business processes thus opening up new potential of ROI
increase. This necessitates community management with specific challenges for organization.’

4 German insurers provide insurance cover about 460 million insurance contracts. The insurance industry also
has an important role for the economy as a whole as a long-term oriented institutional investor with an
investment portfolio of approximately 1,400 billion euros (GDV 2014).

> Community Management comprises methods and activities related to concept, structure, operation, guidance
and optimization of virtual communities and their adjustment to the virtual space. Available at:
http://www.bvem.org/2010/05/veroffentlichung-der-offiziellen-definition-community-management
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Stage 4 Integration of SM in business processes: consequent inclusion of SM in company
business processes, where feasible as well as involvement of customers in research and
development enables to use their innovation and creative potential in enrichment of product
development with crowdsourcing and open innovation. Customers may partially take over
control of specific business processes, e.g. sales function may utilize the information
generated by customers via SM within the Social Customer Relationship Management or
customer support service may be fostered and improved through customer involvement, e.g.
via Customers-Help-Customers forums or Self-service platforms.

Stage S Transformation into a socially integrated company: The transformation into a
socially integrated enterprise dissolves traditional corporate boundaries. Both customers and
employees are equally integrated within the model of socially integrated enterprise. The idea
of the Enterprise 2.0 is characterized by the digitally networked enterprise with an open and
authentic internal and external communication exchanges and mobile action of employees.

According to [8] a prerequisite for the professionalization of SM use lays in acceptance of
power of consumer opinions in SM, thus new conditions for communication by management
of organization. The maximization of shareholder value is no longer in focus, instead it is
superseded by the maximum customer benefit with an employee participation. Therefore, the
combination of SM in internal and external communication, companies can lead to fully
mature professionalization. This maturity model is easy to understand and use, however, it is
based on theoretical assumptions, and it requires justification based on research data.

This raises the question of maturity stage of German insurance companies evaluated by means
of a maturity model. The survey on the SM in insurance in [6], among other, dealt with the
following question: How would you classify your business in the digital transformation
process? 44 % of respondents evaluated their status as the fourth stage, i.e. integration of SM
in their business processes. About 22% responded to be in the third stage, i.e. in the process of
building its own community. 17% assessed themselves to be at the level two, i.e. creation of
SM presence, and 6% were at the levels zero (no plans on own SM activities) or one (use of
SM monitoring applications). The highest stage five, i.e. transformation into a socially
integrated companies achieved only 6% of respondents [11]. This online survey could work
with the data from 18 insurance companies, so its results were not representative, they only
indicated the tendency to various potential benefits in the insurance sector that are yet to be
achieved. Only through the transformation stages stated in the maturity model may insurance
companies attain maturity levels allowing user participation. This optimization of business
models can be achieved through product innovations (Friendsurance), extension of customer
power (e.g. Service-Communities) or even via disruptive innovations of business model. The
development of some other industries shows that companies have been using these
approaches already. Six, Starbucks and Dell take on the opinions and wishes of customers and
implement them as far as possible also [11, p. 85-88]. So that the customers are trigger of
development. This has changed marketing in a dramatic way from traditional company
marketing and sales to "Marketing with friends" [12].

3 Social Media and Risk Management

Social media is a powerful tool to interact and engage with customers, in marketing, customer
support, customer engagement, and internal collaboration however, it can also expose
companies to new types of risk in areas like brand reputation, employee productivity, and
malware. SM as such can be a risk, or it can strengthen traditional risks. In the study of the
independent consulting company Altimeter Group nearly two-thirds of the surveyed US
companies reported that they saw in the Social Media "considerable or huge risk in terms of
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the reputation of their brand"[13]. Yet 60% of companies either never trained their employees
about their corporate SM policies or they did so only upon hiring them. Moreover, 43% of
companies had less than one employee responsible for managing SM risks. The following
four largest risks perpetuated by SM were found in this 2012 survey:

1. Damage to brand reputation. 66% of 52 companies surveyed told that SM represented a
significant or critical risk to the reputation of the organization. Damage to brand reputation
can result in a loss of trust or credibility of the organization.

2. Releasing confidential information. Companies are constantly concerned about the leakage
of confidential information, from earning indications to changes in key staff. 32% of 52
companies surveyed told that SM were either a critical or a significant risk to releasing
confidential information.

3. Legal, regulatory, and compliance violations. While the government works with private
industry to reformulate its regulations around SM, companies in highly regulated industries
want to engage and, at the same time, not violate any laws or regulations. 30% of 52
companies surveyed indicated that the legal, regulatory, and compliance risks from SM were
critical or significant, while another 25% rated the risk as moderate.

4. Identity theft or hijacking. Organizational identities hijacked on SM platforms are
becoming more common, including setting up fake Facebook pages or Twitter feeds and
providing false information or acting otherwise maliciously. Brand hijacking and traditional
identity theft fears led 25% of 52 companies surveyed to say that this risk was critical or
significant.

While it takes years to build up a good reputation and to develop a strong brand, in some
situations it may take a very short time to seriously jeopardize or even destroy it as shown in
the recent problems of ERGO or Debeka insurance companies. The following short case study

illustrates how a “shitstorm™® is able to destroy the reputation.

Figure 1 “Shitstorm” and online reputation crisis of Ergo insurance

Apr 28 1500 AM) May 6 (500 AMY  May 14 (500 AMY My 22 (500 30 May 30 (500 AM Jun 7 (500 AM Jun 15 (500 AM Jun 23 (500 AM

Versicherung . ERGO Problem Ergo

Source: [11, p. 208]

6 “Shitstorm” is a storm of indignation in a discussion on SM platforms partly accompanied with insulting
remarks. Its distinguishing feature is that discussion participants produce large number of subjective criticism in
a short period of time (original discussion topic as well as aggressive, abusive, threatening or attacking
statements about companies, institutions, and individuals in public. It refers mainly to blog posts or comments on
Twitter and Facebook.
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Causes of the crisis of the Ergo insurance’were reported by all German media. The crisis
started with a sex party in Budapest, incorrectly calculated pension (Riester) contracts and
faulty life insurance contracts. In May 2011, it was published in the newspaper Handelsblatt
that in 2007 the HMI (sales organization of Ergo) had used invitation for a sex trip to
Budapest as incentive for hundred best sales people and top managers [14]. The Ergo-crisis
was intensively discussed online and brought about a “shitstorm” against the company. The
history of this crisis is represented in the Figure 1 below based on the analysis of SM
monitoring with the tool Radian 6 from Salesforce. At the peak day of the “shitstorm” (22
May 2011) there were identified about 2,000 postings about Ergo disseminated through online
media and social networks such as Facebook, Twitter and YouTube. The content and form of
postings ranged from aggression to vulgarity. It demonstrated the shift in the balance of power
between companies and customers due to the SM impact.

The Ergo “shitstorm” was a real big risk to reputation of this insurance company. As a
consequence of it, many insurance companies have associated the SM use with fears.
However, such fears may be eliminated through education, training and open communication.

Safeguarding brand reputation, protection of information and intellectual property, and
mitigation of adverse legal actions requires from organizations to be more proactive in
managing SM risk. Setting up an effective SM risk management process [13] in an
organization means to focus on:

1) identification of types of SM risks;
2) assessment and prioritization of those risks against limited resources;
3) mitigation and management those risks to reduce their impact on the organization; and

4) evaluation of emerging risk against mitigation efforts.

4 Opportunities and Risks of Social Media in the Insurance Branch

In spite of statistical figures stated above, many German insurers are active in SM. The most
favoured SM networks are Facebook, Twitter, YouTube and XING, with Facebook being the
most preferred communication channel. Facebook has been predominantly used for customer
relationships, Twitter for press relationships and XING for employee search.SM have changed
the business massively. Through SM the behaviour of customers has changed significantly,
they are encouraged to share information online with other interested persons using
interactive tools. Well informed, demanding and critical customers tend to take more part in
the marketing communications and expect more personalized service. Therefore, it is essential
for insurance companies to improve their professional presence in SM networks. The strategy
considerations of the insurers should not only analyze the SM risks against their chances in
brand promotion or customer increase, but also take preventive measures, e.g. in their
reputation management.

Many German insurance companies have feared a reputational risk and a “shitstorm” since
this incident. It appears that the SM risks are dominant in the insurance branch, so the low
relevance of SM and reserved attitudes of German insurers to them are not surprising.
Probably, the root of the problem is to make a convincing cost/benefit case for the competent
managers and then reflect it in the company strategy. For risk management are particularly
important: SM policy, SM monitoring and SM compliance. In addition, the professional social

7 The ERGO Insurance Group is an international insurance group. It is one of the largest insurance companies in
Germany with offices in 30 countries. www.ergo.de.
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media handling ensures a company against risks from, through a SM strategy with security
measures such as monitoring, compliance and policy. The communication should be open
minded, focused on values, transparent und not advertising. If insurance companies use SM
profiles, they can start building a proactive reputation with a blog and sharing postings on
Facebook, Twitter and YouTube.

Today's customers expect that the brand they do business with will be on SM and will be
contactable via the most prominent SM platforms such as Twitter, Facebook or YouTube.
Handling grievances in a professional and considerate manner is critical to achieve a
successful resolution for both parties: customer and company. This two-way communication
increases opportunities to connect with customers and prospects, but also increases risk,
especially if corporate regulators are already announcing compliance requirements and
guidelines on SM use. In addition, the viral effects with word-of-mouth are very interesting
for the finance branch. This increases the range of marketing activities and the company saves
advertising budget [14]. This is an important impact for finance companies in a low
involvement market.

The SM use in finance sector should comply with the regulations of the Federal Office of
Supervision of Financial Services® in terms of handling of data and protection of privacy. A
fundamental question is, whether employees, social media manager, marketing department
and the SM agency are aware of these guidelines? Most SM activities come from a marketing
perspective, without considering risk management at all. At the same time, heads of
departments need to share responsibility for managing risk and train staff on how to do this in
their day-to-day jobs.

SM risks may fall under five main areas of business risk: operational, regulatory, information
security, reputational and financial. Some risks may have impact on one or more categories.
[15, p. 23]. Hence, it is necessary to weigh the opportunities against the risks of SM
implementation and use in insurance sector (Table 1):

Table 1 Opportunities and risks of Social Media in insurance companies

Risk type Specific risks Specific opportunities
Operational/  1Violation of company rules with 1 Creation of a new communication
Market subsequent loss of control, Copyright channel, Personalization of
risk violations, Lack of employee communication, Customer

competence, Leakage of confidential
information, Monitoring employees
on SM

2 ,,Ownership” issue over the content
of employee postings on LinkedIn,
Facebook, Twitter, etc.

3 Wrong” communication due to
denial of employees, lack of social
media  competence, insufficient
capacity of resources needed or other
resource issues

interaction support

2 Management of brand/company
image, Increase of brand awareness,
Building employee and customer
loyalty

3 Acquisition of new customers,
Targeting new  leads/customers
Building relationships with
(younger) customers, More or better
(after-sales) service, Boost in sales
support

8Bundesanstalt fiir Finanzdienstleistungsaufsicht (BaFin)
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4 Ignoring of innovation impulses in
customer interaction, Brand theft

4 Fostering innovation,
5 Recruiting
Building

multipliers’

new employees,
relationships with

Regulatory/
Legal

risk

IViolation of applicable laws,
regulations and terms of use: data
privacy and protection, standards on
advertisements and endorsements
(consumer protection), Conflicts
between regulatory measures in the
EU and US, etc.

2 Legislation on data retention and
archiving.

3 Disparaging comments,
defamation, harassment and
intentional infliction of emotional
harm

4 Risk of using third party as SM
service provider

5 Premature ad unauthorized
financial disclosures of public-
companies - time and person that
made official information public

business
advantages

1  Optimization of
processes and cost

Information
security risk

1 Underestimation of security risks
on SM websites in organization

2 Cyber-crime: activities of hackers
and spammers on SM platforms:

unauthorized information gathering,
phishing, fraud and spamming,
malware risk

3 Constant modifications due to
development of SM platforms

1 Pressure to define and approve the

right  permissions, approvals,
access, data classifications and
collaboration  processes  before

starting a SM implementation

2 Precautions on SM risks in

organization:
SM security policy of organization

Employee awareness and training in
SM security policy,

Use of anti-virus and anti-spyware
applications on SM  websites

Reputational

risk

1 Lack of SM governance:
Inappropriate statements of
employees, management responses
to online criticisms in discussions out
the brand or company.

whenever possible

1 Creation of ,company face",
Higher confidence towards the
company

2 Management of discussion in the
company communication channels

® Multipliers or influencers - specific key individuals that have influence over potential buyers, e.g. potential
buyers themselves, retailers or journalists, academics, professional analysts or advisors. Influencer marketing
focuses marketing activities upon the influencers rather than on the target market.
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2 Fake SM accounts

3 Company reputation damage due to
"shitstorm"

3 Insights "behind the scenes"

1 Effects of SM on stock markets,
1.e. on share prices of organization
2 Unclear ROI of regular SM use in
organization, Cost of SM
implementation and presence

3 Remediation efforts (after IT
outage or hacking), Leakage of
confidential information

Financial risk

1 Financial benefits of opportunities

utilized in the operational field

Source: [15] [16] and own research

5 Solutions to Risk Management

Possible solutions to risk management in financial institutions and other companies may fall
in the categories described in the Table 2 below. They are strengthened by the latest
developments in the Business Intelligence (BI) technology. BI technologies provide current,
historical and predictive views of internally structured data for products and departments by
establishing more effective decision-making and strategic operational insights through
functions like online analytical processing, reporting, predictive analytics, data/text mining,
benchmarking and business performance management.! BI tools range from Data
Visualization tools, Big Data tools, BI Dashboards, Predictive Analytics and Corporate
Performance Management up to Social Business Intelligence (SBI) tools'!.

Table 2 Key Groups of Social Media Risk Management Tools

Group of tools

Overview

Tools

Social
and Listening Platforms

Media Monitoring Used by organizations to listen

to what their customers are
saying in the social web. In
SM risk management, they are
focused toward listening for
risk-indicating statements from
customers and leakage of
internal information by
partners and employees

Simple tools, like Google
alerts and Facebook searches.
More advanced listening
tools, like Salesforce Radian6,
Brandwatch, Synthesio,
Crimson Hexagon. Full-on
analytics packages, like SAS
or Oracle Social Engagement
and Monitoring Cloud Service

19 https://www.techopedia.com/definition/345/business-intelligence-bi

! https://www.trustradius.com/bi
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Social Media Management Used by

Tools

organisations to
organize, manage, and
automate their SM workflow,
including publishing. In SM
risk management, some of
these same tools can also be
used to manage and control
what information is released
by the organization, e.g. for
scanning outgoing corporate
social messaging and flagging
inappropriate ~ content  or
content in  violation of
corporate guidelines.

Important for  companies
operating in a highly

regulated environment.

Broad set
Hootsuite,

of tools, like
Buffer, IFTTT,
SocialOoms, Social Flow,
SproutSocial, Actiance,
Awareness, Expion, Hearsay
Social, Inc., Sprinklr, and
others

Social Media Compliance

Used to assist organizations to
comply with either internal

Tools include RegEd Arkovi,
Actiance, Smarsh, Hootsuite,

Tools policies and/or external Gremln, Jive, Kronovia,
regulatory requirements. They Social 1Q Networks, and
enable activities such as others
archiving of SM activity,
auditing SM activity, and

monitoring employee social

activity

Sources: adjusted [15, p.21], [13], [17], [18]

SBI combines the traditional roles of BI software (building reports, dashboards, score cards,
etc.), to track overall performance and shine a light on key performance indicators. SBI then
applies these results to analyze and deliver insights from monitoring of SM networking,
monitoring and analytics into a dashboard interface that offers clearer insights, which can lead
to better ROIL.The most noticeable feature of SBI is that it invites customer input and feedback
at early points in the process rather than after a product is released.'?> The top ten players in
the global Social BI market are: IBM, Oracle, SAP, SAS Institute, Adobe Systems, Attensity
Group, Beewolve, Clarabridge, Crinson Hexagon, evolve24."’Insurance companies should
use SM monitoring for crises, forecasting or as a precaution measure and Business
Intelligence for increasing the ROI.

6 Conclusions

With SM monitoring and BI tools based on the SM strategy insurance companies are able not
only to develop new opportunities for company business but also reduce the SM risks
efficiently. SM monitoring and BI allow an assessment of a company’s capability and

12https://www.techopedia.com/deﬁnition/26752/social—business-intelligence—social—bi
! 3http ://'www.technavio.com/blog/top-18-social-business-intelligence-software-companies

45



University of Economics in Bratislava, Faculty of National Economy, Department of Finance

readiness to be able to move to the next level of maturity in the deployment of digital business

innovation and transformation. There may occur blocks, which may be cultural, managerial,

operational, or related to security or regulations. Nevertheless, this process offers a

benchmarking capability whereby organizations can compare their maturity stage with their

peers (if a sufficient number of participants in each sector have completed an assessment).

The SM Monitoring Maturity Model is used to research those answers within a consistent

framework, and it provides the basis for improvement. Recommendations for action are the

following:

1. Adopt a clear SM strategy that specifies the requirements and culture of the business.

2. Employee training in SM is critical to ensure that SM is an asset for an organization, and
ensuring everyone is vigilant but collaborative about getting it right.

3. Carry out a regular annual SM check to quantify exposures and provide recommendations
on how to best address various identified risks.

4. Utilize issues-based monitoring, in particular when market-sensitive announcements are
being made.

5. Consider implementation of appropriate monitoring during a crisis or as a precaution
against occurrence of unexpected issues or incidents.

6. Include SM within your reporting framework — beyond marketing. A diagnostic report can
also identify what measures need to be in place regarding your SM exposure and risk.

Ultimately, regardless all procedures put in place, it is necessary to keep vigilant and create a
corporate culture where everyone in organization understands how to protect business brand
and his/her own personal brand.
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ABSTRACT

The importance of innovation activities consists especially in the development of future
competitiveness and improvement of efficiency of economy in given country. The goal of our
paper is to provide a general overview of innovation development in the Visegrad Four
countries (Slovak Republic, Czech Republic, Poland, Hungary) when compared to the
member states of the European Union (EU-28). The introductory part of the paper deals with
the basic indicator of measurement of the innovation performance and competitiveness within
the European Union. The analytical part focuses on the rating of innovation performance of
the Visegrad Four countries and their competitiveness based on an eight-dimensional
classification of the main aspects, or categories of the innovation process. The second part of
our research will subsequently deal with the global index of competitiveness of individual
countries when compared to the EU.

Keywords: Innovation, Competitiveness, European Union, Countries of V4 - Slovak
Republic, Poland, Czech Republic, Hungary

JEL codes: O3, O30

1 Introduction

In today’s time of strong globalization driven by the force of business development, economic
development and growth of the overall economy of all countries, innovation activity is active
not only due to the increase of competitiveness of companies in the local and global business
environment, but also due to securing sustainability and development of the economy of the
states. However, the innovation performance level of individual countries varies substantially,
which results except for other also from the continuous persistence of regional disparities
throughout the world, including the European Union. An essential feature of innovations is
the realization of a new added value of a product, a technology or a service in the market.

The term innovation is connected with the name of the Austrian and American economist J. A.
Schumpeter (1889-1950), who has focused during his active time on the analysis of business
conditions, under which the business is interested in or can perform so called new
combinations of developmental changes. He described especially these new combinations of
the developmental changes with the term “innovation “, while he understood innovation as the
application of these changes in the practical activity of the enterprise. [11]

History of the increased support of innovation enterprising in the European Union reaches
back into the 1980’s. Despite the fact that the belief that research, development and
innovations are internally mutually dependent activities was dominating at this time, during
the period from 1983 to 1994 programs for innovations support and programs for research and
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development support have been carried out independently. [6] Individual countries found out
and acknowledged very quickly that science and innovations can significantly contribute to
the national productivity, profit and economic growth. Especially because of this reasons the
governments together with key institutions began to establish their general approach and
strategy for the support of innovations. [2] The breakthrough in the history of the European
Union happened with the special summit in Lisbon (2000). The adopted Lisbon Strategy
places emphasis, except for other, on the creation of a European space of research and
innovation and for the creation of a favorable environment for the basic development of
innovative enterprises, especially the small and medium sized. [6] The current strategy of the
EU growth is Europe 2020, which builds on the experience gained during the application of
the previous strategy, while it uses its positives and solves those problems, which emerged
during its realization. The new strategy talks of new type of growth (intelligent, sustainable
and inclusive), which is reached especially through the improvement of the (life-long)
education and the level of workers® skills, stimulation of research and innovations, higher rate
of intelligent networks usage and the development of a digital economy, modernization of the
industry and support of higher efficiency when using resources and energies. [3]

2 Literature Review

In recent years the European Union is devoting significant efforts to the support of innovation
and innovative enterprising, since innovation and knowledge is becoming the decisive source
of wealth in a major way. However, there are several definitions of innovation. Based on the
Green Book of innovation, which was published by the European Committee in 1995, under
the term innovation one can understand the renewing and increasing the assortment of
products and services and relevant markets, the creation of new production methods, supply
and distribution and introduction of changes in management, work organization and work
conditions and know-how of the work force. [4] The OECD Oslo Manual (2005) defines
innovation as aset of scientific, technological, organizational, financial and commercial
procedures, which lead or should lead to the realization of new or improved technological
products or means. [9] The Oslo Manual is aset of instructions for the creation of
internationally comparable indicators of innovations, which differentiates four types of
innovations, namely innovations of the product, the process, organizational and marketing
innovations. Currently the works are focused especially on the successful management of
innovations in the enterprise. [1]

In recent years competitiveness is also one of the frequently used terms and its definition is
also not yet unified. One of the competitiveness definitions says that it is the capability of the
country to sell own products and services in given market, while the term competitiveness
includes e.g. also the overall business environment of the country, physical and knowledge
infrastructure as well as labor market indicators or the regulation of financial markets and
products and services markets. [7] Based on another definition the macroeconomic
competitiveness expresses the capacity of the economy to create, use and sell outputs in
global competition so that the welfare of the population would continually grow relative to
other economies. [12] The World Economic Forum (WEF, 2013) defines competitiveness of
acountry as a grouping of institutions, policies and factors, which together define and
determine the productivity of the country, i.e. more competitive economies are the ones,
which grow faster and more effectively than other over time.
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3 Data and Methodology

For writing of this paper secondary data was used in the form of annual reports, surveys and
statistical data collected and processed by international institutions dealing with the evaluation
of innovation performance and competitiveness of individual countries. The data of the World
Economic Forum and the European Committee was used for writing of this paper, which are
the best ones at collecting the Eurostat and OECD data. The paper focuses on the current
period 2014 — 2015. For the processing of the data general theoretical methods of data
processing were subsequently used like abstraction, analysis, synthesis, deduction and from
the special methods statistical methods and comparison in time and space were used.

As part of the analytical part of our paper, we will assess the innovation performance and
competitiveness of the Visegrad Four countries using the Summary Innovation Index (SII)
and the Global Competitiveness Index (GCI). The Summary Innovation Index was created
within the European Union because of the need to unify the fulfillment of the Lisbon Strategy
goals and subsequently its successor the Europa 2020 strategy, while the European Innovation
Summary (EIS) is being annually amended with new indicators with the goal to better capture
the complex nature of the innovative processes. Specifically, in 2015 the index contained 25
indicators divided into eight categories and three general areas, while it calculated SII based
on summarization of measured innovation indicators. The Summary Innovation Index, which
expresses the innovation performance of given country can range from 0 to 1, while the
smaller the SII value, the higher the innovation performance. Based on the reached value of
the Summary Innovation Index the countries are divided in four groups [5], specifically:

e innovation leaders (innovation performance is at least 20 % above the EU average),

e innovation followers (innovation performance is between -10 % and +20 % of the EU
average),

e moderate innovators (innovation performance is between -50 % and -10 % of the EU
average),

e weaker innovators, so called catching-up countries (innovation performance is more
than 50 % below the EU average).

The Global Competitiveness Index (GCI) discusses the perspectives of a country how to reach
a sustainable economic growth in the medium term. The value of the index itself is divided
into three groups with respect to their importance for individual countries, based on the
economic development stages (Figure 1). The Competitiveness Index assesses e.g. the quality
of public institutions, government policies, size of the market as well as other factors, which
determines the level of productivity in given country. Basic measures in these areas are
therefore necessary to remove exceptionally unfavorable situation in individual countries and
increase their competitiveness. [10]
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Figure 1 The Global Competitiveness Index framework
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4 Results and Discussion

Within the European Union the innovation performance of the member states is analyzed by
the European Commission in the publication Innovation Union Scoreboard. Based on Figure
1 we can see that the average innovation performance in EU-28 for 2014 was 0,555. We have
divided the member states based on the achieved SII values into four groups:

» the innovation leaders include Sweden, Denmark, Finland and Germany (just like in
last year), which reach the Summary Innovation Index value in the range 0,676 to 0,74
and when compared to the average value of the EU their innovation performance is
21,80-33,33 % above the average'.

» the innovation followers include Holland, Luxemburg, Great Britain, Ireland,
Belgium, France, Austria and Slovenia, while the Summary Innovation Index of these
countries oscillates around the EU average value (+16,58 % and -3,78 %).>

"'In 2013 the innovation performance value of the leaders was in the range 23.47-35.38 % above the EU-28
average.

2 Except for the present ones the innovation followers included also Estonia and Cyprus, while the values of the
Summary Innovation Index oscillated around the EU-28 average value in the range +17.15 % to -9.57 %.
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» moderate innovators are countries with SII values in the range 0,283 to 0,489,
namely Estonia, Czech Republic, Cyprus, Italy, Portugal, Malta, Spain, Hungary,
Greece, Slovakia, Croatia, Poland a Lithuania.>

» Latvia, Bulgaria and Romania are catching-up countries, or weaker innovators,
while the Summary Innovation Index value of these countries is more than 50 %
below the EU-28 average (-50,99 % to -63,24 %).*

Figure 2 EU Member States’ innovation performance (2014)
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The European Union is using an eight-dimensional classification for the rating of the
innovation performance of the countries, the goal of which is to capture the main aspects, or
categories of the innovation process. In the following figure we can see achieved values of the
V4 countries in the area of these aspects. In 2014 the V4 countries we recording a lower value
in almost all the dimensions. However what is positive, that except for Hungary all countries
were reaching a very good innovation performance in the area of human resources, and the
Slovak Republic was reaching the relatively better value than the EU in this area. The human
resources development is assessed in three based groups, while the first group is made of new
graduates of the doctor’s study, where the SR (2.4) is high above the EU average (1.8).° In
case of observing population with completed tertiary education, Poland (40.5) and Hungary
(31.9) are found above the Europe average (36.9), the Czech Republic and Slovakia reached
similar values (CZ 26.7 and SK 26.9) however below the EU average. The observed countries
are doing best in the case of ratio of young people with higher secondary education. The

3 In 2013 the moderate innovators were countries with the SII values in the range 0.279 to 0.443, specifically
Italy, Czech Republic, Spain, Portugal, Greece, Hungary, Slovakia, Malta, Croatia, Lithuania and Poland.

4 To only change from 2013 occurred in the order of the countries. In the last year Romania had the best results
out of the listed three countries with the SII value of 0.237, followed by Latvia (0.221) and Bulgaria (0.188).

5> The Czech Republic is just below the EU average (1.7), while Hungary (0.9) and Poland (0.6) have weaker
values.
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percentage of young people ages 20-24 with complete secondary education is 91% in case of
Slovakia 90.9% in case of the Czech Republic, 89.7% in case of Poland and 83.3% in case of
Hungary, while the value of this indicator as it the level of 81% in case of EU-28. This fact
can be assessed very positively, because the availability of highly skilled and educated people
is one of the most important innovation controllers. However other dimensions are equally
important. The distribution of individual values in the V4 states varies. On average the best
values are reached by the Czech Republic, but as we can see below, all countries are
significantly below the average in the area of intellectual property. This dimension focuses on
achieved results in the area of know-how success. On the other hand we are lacking also
opened, state of the art and attractive research systems and low levels were also reached by
the countries in the area of business and cooperation.

Figure 4 Innovation performance of Member States’ V4 (2014)
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In 2015-2016 the World Economic Forum included in the competitiveness rating 140
countries around the world, while also this time European economies are dominating the top
ten countries. Switzerland is at the top of the competitiveness list for the seventh consecutive
year. Singapore maintained its second position and USA defended their third place from last
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year. The top ten countries also include Germany, Holland, Japan, Hong Kong, Finland,
Sweden and Great Britain. In another section of our paper we focus on the European Union
countries, with special focus on the V4 countries. Based on Figure 4 we can see that all V4
countries are below the EU-28 average (4.75), however the Czech Republic continues its
growth (again moved from the 37™ position to the 31 position of all the countries) and it is
the leader among the V4 countries. Poland improved its position year on year (from 4.48 to
4.49 thus improving its position by 2 places and reached the 41% position). Hungary erased its
improvement from last year and its current GCI is 4.25 (in the last year it was 4.28). It
reached 63" position this year and it deteriorated by 3 positions. Despite the fact the overall
Slovakia got in the first half of the competitiveness list of the observed 140 countries and
current results confirmed the positive trend in the SR (it is on the 67™ position as opposed to
last year when it reached the 75" position), our country has the worst results among the V4
and the situation is similar also in the EU. Only Croatia and Greece have worse results.

Figure 4 The Global Competitiveness Index 2015-2016 of Member States’ V4
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Source: [10]. Own figure.

The global competitiveness index indicators can be divided into three groups (see Figure 1),
specifically to basic requirements, efficiency accelerators and factors of sophistication and
innovation. The basic requirements, which include factors like the institutional framework,
infrastructure, macro economy, population health and based education show better values in
all of the Union countries (the EU-28 average is 5.24). The second group — efficiency
accelerators — the World Economic Forum assesses factors like higher education and
trainings, market efficiency and technological readiness. Based on the EU data (4.72) this
group is on average in the next to last position. The last position is occupied by the group
assessing the sophistication of enterprise processes and innovation (sophistication and
innovation factors — EU-28 average is 4.39). Based on the assessment of these three groups

® According to the manager of the Business Association of Slovakia (BAS) the reasons from improving the
overall rating of Slovakia can include e.g. shortening the time needed to start a business, or government
support of new technologies through the digitalization of the public administration, which is welcomed by the
entrepreneurs. In the enterprise sector the competitiveness of Slovakia is strengthened by the companies
improving the quality of their production processes and introducing innovation. The respondents of the survey
welcomed also the progress in infrastructure construction, however on the other hand the perception of
corruption worsened according to them. [8].
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we came to the conclusion that allow V4 countries are among the countries, the
competitiveness of which depends on their capability to increase the efficiency of using the
production factors and the capability to improve enterprise processes. [1]

Using Figure 5 we have specified which GCI indicators affect the competitiveness of Poland,
Hungary, Slovakia and the Czech Republic the most when compared to the EU. Based on the
available statistical data, in case of the European union the best result is reached by the Health
and primary education pillar, followed by the Technological readiness pillar, which
demonstrates the openness of the countries to foreign investors, which brings in the new
technology.

Figure 5 The Global Competitiveness Index 2015-2016 of Member States’ V4 (according to
Pillars of GCI)
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In comparison to the EU achieved results, Slovakia recorded in 2015-2016 a negative
situation in the area of the institutional framework (are defined by the legal and administrative
framework), in the area of innovation financing, which is confirmed by significant lagging of
our country behind the EU average from the support of science and research point of view and
in the end in the area of technological readiness (the capacity of the economy to establish new
technologies and know-how). Hungary and Poland are in a similar situation. In the case of the
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Czech Republic, it has the best results of the V4 countries, and in case of the five indicators it
reached better values than the EU average. However what can be assessed as positive is that
our country reached values above the EU average in the area of macroeconomic stability,
(which is important in attracting direct foreign investments), as well as the assessment of the
financial market sophistication. Poland has above the average levels in the area of
macroeconomic stability, assessment of the financial market sophistication and in the area of
the market size (includes the openness of the economy, which is an important factor of
competitiveness). Hungary is the only country, which is below the EU average in 11
indicators (it is exactly at the EU level in market size assessment).

5 Conclusions

Turbulent development and the globalization process itself affects almost all areas of the
world economy. It is being confirmed that the necessary part of progress of each national
economy in this development is improving its competitiveness and thus support of own
viability and international acceptance. In recent years innovations are considered an important
source of competitiveness, which represent one of the important sources of economic growth.
Not only do they help the European countries to remain competitive in the global economy,
but they also help to create new jobs and improve the quality of life of the EU citizens. The
basic issue of lack of innovation development in majority of the countries is the non-existence
of a system of institutions, policies and tools focused on the society and for support of
innovation (eventually insufficient cooperation of public and private sector) on one hand and
lack of financial resources on the other.

As part of our paper we have assessed the innovation performance level of the V4 countries
based on the EU innovation policy tool to the Innovation Union Scoreboard. The analysis of
25 indicators divided into eight groups showed that based on the score of the summary
innovation index all V4 states fall into the third performance group of moderate innovators,
with a below the average innovation performance. The highest performance within the V4 is
reached by the Czech Republic, which is in the 14" position of the innovation performance
rating of the EU-28. The lowest innovation performance is manifested by Poland, which is
followed only by Lithuania, Latvia, Bulgaria and Romania. Subsequently we have assessed
the development of the competitiveness of individual V4 countries when compared to EU-28
based on GCI. We have determined that the factors, which prohibit the growth of
competitiveness of the V4 countries the most, considered by the World Economic Forum
include especially the institutional environment of the country and below the average
innovation potential.

In general the V4 countries in an effort to improve their competitiveness as well as support the
development of a knowledge-based economy should increase their overall expenses for
research and development, support companies and projects in creating innovation, create
conditions for applied research by establishing research and development centers, or
eventually apply programs of state support and public procurement in the area of new
technologies and innovations.
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ABSTRACT

The aim of the paper is to review the academic literature in relation to the initial audit fee
discounting. The theoretical arguments in favour of its existence span from the transaction
costs for the clients, initial costs on the part of auditor, information asymmetry to the audit fee
stickiness. The discounts have been documented using the empirical archival research for
some countries and periods. We trace the main arguments for the existence of the initial
discounts in the relevant academic literature and also present the overview of their evidence
in empirical research.

Keywords: auditing, audit fee model, initial discounts, low-balling
JEL codes: C58, D21, M42

1 Introduction

External auditing is the important part of financial reporting. The role of auditors is to provide
a true and fair view of the financial statements of a given company and thereby offer
assurance to investors and shareholders. Thus, a properly functioning audit market is the
significant prerequisite of the healthy and transparent capital market. In this context the
change of the external auditor and initial discounting are important phenomena. In the past the
practice of initial discounting raised questions related to the audit quality and auditor
independence.

The topic of the auditor change in itself is of interest for both the practitioners and academics.
Academic research has covered several aspects related to auditor switching — auditor choice
(Beattie and Fearnley, 1995 [1]; Landsman et al. 2009 [21]; Ettredge et al. 2011 [13]) audit
opinion (Chow and Rice, 1982 [5]; Citron and Taffler, 1992 [6]; Krishnan, 1994 [20]),
financial distress (Schwartz and Menon, 1985 [25]; Citron and Taffler, 1992 [6]; Hudaib and
Cooke, 2005 [19]) and the initial discounting (DeAngelo, 1981 [11]). As one would expect,
these areas are often inter-related.

The relationship between the audit fee and auditor change is complex. There is rich and bi-
directional relationship between the audit pricing and the auditor changes. Clients often
switch auditors or at least consider the auditor change because of high audit fee or simply
because they expect a decrease in audit fee (Bedigfield and Loeb, 1974 [2]; Beattie and
Fearnley, 1995 [1]; Competition Commission, 2012 [8]). It is then understandable that the
auditors may offer the initial price discount in order to satisfy the client’s wish for lower audit
fee and to secure the contract. However, the clients’ expectations of lower audit fee may not
be the only reason for the existence of the discount. Another reason may be the competition
among auditors. It was argued that in the competitive environment the audit firms offer
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discounts in order to secure ownership over the future quasi-rents (DeAngelo, 1981 [11]).
Others argue that the new auditors offer lower audit fees simply because they do not have
enough information about the auditee and the real client-specific costs associated with the
audit (Coate and Loeb, 1997 [7]), thus leading to the initial loss and the so-called winner’s
curse scenario. Yet others argue that the brand-name auditors offer lower initial fees in order
to let the client experience the higher quality audit services if the uncertainty about the quality
prevails (Carson et al., 2012 [4]). From a different perspective, the regulators expressed
concerns that offering the audit fee significantly below the production costs may lower the
audit quality and at the same time the future economic interests in the client may undermine
the auditor’s independence. Namely, in such situation the auditor may be reluctant to reveal
potential accounting issues thus risking termination of the relationship. Hence the question of
the initial price discount of audit engagement has attracted considerable attention.

The paper is structured as follows. The second section describes the theoretical explanations
for the existence of the initial audit fee discount. The third section reviews the empirical
studies from Australian, US and UK audit markets that are related to the initial discount. The
last section concludes the paper.

2 Theoretical explanations of the reasons for existence of the initial discounts

The academic community has approached the explanation of the initial fee discount using a
range of analytical theoretical models. In one of the first studies DeAngelo (1981) [11] argues
that the initial price discount is ‘a competitive response to the expectation of future quasi-
rents to incumbent auditors’. The important moment in her argumentation is the point that
these quasi-rents are the consequence of the existence of technological advantages to
incumbents and the transaction costs. The technological advantages mean that the incumbent
already went through the necessary start-up procedures (client-specific costs) when
conducting the audit for the first time. The transaction costs refer to the costs incurred to the
client when changing its auditor. The existence of the quasi-rents has two effects: firstly in
competitive environment it leads to the low-balling because the other auditors want to gain
the property rights to the quasi-rents and are bidding for the contract and will lower the price
for the initial audit until the difference between the actual costs of the initial audit and the
offered price is equal to the net present value of the quasi-rents. Since the net present value of
the quasi-rents is positive, the initial price has to be lower than actual costs and hence the
lowballing occurs. The second consequence of the existence of the quasi-rents lowers the
optimal level of auditor independence. But, as DeAngelo (1981) [11] argues, the low-balling
does not adversely impact the auditor independence in future periods since the initial discount
represent the sunk costs. This line of reasoning suggests that the initial discounts are to be
offered universally if the three conditions are fulfilled — there are significant start-up costs,
there are significant contracting costs, and the auditing environment is competitive. Maggie
and Tseng (1990) [22] further elaborated DeAngelo’s model and studied the conditions under
which the auditor is willing to compromise his or her independence. Important for the purpose
of the paper is the fact that the auditor breaks even if the initial discount is equal to the net
present value of what they call the value of incumbency'.

! Actually, there is an interesting point in their analysis related to the recent debate on the mandatory auditor
rotation in European Union and in UK. Namely, Magee and Tseng (1990) assume that the life of the company is
limited. The practical implication of this detail is the opportunistic pricing of the audit in the last period when the
incumbent can charge higher price. Little did they know then, it is exactly what has been empirically observed in
Italy where the auditor rotation is mandatory since 1975.
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On the other hand, Coate and Loeb (1997) [7] provide an alternative theoretic explanation for
the existence of the initial price discount — information asymmetry. Namely, the successor
auditor does not know the information that the previous auditor had accumulated about the
client. Hence, in the bidding of the initial price the potential auditor is willing to bid a lower
price than actual costs, reflecting solely the information common to all auditors and not its
private component known only to the incumbent.

The third potential source of the initial discount, albeit only for subset of the auditor changes
is linked to the experience good theory (Craswell and Francis, 1999 [9]; Carson et al., 2012
[4]). According to the theory the brand name auditors offer the initial discounts to the clients
that were not audited by auditor of the same type before, in order to let them experience the
quality of their audit services. The auditee, once convinced of the superior quality of the new
auditor, will willingly pay the brand-name premium later. Such discount is offered in
situations where the uncertainty about the quality prevails.

Finally De Villiers et al. (2014) [10] propose that for some companies the reason why the
initial discount is observed is the fact that the audit prices are sticky and the changes in audit
fee fundamentals do not translate immediately into changes in audit fee levels. It takes longer
for the downward changes of audit fee determinants to materialize in the audit fees. However,
if the company changes its auditor, the audit fee adjusts immediately and as the authors argue,
this leads one to observe the fee-cutting behaviour. However, this hypothesis is consistent
only with the short-cutting, i.e. the permanent decrease of the audit fee, usually under the
level of audit costs, thus undermining the audit quality. This explanation contradicts to the
empirical observations of research studies that examined the recovery patterns of audit fees
after the auditor change. We are not aware of a study that would document the persistent
discounting outside the five-year window. On the contrary, the studies support the notion that
the discounting is only temporary phenomenon.

3 Initial audit fee discount in empirical literature

Before we proceed to the evidence of initial discounts in the empirical studies, let us make
firstly clear distinction between the price-cutting behaviour and the low-balling. The price-
cutting means the offering the initial discounts without explicit consideration of the
relationship between the audit fee and the audit costs. On the other hand, the low-balling
refers to the setting the initial audit fee under the level of auditor’s costs. Even though it is
low-balling that may lead potentially to auditor compromising his or her independence and
undermine the audit quality and hence it is against the public interest, it is not easy to measure
it in reality. Namely, in order to evaluate the extent of low-balling directly, the researcher
would have to know the private information about the billing rates, staff hours or realization
rates of a given auditor. But this information is seldom available to researchers. Thus the only
thing the researcher may observe is the audit fee and all one can do is to compare the actual
audit fee for the period when the change occurred either with the previous year, the following
year or the predicted fee for the company with the similar characteristics. Sometimes the
terms price-cutting (or initial discounting, which means the same thing) and low-balling are
used interchangeably, but we do not agree with this practice. In theory, if we include the
opportunity costs among the auditor’s cost, there may be certain logic in it, but then the whole
issue about the independence loses its ground.

Another interesting moment to consider when evaluating the results of empirical studies on
testing the initial audit fee discounts is the modelling approach. The most common approach
is to model the initial audit fee discount as a time-invariant dummy variable in the audit fee
model where the dependent variable is in the form of logarithm. The advantage of this
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approach is the interpretation of the estimated coefficient for this variable.> However, this
approach has its opponents. For example Pong and Whittington (1994) [24] argue that such
model is too restrictive in that it assumes the multiplicative functional form. They suggest
using the model with dependent variable in levels and using the interactions to capture
possible non-linearity. Yet another approach was used in Huang et al. (2009) [18] when
performing the sensitivity analysis — they used the audit fee model in changes. The
experimental variable, however, was not differenced.

An alternative approach is to use what we call the counter-factual evidence. Such technique is
usually used in the event studies. Here, firstly the audit fee model is estimated using only the
companies that did not switch their auditor. As the second step, the initial discount is
calculated as a difference between the actual audit fee of the company that changed its auditor
and the predicted fee using the estimated coefficients from the estimated model and the
company’s characteristics. The obtained number is transformed to percentages to facilitate the
easy interpretation. The advantage of this approach is the fact that instead of one number
(estimated coefficient of binary explanatory variable modelling the auditor change) for all the
switchers a company-year specific quantity is calculated for each case of auditor change. The
downside of this approach is the skewed distribution of the percentages after the
transformation with occurrence of outliers. The usual remedy is one-sided winsorization.

Now let us finally proceed to the reviewing the empirical literature. The noteworthy feature of
the literature is the fact that the empirical evidence of the initial price-cutting behaviour in
relation to the audit market is mixed and country- and time-specific. In what follows we
review the empirical studies from the Australian, US and UK audit markets.

In the Australian market, neither Francis (1984) [14] nor Butterworth and Houghton (1995)
[3] found evidence for the discounting behaviour On the other hand, Craswell and Francis
(1999) [9] documented initial discounts only for upgrades from non-Big 8 to Big 8 auditors.

In contrast, the studies from the US audit market report substantial price-cutting behaviour.
Simon and Francis (1988) [26] found an average discount of 24% for initial year and 15% for
the two following years. Ettredge and Greenberg (1990) [12], having examined a similar time
period, found an average discount of 24%. Turpen (1990) [27] reported discounts of 19% and
15% for the first and the following year. Ghosh and Lustgarten (2006) [15] researched the
extent of initial fee discounts separately for oligopolistic and atomistic segments of audit
market. In accord with their expectation they found that the new clients of small audit firms
pay, in the initial year, on average a 24% smaller audit fee, whereas the clients of Big 4 firms
gained only 4% less. Ghosh and Pawlewitz (2009) [16] studied the initial discounts before
and after the implementation of SOX® and found the 22% price-cutting before and 11% in the
post-SOX period. After the disaggregation of the data to small and large auditors, they found
that while in the pre-SOX period both types of auditors offered the discount, after the SOX
implementation the discounting continued only in the small audit firms market. However, the
authors warned against generalizing these results because of the small sample size. Huang et
al. (2009) [18] analysed the initial audit fee discounts in post-SOX era. Their results showed
that the new clients of the Big 4 auditors enjoyed a substantial initial audit fee discount in
2001 (24%), however, the discount gradually disappeared during the researched period and
changed into an audit fee premium of 16% in 2006, instead. In the non-Big 4 group the results

2 In case of dummy explanatory variable and the dependent variable in logarithm, the effect of changing the
value of dummy variable from zero to one is equal to exp(a) — 1, where a is the estimated coefficient. If this
number is multiplied by 100, it may be interpreted as a percentage change in audit fee as a result of changing the
value of the corresponding dummy variable from zero to one.

3 The Sarbanes—Oxley Act of 2002
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were not consistent in terms of the existence of initial audit fee discounts — the model in levels
gave different results than the one estimated in differences.

There are few studies examining the existence of initial audit fee discount in UK audit market.
Pong and Whittington (1994) [24] was the first study to study the extent of initial price
discount in UK. Using a sample of the largest companies in the period 1981-1988 they
documented statistically significant price-cutting behaviour only in the segment of small
auditors. Gregory and Collier (1996) [17] examined the initial fee discount along with the
subsequent price recovery using a sample of 399 out of the 500 UK largest listed companies
and their financial statements for 1991. The study found that the companies that changed their
auditor within last three-year period enjoyed on average audit fee 22.4% smaller. If the
change was lateral, i.e. within the Big 6 group, the discount was 20.2%, if the client was a
newcomer to Big 6 clients’ group, the discount was 35.6%. However, these discounts did not
persist over the three-year window. Recently Peel (2013) [23] explored the extent of initial fee
discounting of eight largest audit firms. The sample comprised private and public companies.
The author found substantial discounts in the case of listed companies. The private
companies, on the other hand, did not benefit from the initial discounting. Moreover, large
clients switching to another Big 4 auditor were enjoying the substantial discounts, as well.
The firms with former Big 4 auditor switching to Mid 4 group were getting smaller discounts.
Since the discounts disappeared in the following year, the author argued the evidence was
consistent with competitive pricing in the Big 4 sector. Moreover, the small clients were not
enjoying discounts if they were upgrading their auditor, i.e. entering the higher quality group.
In a way the price-cutting structure found by the study differs to that found by previous
studies.

4 Conclusions

In the paper we reviewed the academic literature studying the theoretical and empirical
aspects of initial audit fee discounting. Even though the offering the initial price discounts is
not unique to audit market but it is widespread practice across many other markets, it attracted
a lot of attention because it is perceived as negative phenomenon potentially threatening the
independence of auditors and undermine the audit quality.

From the viewpoint of theory, DeAngelo (1981) [11] in a way defended the practice and
argued it is natural response to the existence of quasi-rents in the competitive environment. At
the same time she showed that the quasi-rents existed because on one hand if the client
changes auditor, it incurs the transaction costs if the audit firm performs the initial audit it
faces increased set-up costs. Maggie and Tseng (1990) [22] analytically extended DeAngelo’s
model and showed that the initial discounts are equal to the present value of the gains
associated with the performing the audit in the future. Coate and Loeb (1997) [7] argued the
reason for the initial discounts lied in the information asymmetry. Another possible
explanation for subset of the audits is the experience good theory. Finally, De Villiers et al.
(2014) [10] proposed that the initial discounting existed because of the downward stickiness
of audit fees.

The empirical evidence of the initial price-cutting behaviour in relation to the audit market is
mixed and country- and time-specific. In Australia the discounting was observed only very
rarely. On the other hand, in US audit market there was documented widespread and
significant discounting, however, the extent decreased after the enactment of SOX. In UK, the
empirical studies on initial discounting are rare, but the extent of initial discounting is quite
large, particularly for the listed companies.
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ABSTRACT

This paper carries out a comparative analysis of the banking sectors of the Central and
Eastern European countries against the banking sectors of developed countries. In the
analysis indicators describing the size, structure and financial efficiency of European banking
sectors were used. The cluster analysis methods were also applied, enabling the classification
of the European banking sector in respect to all adopted indicators. The results clearly
indicate large differences in the size, structure and financial condition between the banking
sectors of countries with developed economies and their counterparts in CEE countries.

Keywords: banking, efficiency, size, analysis
JEL codes: G1

1 Introduction

In financial sciences comparative analysis of banking sectors play an important role. They
allow to gain knowledge about the position of given sector against other banking sector in
respect of the pace of development or effectiveness. Comparative analysis of banking sectors
facilitate the evaluation of integration processes in the European banking sector. The
conclusions of the comparative analysis may also serve as a basis for actions taken by the
supervisory institutions.

The purpose of this paper is to conduct multidimensional comparative analysis of European
banking sectors, taking into account indicators describing: size of the banking sectors, pace of
their development, their structure and financial condition. Such goal requires preparation of
appropriate indicators that enable the evaluation of aforementioned aspects and the choice of
proper statistical method which, in turn, enables aggregation and synthetic evaluation.

The first part of the article reviews the literature on given subject and the results of
comparative research of European banking sectors, with an emphasis on banking sectors of
CEE countries. The second part of the article presents the research methodology and the
complex analysis of banking sectors of CEE countries against the banking sectors of the so-
called “old” EU countries. This analysis covers the period between 2008 and 2014, because
the authors wanted to capture changes resulting from the global financial crisis.

2 Literature Review

International comparative analyses can refer to comparison of banks from different countries
or banking sectors. They are carried out by academic centers, central banks, think tanks,
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consulting companies and commercial banks. They differ mainly in terms of complexity.
Hence it is possible to distinguish different types of research: complex, sectional and focused
on selected aspect (eg. profitability of banking sectors). Other important research trend are
analyses concentrating on evaluating the influence of various factors on the condition and
structure of European banking sectors.

Cyclical analyses of European Central Bank play an important role in the comparative
analyses of banking sectors.

Broad comparative research, including EU-27, Japan and USA, was conducted by Bijlsma,
Gijsbert, Zwart [1]. The authors of this research applied 27 indicators (including the ones
describing the importance of banks in financial intermediation, size of banking sectors and
structure of banking sectors). The result of the research show that the fundamental differences
between CEE countries and “old” EU countries result from different size of banking sector
and different openness to foreign capital [1].

Complex comparative analyses of banking sectors of CEE countries usually cover the
evaluation of banking sectors level of development, using indicators of bank assets, loans or
deposits in relation to GDP, growth rate, financial stability of banks and their financial
performance [2], [3], [4].

The second area are comparative research focused on selected aspect. This type of analyses
are important part of research on financial performance of banking sectors [5], [6]. In this
approach, apart from the typical comparative research, analyses of factors determining banks
profitability can also be distinguished. The review of research on financial performance of
banking sector show, that the main instruments used in such analyses are indicators of
profitability of banking sectors (ROE, ROA) and indicators illustrating costs level in relation
to income.

Analyses of influence of foreign capital inflow and financial liberalization on development
and financial results of banking sectors in countries undergoing systemic transformation are
also an important area of research on the European banking sector’s efficiency. Andries and
Caparu conducted a research, which proves that liberalization has a positive influence on cost-
effectiveness of banks [7].

The global financial crisis caused the evolution of new trend in comparative research after
2008, which covered the analyses of influence of the crisis on banking sectors in individual
EU countries.

The development of new technologies caused the emergence of comparative research
regarding internet banking [8].

Comparative research of banking sectors are also conducted in the aspect of the level of
competition and concentration ratio [9].

Comparative research require multidimensional evaluation of banking sectors and inclusion of
several or more indicators at the same time. In this kind of situation, multidimensional
comparative analysis methods (cluster analysis in particular) are considered as useful
instruments. Comparative analysis of Eurozone’s banking sector, using cluster analysis, was
conducted by Knotek [10], who took into account macroeconomic indicators and measures
describing banking sector. From among the cluster analysis techniques he chose Ward’s
method. The author analyzed banking sectors of Eurozone countries in two years: 2002 and
2012. The results show, that in 2012 countries seriously threatened with insolvency (Italy,
Portugal, Ireland, Spain and Greece) formed a homogenous class [9].
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In terms of this paper’s goal it is reasonable to recall the analysis conducted by Sorensen and
Gutierres published in 2006 in ECB’s working paper [11]. In this research the authors applied
cluster analysis techniques, including smoothing analysis, in order to evaluate main patterns
and trends in the Eurozone’s banking sector, with respect to the homogeneity degree of the
Member States. The results of the research show, that Western and Central European
Countries (such as Germany, France, Belgium and to a certain degree also Netherlands,
Austria and Italy) tend to group together, while Spain, Portugal and Greece usually form a
separate cluster. Ireland and Finland also form an individual cluster, however they are closer
to the Western and Southern European cluster.

3 Data and Methodology

Complex evaluation of CEE countries banking sectors against their counterparts in the
“old”EU requires:

e determining the evaluation criteria of banking sectors,
e selection of indicators to evaluate the banking sectors,

e choosing appropriate method for aggregation and synthetic presentation of the
analyzed problem.

In the approach presented by the authors of the paper, comprehensive comparative analysis of
the banking sector includes the following criteria:

e size of the banking sector,

¢ role of the banking sector in the economy,

e banking sector’s structure,

e banking sector’s financial efficiency condition.

In the multidimensional comparative research choosing indicators plays an important role, as
it usually determines the research results. Indicators chosen for this research, describing
individual criteria are substantively important and frequently used in other comparative
analyses, whereas the data used for calculating the values of these indicators are available to
the public and are of high quality.

To analyze the size of individual banking sectors the authors used the indicator showing the
relation of the assets of particular banking sector to total assets of the European banking
sector.

To measure the role of the banking sector in the economy the authors used the indicator of
assets value of individual banking sector to GDP. This indicator is frequently used in
comparative analyses, however it is not always interpreted correctly. Treating this indicator as
a stimulant can lead to false conclusions. Too high value of this relation increase the risk
coming from the banking sector for the whole economy and public finances, which was
clearly showed by the example of Ireland, when it turned out that the problems of banking
sector are too serious for Irish public finances to cope with. It is worth noting that the
indicator of banking assets to GDP in this country was particularly high (around 800%). This
is why in the presented analysis this indicator is complemented by indicators illustrating the
value of loans and deposits to GDP.

Another criterion of evaluation is the structure of banking sectors. Within the structural
criteria the authors evaluated the share of loans and deposits in the balance sheet of individual
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sectors. A large share of loans in assets may indicate that banks from the given country fulfill
the role of financial intermediary well. However, too large share of loans in total assets may,
increase the risk of balance sheet and indicate a poorly diversified asset structure. Rate of
deposits in total assets gained special significance in the post-crisis period. Deposits,
especially household deposits, represent a stable source of funding for the banking business
and in this context their high share may indicate a predominance of one banking sector over
another.

The final analyzed criterion is the financial condition, which is understood as financial
efficiency of individual banking sector. To evaluate these aspects the authors used ROE and
cost efficiency measure, ie. cost to income ratio, in which the lower values are preferred.

A set of eight indicators included in the analysis is presented in the following table.

Table 1 Indicators included in the analysis of banking sectors

Indicator’s name Indicator’s formula Interpretation

Size of banking sector and its role in the economy

Banking sector’s size ~ Assets of particular banking

Measures the size of particular

indicator sector in relations to the total banking sector compared to
assets of the banking sector in  other banking sectors; higher
Europe value of the index is desired

Role of the banking Assets of the bankine sector to Measures the importance of the

sector in the economy GDP in% & banking sector in the economy

1 ’ of the count

( ry

Role O.f the banking Credits of the banking sector to

sector in the economy GDP in% As above

2)

Role Of the banking Deposits of the banking sector

sector in the economy to GDP in% As above

3) ’

Structure of the banking sector

Role of loans in the
balance sheet structure  Share of loans in total assets of
of given banking sector the banking sector (in %)

Measures the significance of
loans in total assets and the role
of the banking sector as a
financial intermediary

Role of deposits in the
balance sheet structure
of the banking sector

Share of deposits in total assets
of the banking sector

Measures the importance of
stable deposits in the balance
sheet total

Financial condition of banking sector

Return on equity
Net profit / Equity

Measures the return on equity
(profitability on equity capital)
of the banking sector

Cost to income ratio Operating costs of banks /

Result on banking operations

Measures the cost efficiency of
the banking sector

Source: Own elaboration.

Presented set of indicators was used to construct a multidimensional comparative analysis,
which was based on taxonomic methods. Useful in international comparisons research is a
method of hierarchical clustering, which is implemented in a statistical computer program
STATISTICA. Ward’s method was selected from among the hierarchical clustering methods.
The choice of this method was dictated by the following features: it enables getting a
spherical shape of groups or classes and gives good results in terms of high-density
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distributions [12]. An important advantage of hierarchical methods is the ability of graphical
recognition of the results and simple determination of the point at which the classification
should be stopped. A description of this method has been omitted because of the volume of
the article. Ward's method description and other methods of numerical taxonomy with an
indication of algorithms and the advantages and disadvantages of individual methods can be
found eg. in Walesiak’s work [13]. Using this method allowed the authors to conduct a
comprehensive assessment of European banking sectors, taking into account all the indicators
adopted in the research. The result of the study was the distinction of homogeneous
groups/classes of banking sectors in terms of the adopted criteria.

Indicators for individual banking sectors were calculated basing on a database of the
European Central Bank — Statistical Data Warehouse (http://sdw.ecb.europa.eu/, access date:
10.26.2015).

24 EU’s banking sectors undergone a thorough analysis — the ones for which a full financial
data set was available. For the purpose of the research the group of countries of Central and
Eastern Europe belonging to the EU include: Bulgaria, the Czech Republic, Estonia,
Lithuania, Latvia, Poland, Romania, Slovakia, Hungary and Slovenia.

4 Results and Discussion

At the end of 2014 the value of the assets of the European banking sector amounted to 43438
billion euro and was 2.2 percent higher than year before. The share of CEE countries in total
assets of the EU’s banking sector is still low. At the end of 2014 it amounted to 2.33 percent
and was only slightly higher than year before. The largest banking sector in the group of
countries in Central and Eastern Europe is Poland, which participation in the European sector
at the end of 2014 amounted to 0.9 percent and was twice higher than Czech sector’s share
and three times higher in comparison with the Hungarian banking sector.

The size of banking sector assets in the group of countries that joined the EU after 2014
increased between 2013 and 2014 by 2.2%, while in the group of Western countries by 1.9%.

Among the analyzed ten banking sectors of the CEE countries, the annual increase in the
value of bank assets at the end of 2014 was recorded in six sectors - including Estonia
(+7.5%), Lithuania (+6.0%), Latvia (5.5%) and Slovakia (5.3%). While, in the group of
countries from Western Europe the increase in size of the banking sector was reported in 9 out
of 14 surveyed sectors, including primarily Finland (10.0%), the Netherlands (+9.0%),
Belgium (+7.9%) and Ireland (+ 6.2%).
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Figure 1 The share of the banking sectors of Member States in the total assets of the
European banking sector and the ratio of banking sector assets to GDP at the end of

2014
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Source: own calculation based on ECB data (http://sdw.ecb.europa.eu/)

Analysis of the level of development of the banking sectors in Central and Eastern Europe
against sectors of Western Europe must test the levels of total assets to GDP ratio, which
reflect the overall development of the banking market. At the end of 2014, the average size of
the analyzed relationship across the EU was 234%, while the average level in the group of
countries from Central and Eastern Europe was more than twice lower - 104%.

The still low level of development of the banking sector in the CEE countries is revealed by
the fact that no sector of this group exceeds the level of the assets to GDP ratio, even in the
least-developed banking sector in Western Europe, which is Greece (222%).

It is also worth noting, that some banking sectors of Central and Eastern Europe reported a
significant increase in the ratio of total assets to GDP in the post-crisis period, ie. after 2008,
including, among others, Czech and Polish banking sectors, where the level of these relations
has increased respectively by 30 and 20 percentage points.

Equally important indicator, illustrating the development of the banking market in different
countries, is the ratio of loans to GDP. This paper includes a total value of loans to businesses
and individuals (including consumer loans, residential loans and other consumer loans).

At the end of 2014 the average value of the examined relation for the whole EU was 160%,
while in the group of Western countries the average value amounted to 264%, and in sectors
of Central and Eastern Europe it reached 15%. So in this case the development gap is very
significant.

The highest level of credit debt in relation to GDP among new EU members characterized
Poland, which result of 68% is comparable to the data achieved by Finland, Portugal and
Greece.

It should also be noted that the development of the credit market in relation to GDP in other
countries of Central and Eastern Europe is much lower. In the Czech Republic, which is in the
second place in the analyzed group in terms of volume of loans to GDP ratio, it is almost three
times lower than in case of Poland.

Another interesting information is the fact that, compared to 2008, only 6 out of the 24
surveyed sectors (United Kingdom, Sweden, Finland, Poland, the Czech Republic and
Slovakia) reported an increase in the volume of credit debt in relation to GDP at the end of
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2014. This was probably the effect of the economic downturn after the outbreak of the crisis
in 2008 and a drop in demand for loans from businesses and consumers.

Figure 2 The ratio of loans and deposits of the banking sector to GDP in selected European
countries at the end of 2014
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Among the structural indicators used in this article there is also the ratio of deposits from
enterprises and individuals to GDP.

The average level of the examined relation in the European banking sector established at
69.7%, wherein in Western Europe at 84.9% and in Central and Eastern Europe at 49.9%.
Development gap in this case is not as deep as in the case of assets and loans in relation to
GDP.

In the group of countries that joined the EU after 2004, above-average value of deposits to
GDP ratio characterized Slovakia (105.5%), which ranks second in terms of the volume of the
analyzed indicator across the EU, behind Spain (124.6%).

Compared to 2008, at the end of 2014 most of the banking sectors increased the level of
deposits to GDP ratio. Interestingly greater ability to mobilize financial surplus of enterprises
and consumers in relation to GDP characterized the countries of Central and Eastern Europe,
which during 2008-2014 increased the level of analyzed ratio from 34.3% to 49.9%, (by 15.6
percentage points). At the same time, in the banking sectors of Western Europe the ratio of
deposits to GDP increased by 7.3 pp.

A comprehensive comparative analysis of the European banking sector also includes the
analysis of the structure of the banking sectors. The authors focused on analyzing the share of
loans and deposits in assets of various banking sectors. The average share of loans in assets in
the examined group of countries amounts to 40.37%. It should be noted, however, that the
share of loans in assets is higher in the CEE countries than in the “old” EU. Our findings
show that the difference is 17 pp. This means that the financial sectors in countries of the
"old" EU are oriented more on the financial markets, which play a greater role in financing
companies than in CEE's.

The third element of the evaluation of the development of banking sector is the profitability
analysis, which was used ROE, describing a return on equity.

At the end of 2013, the average level of return on equity in the European banking sector
amounted to 3.2%. A group of "young" banking sectors was characterized by twice higher
level of return on equity (6.1%) than the EU average and five times higher than the one
recorded among the sectors in Western Europe (1.2%).
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Figure 3 Return on equity (ROE) in selected European countries at the end of 2013 (in %)
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Source: own calculation based on ECB data (http://sdw.ecb.europa.eu/)

Profitability analysis indicates a significantly higher level of return on equity in the sectors of
Central and Eastern Europe. In the examined group, only one country (Romania) recorded a
negative rate of return on equity, while among the sectors of Western Europe, three - Ireland,
Portugal and Italy. Moreover, Estonia, Latvia and Poland, alongside Sweden topped the
sector’s ranking with the highest level of analyzed index in the European Union in 2013.

High profitability of the banking sectors of Central and Eastern Europe confirm the results of
the cost to income ratio (CIR rate). The average level for of the examined ratio in the EU at
the end of 2013 was 60.4%, wherein in the sectors of Western Europe it amounted to 64.4%
and 54,5% in the group of their competitors. Therefore, the advantage in terms of cost
efficiency of "young" banking sectors is significant and reaches more than 10 pp.

Figure 4 Cost-Income-Ratio (CIR) in selected European countries at the end of 2013 (in %)
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It should also be noted that the Czech banking sector is characterized by the highest level of
the cost to income ratio (28.5 percent.) against the European competition. Below the average
for the group sectors of Central and Eastern Europe, and therefore the ones with higher cost
efficiency, are banking sectors of Slovakia, Estonia and Poland.

The results of multidimensional analysis using Ward’s comparative method is presented in
Table 2.
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Table 2 Clustering of European banking sectors

Cluster Banking sectors

Slovenia

Slovakia, Czech Republic

Romania, Poland, Lithuania, Estonia

Latvia, Hungary, Bulgaria

Germany, United Kingdom, France

Ireland

Sweden, Finland, Denmark

Spain, Italy, Netherlands, Belgium

o (0 (N (N I AW N

Portugal, Greece, Austria

Source: own calculation

As a result of multidimensional analysis two large groups of banking sectors were
distinguished. The first included all the banking sectors of the "old" EU, while the second
contained the CEE’s banking sectors. Such a division means that the banking sectors of CEE
countries differ greatly in size, structure and financial condition. These differences, in our
opinion, were intensified by the recent global crisis, which to a greater extent affected the
banking sectors of the "old" EU. Finally the analysis led to distinguishing nine homogenous
groups of banking sectors in the EU. None of the banking sector from CEE countries was in
the same group with the banking sector from the "old" EU.

5 Conclusions’

In summary, the analysis of the level of development of the banking sectors of Central and
Eastern Europe against their Western competitors identified three main issues.

First of all, the banking sectors of CEE are catching up with developed European banking
sectors. This process is also supported by the slower development of the banking sector in the
EU. In comparison to the data from the beginning of the financial crisis (2008), "young"
banking sectors were generally characterized by higher growth of penetration rates, showing
the relation of certain balance sheet items to GDP.

Secondly, it cannot be indicated that the banking sectors of Central and Eastern Europe are
approaching the European average in terms of the main indicators of the development level.
In many markets the development gap remains substantial, and penetration rates are low
compared to other banking sectors in the EU.

Thirdly, multidimensional comparative analysis allows to note that the banks' financial
efficiency, in the sectors that joined the EU after 2004, is in most cases higher than in the
“old” EU. The essential features of “young” banking sectors are generally high return on
equity and high cost effectiveness, reflected in low cost to income ratio. This is extremely
important in the context of expanding the capital strength of the banking sectors in Central
and Eastern Europe and building a protective buffer against the crisis.

The conducted multidimensional comparative analysis shows that the banking sectors of
Central and Eastern Europe (the study included 10 countries) do not constitute a homogenous
group in terms of financial efficiency. More homogenous group of countries is created only by
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Poland, Lithuania, Estonia and Romania. It should also be noted that the banking sectors of
Central and Eastern Europe do not constitute a homogeneous group of sectors with Western
European sectors.

In case of Western European banking sectors a slightly higher level of homogeneity can be
noted. Studies indicate the existence of one large homogenous group consisting of Spain,
Italy, the Netherlands, Belgium.
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ABSTRACT

In this study on EU level sample from European Banking Authority database I analysed
relationship between firm size and the choice of regulatory risk methodology (credit, market
and operational risk). Based on my analysis emerges that the larger institutions are more
inclined to apply more advanced methods. This is a favourable tendency from system risk
point of view, since it is important that institutions with potentially higher systemic risk
influence apply more conscious risk management. Statistical tests do not show that between
2008 and 2010 there would have been more intensive shifts towards advanced methods than
in 2010-2013, even if one would think that with focus on mitigation of economic and financial
crisis and regulatory changes would push banks for other tasks to be solved.

Keywords: risk management, banking sector, capital requirement calculation
JEL codes: G21, G32

1 Introduction

Owing to modern regulations and internal considerations, financial institutions pay
increasingly careful attention to their risks. Until the 1990s the focus had been on credit and
market risks, since beginning/ mid of 2000’s also high interest had turned towards
operational risk as well. It is worth examining what are the common characteristics of the
financial institutions applying more advanced risk measurement approach.

Capital allocation means a specific dam against potential losses of depositors or those who
provides loans for the bank, as all of the three main risk types means risk of losses. The
literature on risk management defines credit risk as the risk of loss stemming from a debtor’s
non-payment, while market risk is defined as the risk of loss stemming from a change in the
market price of financial assets. Meanwhile operational risk is defined as the risk of loss
resulting from inadequate or failed internal processes, people and systems or from external
events. The Basel II/ CRR/ CRD Directive framework obligatory for every financial
institution in the European Union from the 1% January 2008, it is required to separately
allocate capital for different key types of risks. My primary focus in this paper is on Pillar 1
capital requirements types, namely credit risk, market risk and operational risk. In all cases of
these three key risk types the regulator require to apply adequate capital allocation
methodology ranging from simpler approach to advanced, model based approach. More
specifically, in case of market risk: standardised approach versus internal model approach
(IMA), in case of credit risk: standardised approach versus internal rating based (IRB)
approach, in case of operational risk: simpler basic indicator approach (BIA) or standardised
approach (TSA) approaches versus advanced measurement approach (AMA). In this paper |
survey the overall European level choice of methods and study how size is influencing
choice of risk methods. First I highlight the literature related to my research, thereafter I
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describe the data I used. Third I highlight the method choice separately for the three key

types of risk, finally I do analyse statistically the shift of method choice between 2008 and
2010 and between 2010 and 2013.

2 Literature Review

In the literature, we only find a few examples on analysis of the correlation between
institution size and risk management practice. Although there exist pieces of the literature
(e.g. [1], [2]) which present overall best practices, but these do not analyse the underlying
driving mechanisms. Therefore, as far as I know, my analyses prepared on the international,
and on my home-country (i.e. Hungarian) samples are novelties: I have already published
certain results in my own previous publications (see in essence [6]). Helbok-Wagner (2006)
(i.e. [3]) concludes that in the early stages of operational risk management (between 1998
and 2001), the institutions with lower profitability disclosed more detailed data regarding
their operational risk profile and operational risk management practice. The authors’
explanation to this fact is that more profitable institutions depend less on higher transparency,
while institutions with poorer performance can only improve their judgement by more
developed risk management and with high-level disclosure. Although for example [4] and [5]
presents a database consisting of 100 banks in connection with operational risk management
data and methods, these OR&C articles do not contain any detailed statistical analysis. In my
earlier research ([6]) I have highlighted that how operational risk loss exposure and firm size
are correlated positively and also firm size and advancement are positively related,
meanwhile no significant relationship is observable between operational risk method and
profitability contrary to results of Article [3] already referred.

3 Data and Methodology

The data analysed in this paper are based on the European Banking Authority Supervisory
Disclosure data (http://www.eba.europa.eu/supervisory-convergence/supervisory-
disclosure/aggregate-statistical-data). The database contains separate spreadsheets for each of
the years (currently from 2007 to 2013) with several focuses: basic data, credit risk, market
risk, operational risk, and supervisory action and measures. The main descriptive data of the
database could be found bellow in table 1. Data from 2007 are not valuable, as that time
switch for Basel II was only optional.

Table 1 Descriptive statistics of EBA supervisory disclosure database

Descriptive 2008 2010 2013
statistics

Total assets (mn €) 45309 818 42 444 016 42 074 134
Total GDP (mn €) 11 502 644 12 706 891 13019 818
Number of

institutions 7134 6900 6 580
Total capital

requirements (mn €) 1 428 664 1291 324 1159 049
Total capital (mn €) 3 836 448 3930917 4038 221
Tier 1 capital (mn €) 2 943 868 3325189 3597 567
Tier 2 capital (mn €) 1122 282 750 888 442 136
CAR (%) 21,5% 24,4% 27,9%
Total asset/ GDP (%) 394% 334% 323%

Source: EBA (own calculations)
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As one can see from Table 1 between 2008 and 2013 large deleveraging, enhancement of
capital adequacy and capital quality (i.e. shift toward Tier 1 capital) were characterising
European banking sector.

In this analysis I focus on credit institutions, even if data on investment firms are also
published, but they are representing smaller focus within the overall financial intermediation.
In the coming chapters mainly simple descriptive statistics and visual inspection are
highlighted, however for the shift of methods between 2008 and 2010 and between 2010 and
2013 statistical testing is also used (Related sample sign test, Related samples Wilcoxon
signed rank test).

Finally I should mention that the data quality of this EBA database is not at that high level, as
one would expect. That is why lot of data cleaning efforts had to be done by me, but after that
the database got a stage to be analysed in a proper way.

4 Results and Discussion

The aggregate result shows that in line with the fact that main purpose of banks to
intermediate between saving and borrowing, credit risk is the overwhelmingly dominating
part of capital requirement (see Table 2). In average since 2008 the market risk capital
requirement’s portion has been somewhat increased it might be related with the increased
volatility on the markets.

Table 2 Average share in own fund requirement under pillar 1 — European average
(unweighted)

2008 2010 2013

Market risk part 3,0% 3,2% 3,3%
Operational risk part 7,6% 8,7% 9,5%
Credit risk part 89,5% 88,1% 87,2%

Source: EBA (own calculations)

As Table 3 shows in cases of all three major risk types internal model based approaches are
not dominating in both of number of institutions and of own fund requirements. However in
all cases own fund requirement based share is higher than number based share, from which
we could conclude that larger institutions are tending more toward advanced approaches.
Relatively higher proportion of market risk more advanced approach is related to its longer
past (already in Basel I) than credit and operational risk. Headline numbers indicate that
between 2008 and 2010 switch towards more advanced approaches was more intensive than
between 2010 and 2013 (change in own funds’ requirement approach in terms of own fund
requirements: credit risk: +5,9% vs. +3,1%, operational risk: +9,5% vs. +4,2%). However it
should be mentioned that more detailed, country level analysis is needed to check this
relationship on a more robust statistical basis. In the following subchapters 1 will analyse
these relationships in more detail by risk type and in some cases by country.
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Table 3 Capital calculation approach share by average by number and capital requirement
part (unweighted averages)

Method choice 2008 2010 2013

Market risk IMA By number 31% 23% 19%
By own fund req. 34% 27% 32%

Credit risk IRB By number 13% 12% 13%
By own fund req. 30% 35% 39%

Operational Risk

AMA By number 5% 6% 6%
By own fund req. 8% 18% 22%

Source: EBA (own calculations)

4.1 Market risk

As already mentioned unweighted average of share of market risk capital in 2008 was 3.0%,
in meanwhile 2013 it was 3.3%. Larger share is only typical for some countries only, from
which UK could be reasoned by its deep financial markets and banks’ participation in that,
however Lithuania’s high share is counterintuitive.

Figure 1 Market risk capital as of total capital requirements (%)
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Source: EBA (own calculations)

As Figure 2 shows majority of banks are using standardised approach for market risk capital
allocation. In lots of countries in 2013 only standardised approach were used: e.g. BG, CY,
DK, EE, HU, LT, LV, MT, PL, SI. Capital requirements based proportion of banks using
standardised approach is less than proportion based on number of banks, thus banks using
internal model are larger (with larger market risk exposure). From 2008 bilateral movement
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was observable in some countries increase of usage of standardised and in some countries
decrease.

Figure 2 Share of banks using market risk standardised approach by number and own
requirements
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4.2 Credit risk

As already mentioned credit risk is dominating in terms of share of capital requirements.
Unweighted average share was 89.5% in 2008, 88.1% in 2010, 87.2% in 2013. Among
different countries remarkable dispersion could not be observed.

Figure 3 Credit risk capital as of total capital requirements (%)
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Majority of banks applies STA method in terms of number and size for credit risk. Between
2008 and 2013 IRB usage increased (Based on number: 2008 — 12.7%, 2010 — 11.5%, 2013 —
12.7%, Based on capital requirement: 2008 — 30%, 2010 — 35%, 2013 — 39%), mixed
movements, seems to be slow down between 2010 and 2013. Capital requirements based

proportion of banks using IRB is higher than proportion based on number of banks, that
means IRB banks are larger.

Figure 4 Share of banks using credit risk internal rating based approach by number and own
requirements
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4.3.0perational risk

Unweighted average of share of operational risk capital was 7.6% in 2008, 9.5% in 2013 in
capital requirements. The dispersion of this proportion is less than it is the case for market
risk. Higher share is in case of CEE countries, as income should be prepared for higher risks.

81



University of Economics in Bratislava, Faculty of National Economy, Department of Finance

Figure 5 Operational risk capital as of total capital requirements (%)
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The usage of advanced measurement approach slowly started to increase, however during
2010-2013 lower increase was observable than between 2008-2010. Majority of banks in
terms of numbers using BIA (BIA: 72%, TSA: 23%, AMA: 7%), meanwhile in capital
requirements at standardised approach is the majority (BIA: 28%, TSA: 50%, AMA: 23%).
Straight move for advanced method was observable (number of institutions: 2008 — 4,8%,
2010 — 5.8%, 2013 — 6.4%, capital requirements: 2008 — 8,1%, 2010 — 17,7%, 2013 — 21,9%).
Moreover as capital requirements based proportion of banks using advance approach is higher
than proportion based on number of banks, banks using advanced approach are larger.
Between 2010 and 2013 signs of slower switch for AMA were observable.

Figure 6 Share of banks using operational risk advanced measurement approach by number
and own requirements
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[6] (i.e. Homolya (2013)) provides overview on literature how firm size and operational risk
exposure is positively related (larger institutions have higher operational risk loss exposure,
which is driven mainly by frequency). That is why interesting particularly that larger
institutions are using more advanced methods.

4.4 Statistical testing of approach switch between 2008 and 2013 and existence of switch
slow-down between 2008-2010 vs. 2010-2013

In this subchapter I test the hypothesis whether the share of advanced method users are
statistically significantly higher in 2013 than in 2008. Moreover I test whether after 2010
switch for advanced methods has been slowed down or not. For statistical testing I apply
Wilcoxon signed-rank test and related samples sign test to be built in SPSS program package.
The Wilcoxon signed-rank test is a non-parametric test used when comparing two samples,
matched samples to assess whether their mean ranks differ. Contrary to the Wilcoxon test the
related samples sign test do not focus on the ranks, but only the signs of differences. The null
hypothesis in these tests is that the median of differences is 0. Of course these tests are only
statistical test and could report about falsifiability of the null hypothesis and could provide
perfect surety.

For testing I do use the full EU sample (24 countries filtering out countries with not adequate
data: DK, FI, NL, LI, IC, NO, HR) and CEE sample (10 countries) is also applied.
Considering CEE countries we do see that usage of advanced method for market risk is less
widespread, than European average, however in case of credit and operational risk we do not
see that level of difference (see Table 4). As already Table 3 showed for EU level total based
on CEE sample we could observe that generally own fund based proportion of more advanced
method user banks are higher, which is in line with the earlier mentioned results of Homolya

(2013) ([6D).

Table 4 Advanced user banks’ share in CEE countries

MarkRisk IMA CreRisk IRB OpRisk AMA

CEE average by type average average average
2013 By number 2,80% 13,11% 9,10%
By own fund
req. 3,95% 33,94% 26,53%
2010 By number 3,60% 11,13% 7,73%
By own fund
req. 1,60% 25,69% 16,79%
2008 By number 4,11% 7,60% 4,92%
By own fund
req. 4,59% 12,36% 5,24%

Source: EBA (own calculations)

As the table 5 below shows share of advanced method user credit institutions significantly
differs in 2013 from in 2008 for credit risk and market risk unequivocally, in case of market
risk not. However, if we test the difference in changes in share of advanced method users
between 2008 and 2010 and between 2010 and 2013 we get statistically insignificant
difference. Based on table 6 we could not state that after 2010 a significant slowdown of
switch for more advanced methods would have been observable.
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Table 5 Statistical test of matching of 2008 and 2013 advanced methods’ share

(significance)
Full sample CEE sample
Related Related Related Related
sample samples sample samples
Shares 2008 vs. 2013 (significance) sign test | Wilcoxon | sign test | Wilcoxon
signed signed
rank test rank test
MR STA Number based 2008 vs. 2013 0,607 0,363 0,625 0,273
MR STA Own fund requirement based 2008 vs. 2013 0,143 0,022 1,000 0,686
CR IRB Number based 2008 vs. 2013 0,027 0,122 0,039 0,066
CR IRB Own fund requirement based 2008 vs. 2013 0,093 0,024 0,021 0,007
OR AMA Number based 2008 vs. 2013 0,017 0,101 0,021 0,022
OR AMA Own fund requirement based 2008 vs. 2013 0,004 0,000 0,002 0,005
N=sample size 24 24 10 10

Note: Grey fill means significance with higher than 95% level.

Source: EBA (own calculations)

Table 6 Statistical test of matching of 2008-2010 and 2010-2013 change of advanced

methods’ share (significance)

Full sample CEE sample
Related | Related | Related | Related
sample | samples | sample | samples
Share difference of 2008-2010 vs. 2010-2013 (significance)  Sign test | Wilcoxon | sign test | Wilcoxon
signed signed
rank test rank test
MR STA Number based 2008-2010 vs. 2010-2013 1,000 0,820 0,625 0,715
MR STA Own fund requirement based 2008-2010 vs. 2010-2013 0,002 0,006 0,375 0,138
CR IRB Number based 2008-2010 vs. 2010-2013 0,832 0,592 0,754 0,721
CR IRB Own fund requirement based 2008-2010 vs. 2010-2013 1,000 0,784 0,754 0,959
OR AMA Number based 2008-2010 vs. 2010-2013 0,286 0,445 0,344 0,878
OR AMA Own fund requirement based 2008-2010 vs. 2010-2013 0,523 0,263 1,000 0,878
N = sample size 24 24 10 10

Note: Grey fill means significance with higher than 95% level.

Source: EBA (own calculations)

5 Conclusions

Summarising the results of the paper, our most important result is that institution size has an
important effect on risk method selection. That is, larger institutions may potentially incur
greater total loss, at the same time, with the fixed costs related to risk management, they may
be more inspired to use more advanced methods. Summarily these results are congruous with
our basic intuitions, however, it is important to highlight that altogether; this is a favourable
tendency from a systemic risk point of view, since it is important that institutions with
potentially higher system risk influence apply more conscious risk management. Switch for
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more advanced risk calculation approaches had no statistically different speed up between
2008 and 2010 and between 2010 and 2013, even if it would be intuitive based on current
pressure on banks. It is interesting to see that until current times regulators had higher efforts
to use more sophisticated approaches, but with the recent crisis culminated this enthusiasm
seems to disappear, as Stefan Ingves, Chairman of Basel Committee has been expressed in
recent speech ([7]: Ingves (2015)): “When it comes to addressing the weaknesses in the RWAs
framework, we can distinguish between three broad areas. The first of these is policy
measures that directly limit the degree of RWA variability. This could be done by placing
greater emphasis on standardised measurement approaches. Another way is by limiting the
[lexibility banks have in determining internal model-based estimates of RWAs.” We will see
the future developments, however I do think that advanced methods have own benefits
besides their own weaknesses. Every wise change should be welcomed, hopefully benefits
could be saved in this process.
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ABSTRACT

In conditions of SR the tax revenues represent in average 80% of the total revenues of the
state budget. The volume of the collected tax revenues largely depends on the interest of the
government to exercise a proactive tax policy and also on the ability of tax administration to
eliminate tax evasions. The effective collection of taxes is an important factor to reduce,
respectively to keep the government deficit below the level of 3% of GDP and to maintain the
public debt below 60% of GDP, that correspond to the convergence criteria for the
sustainable position of public finance. The monitoring of a relationship between the
government budget balance, government debt and tax revenues in the Slovak Republic for the
period of 2004 - 2013 are subject to the methods of investigation - especially the method of
analysis, comparison and graphical method.

Keywords - balance of the state budget, state budget deficit, public debt, tax revenues, direct
taxes, indirect taxes
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1 Introduction

An irreplaceable role in the monitoring of the macroeconomic development of the state and of
its financial situation, with its balance of revenues and expenditures, represents the state
budget. The monitoring of the budget balance and public debt in SR is characterized, during
the ten-year period (2004 - 2013), by the changes that are significantly affected by global
crisis and its consequences. In general it was confirmed, that the high volume of budget
deficits implicate an unsustainable growth of the public debt. [6].

Despite to the fact that the use of the Maastricht criteria and the Stability and Growth Pact has
led to some recovery of public finances in the EU, there has been a slowdown in the economic
growth. The consequence of this fact was the creation of budget deficits. These countries did
not create during their economic boom sufficient reserves for a following period of the
recession. Consequently it has led to the decrease of public revenues. [10].

In order to consolidate public finance and to recover the economy, there were proposed
several measures in Slovakia and also in the most EU Member State. These measures were
related to the lowering of the government debt and to the increase of sources aimed to finance
and cover the state debt. The measures were concerned not only to the reduction of budget
expenditures, but also were focused on their income side. There were adopted several
"packages of measures" that modify the tax rates, the tax bases, a classification of goods and
services liable to higher, respectively lower VAT rate, ...by the higher tax rates were taxed the
goods liable to exercise duties and so on. The tax measures should of course respect valid
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legislation of the country, especially with the focus on the legislation related to the support of
entrepreneur policy and the policy of employment. [11].

2 Revenue, expenditure and the deficit of the state budget

For the chosen period 2004-2013, total amount of expenditure has exceeded the total amount
of revenues in the Slovak state budget. Slovak republic has reported in this period a budget
deficit that had an unstable character.

Chart 1 Revenues, expenditures and the deficit of the state budget in billions EUR (2004 —
2013)

20
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0 —_— \”_\/
> 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013
I revenues 7,35 | 859 | 9,69 | 10,7 |11,35/10,47| 10,9 12 (11,02 | 12,8
expenditures 9,68 | 9,71 | 10,74 11,48 |12,06|13,33|14,83|15,28 | 14,95| 14,82
deficit -2,33/-1,12-1,05|-0,78| 0,7 |-2,86|-3,93|-3,28|-3,93 | -2,02

Source: own collaboration of the data, 2014 [2].

In terms of a ratio of total revenues and expenditures of a state budget, the most common type
of the Slovak state budget is its deficit.

The years 2004 to 2008, except the year 2006, can be judged as the best years in Slovak
republic in connection to the budget deficit. During this period, the deficit was below the level
of 3% of GDP that was one of the basic requirements for a membership of our country in the
European Union. However, this period is also associated with the efforts of SR to achieve and
to fulfil the convergence criteria required for a membership in the EMU. For the chosen
period up to this moment, we can briefly summarize the development of the budget deficit in
SR in the following conclusions:

- In 2008, the deficit of the state budget reached the level of 2,2% of GDP, that
represent more than 0,7 billion EUR. The level of revenues was fulfilled up to the
level of 98% of a plan. The best collection was achieved in relation to the income tax
(this area was fulfilled up to the level of 110%) and expenses were fulfilled to the
level of 96% [7],

- The year 2009 represents the year with the highest state budget deficit since 2004. In
comparison to the previous year, it has increased by 4,6% and has reached the level of
6,8% of GDP (2,86 billion EUR). At the same time, there has been broken one of
convergence criteria (the deficit has exceeded the threshold of 3% of GDP). Following
this fact, the European Council has started to apply an excessive deficit procedure
towards Slovak republic [8],

- In 2010, the Slovak Republic has failed to fulfil the aim of initiating budgetary
consolidation of public finances due to the fact that the deficit has reached the level of
7,54% of GDP. It has represented more than 3,9 billion EUR. Currently, there were
repeatedly exceeded budget plans that were set on the level of 5% [9],
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- the year 2011 was represented by the growth of the Slovak economy by 3,3%. Due to
this fact the Slovak republic was one of the most fast growing economies within the
Eurozone area. In this year, the budget deficit has increased by 4,76% of GDP. This
situation was partially reached due to the better tax collection. [1],

- In year 2012, the deficit of the state budget has reached the amount more than 3,9
billion EUR, that was represented by 4,48% of GDP,

- In 2013, the government of Slovak republic has achieved the goal of reducing the
government deficit below 3% of GDP to the level of 2,77%. Thus, the deficit has
reached its lowest value since 2009. Consequently, the European Commission has
stopped to apply the excessive deficit procedure towards Slovakia,

- For the year 2014, there was set the deficit in amount of 2,64% of GDP, but according
to the estimations of the European Commission, the deficit has reached the level of
2,93% of the economy performance. In any case it was kept below the level of 3%

- In 2015, the Slovak government has set its objective in achievement of a deficit of
1,98% of GDP and thus handle with the deficit in amount of 2,44 billion EUR. For the
following two years, they have even more optimistic view, as there is a forecast for the
year 2016 to reach the deficit on the level of 1,43% of GDP. In 2017, there should be
the deficit in the level of only 0,39% of GDP. The Slovak government plans to reach
the higher level of tax collection that would contribute to the reduction of the deficit.

2 The debt of the public administration

Just, a growing deficit of the public finance, contribute very significantly to the deepening of
the public debt of the relevant country. In the conditions of Slovakia, for the chosen decade,
the debt of the public administration did not exceed the level of 60% of GDP — there were not
exceeded any Maastricht criteria.

Chart 2 The debt of the public administration in SR in billion EUR and % of GDP for the
period of 2004-2013
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Source: own collaboration based on the data, 2014 [3].

From 2004 until the end of 2008, there was a decrease of the government debt to the level of
28,20% of GDP. It was deep below the limit set by the Maastricht criteria. The year 2009
represents the period of a sharper rise in public debt, in a comparison with the year 2008 up to
the level of 36% of GDP. This level is represented by nearly 23 billion EUR. The main factor
affecting the increase of the public debt was the financial and economic crisis, that are
significantly reflected into the government deficit in the form of lower tax revenues and social
contributions, the applied expansionary fiscal policy and an outflow of resources used to
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finance and cover the state debt. [1]. In the following years, there was the increase of
government debt up to the level of 54,6% in 2013.

Despite to the relatively high level of the government debt, Slovak republic is one of the
countries that have relatively low debt and keep the level of their debt below the average level
of the debt within the all EU countries and the countries of the Eurozone arca. However, one
of the negative sides is the rate of the economic growth of a public debt for the last six years.
In relation to the performance of the economy, the debt had an increasing tendency by the
sixth fastest rate among all EU Member States. A faster rate than in our country was only in
countries such as Greece, Ireland, Spain, Portugal and Cyprus.

Chart 3 The debt of the public finance in countries of EU for the year 2013 in %
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Source: own collaboration based on the data, 2014 [3].
3 Tax revenues of the state budget in Slovakia (2004 — 2013)

The largest and the most important component of the Slovak state budget revenues represent
the tax revenues. Non-tax revenues have only negligible impact on the state budget revenues
(fines, penalties, court fees, administrative fees, etc.). Grants and transfers represent the
significant proportions of state budget revenues, especially those that flow from the EU
budget.

Chart 4 The ratio of tax revenues, non-tax revenues, grants and transfers on the total amount
of the state budget revenue in Slovakia (2004 —2013)
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Source: own collaboration based on the data, 2014 [4].
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Chart 5 The ratio of direct taxes, indirect taxes and other tax revenues on the total amount of
revenues of Slovak state budget (2004 — 2013)
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Source: own collaboration based on the data, 2014 [5].

Based on a deeper analysis of the tax revenues of the state budget for the chosen period of the
last 10 years, the other tax revenues represent only a negligible part of the total state budget
revenues (withholding tax, taxes on the international trade and transactions - such as import
duties, import additional charges, customs penalties and so on as well as the fines resulting
from the tax audit). In the Slovak Republic, the indirect taxes represent the largest amount on
the revenues of the state budget. Their volume is represented by more than 60%.

The significant decline in the collection of income taxes in 2005 was due to the fact that a
substantial proportion of the income tax paid by the individuals was transferred to the budgets
of municipalities and higher territorial units — the mentioned tax has became a proportional
tax.

Chart 6 The ratio of direct taxes on the total amount of tax revenues of the Slovak state
budget
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Source: own collaboration based on the data, 2014 [5].

The other direct taxes have in the Slovak state budget a minimum proportion (property tax
and motor vehicle tax). Already in 2004, the motor vehicle tax represented the revenue of the
state budget. However, from the next year, the tax revenue based on this tax has fully passed
to the budgets of higher territorial units. Also property taxes (inheritance tax, gift tax and tax
on transfer of property) were abolished in 2004 (in 2005, the revenues of the state budget
consists of the payments that had their maturity in previous years). The decline in a collection
of direct taxes was caused by the introduction of a unit tax rate in amount of 19% that was
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applied to all income of individuals and corporations. The sharp drop in the amount of
personal income tax flowing into the state budget in 2005 and in subsequent following years
was caused by the decision regarding the fact that also this type of the tax has became a
proportional tax. The largest amount of the revenues derived from this tax is flown to the
budgets of municipalities and higher territorial units. The largest volume of the Slovak state
budget revenues is represented by the corporate income tax.

Chart 7 The ratio of indirect taxes on the total amount of tax revenues of the Slovak state
budget
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In the case of indirect taxes, we can see a relatively balanced process of tax revenues. The
lowest amount of the collected value added tax for the chosen period of 10 years was in 2004
(even compared to the previous year 2003, there was an increase due to the introduction of a
unit tax rate, due to the harmonized conditions related to the refund of VAT excesses and also
due to the introduction of a lower threshold for a compulsory VAT registration, the result of
that was an increase in the number of VAT payers). From the excise duties, the largest
proportion of the collected tax was represented by the tax income from mineral oil and from
tobacco products. [12].

4 Conclusions

In order to consolidate public finance, there were adopted and implemented several tax
measures in the Slovak Republic and also in other EU countries. It can be concluded that
these measures have influenced very significantly the revenue side of the state budget as well
as the elimination of the government debt. Despite to this fact, the state still persists in its
effort and is still adopting additional measures in the area of taxation aimed to combat tax
fraud and tax evasions.

During the chosen period of the last ten years (2004 - 2013), the most significant government
deficit was reached in Ireland in 2010 (32,4%). Conversely, the lowest government deficit for
this period was reached within the EU country in Denmark, Estonia and Latvia. In most cases,
these countries have applied the restrictive policy as well as the adjustments in taxation area
(increase in rates of VAT and of the rates of certain excise duties, especially on alcohol and
tobacco).

In 2013, the compliance of one (from five) convergence criteria — to keep the state budget
deficit at the level of 3% of GDP have fulfilled 18 Member States, including the Slovak
Republic. This standard did not fulfil 10 EU countries (Slovenia, Greece, France, Ireland,
Spain, Croatia, Cyprus, Poland, Portugal and the United Kingdom).

The debt of the public administration in EU countries has started to increase notably since
2009, as a result of the global crisis. Since 2006, Greece is making very bad results in this
way. From the mentioned year, the relevant amounts are exceeding the level of 60% of GDP,
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the total public debt of the public finance is above 100%. In 2013, the mentioned criterion
was met in 12 Member States, including the Slovak Republic.

For the respective chosen period in all EU countries represent the tax revenues the most
important source of the state budget revenues. The highest share of tax revenues (over 70%) is
reported by Denmark, Ireland, Sweden and the United Kingdom. Conversely, the lowest share
of tax (less than 50%) is recorded in the Czech Republic, Slovakia and Lithuania. In the
structure of total tax revenues of EU countries, the direct tax revenues (65,6%) significantly
outweigh revenues derived from the indirect taxes (35,4%). The most significant
representation of the indirect taxes from the total amount of the state budget revenues is in a
tax system of Lithuania, Bulgaria, Estonia, Croatia, Romania, Poland and Slovakia (over
60%).
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ABSTRACT

Advocacy of interests constitutes one of important forms of communication and relationships
between society and public authorities. It has been recognized as a form of social
participation in political decision-making process, replenishment of political and functional
representation of democratic society.

Public organizations effectiveness is determined by the possibility of shaping the legislative
process by the dialogue between stakeholders and decision makers and by the ability of
creating particular situational context for proposed solutions, which uses information systems
and tolls of public opinion shaping. Advocacy of interests may be enhanced by the tremendous
influence of mass media, which are perceived as objective sources of information.

Keywords: advocacy, interests, public sphere, political decision, public opinion
JEL codes: GO1, H12, H80

1 Introduction

According to Habermas public sphere is this part of social life, in which the citizens run
public debates and consultations with regard to issues significant for the general public so as
to determine the interests and find a consensus. It is to be held within the framework of
constitutionally written rights and norms that guarantee the freedom to express opinions and
ideas, or the freedom of assembly. [3]

The existence of the public opinion and patent channels of its expression is an extremely
significant element of public sphere. This sphere is perceived as particularly sensitive as its
operation influences the life of many people and social groups or the entire nation and its
maintenance rests upon all taxpayers. The nature of the public spheres is special as the
success criterion is not the financial criterion, but satisfaction of the needs of society. This
sphere expresses the idea of common good. In functioning of the public sphere in mature
democracies one can notice the influence of various groups of interest, which constitute an
integral element of civil society, activity and socio-political engagement of citizens. Lobby
becomes in a sense a mediator between the citizen and the representatives of authority.

Lobbying is an element of social and civil dialogue. The citizens though organizations,
associations etc. or directly inform the authority on their own needs, deficiencies of the
existing social solutions or alternative solutions. It enables the representatives of public
administration and legislators to adjust the enacted law, regulations and procedures to the
proposed optimum pattern. Making the citizens aware of the significance of advocacy of
interests is indispensable and all interested parties should deal with it — i.e. active
representatives of all lobbying groups as well as decision makers etc. However the greatest
role is assigned to media, because they shape the perception of lobbying through the context
in which they inform the society on it.
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2 Literature Review

Literature of the subject is not univocal in the assessment of influence on the authority’s
decisions. Some acknowledge that collective political participation constitutes the basic
determinant of democracy that allows to deliver information on social needs activating social
groups [14]. Others indicate that lobbying leads to the occurrence of peculiar “privilege
monopolization” [10].

Contemporary organization face the necessity to organize advocacy of interests as a part of
enterprise strategy as it can become the source of competitive advantage. Organized groups of
pressure are currently one of the main decision makers in the division of common social
goods and that is why they should constitute an important component of economic analysis of
public sphere [5] The social dialogue is traditionally defined as more or less institutionalized
way of communication between the state authorities (usually the executive branch) and
different social entities that represent the interests of significant fractions of society, the basic
function of which is mutual delivery of opinions and settlements regarding targets,
instruments and strategies of implementation of some kind of public policy”. [2]

Krzysztof Jasiecki, Urszula Kurczewska and Matgorzata Molgda — Zdziech, the authors of the
book that widely analyzes lobbying activities, define lobbying as advocacy of interests
compliant with the law and commonly accepted moral standards [4]. In Poland the definition
of lobbying is stipulated in the Law of 7" July 2005 on Lobbying Activities in the Process of
Law Making. Pursuant to the Law, lobbying activities are all activities, including earning
activities, compliant with the law, the purpose of which is to impact the public authority
bodies for the consideration of interests of people in the process of law making. [12]

Matgorzata Moleda — Zdziech treats lobbying as implementation of certain new rules of
game, which constitute an element of social change, transition from collective order to liberal
and individualistic order. Both forms of order are accompanied by different methods and
lobbying techniques. [7]

The specificity of public goods right in the beginning determines the entities particularly
interested in possible benefits resulting from the division and redistribution of common social
goods for the active, narrow-oriented political activities. Different activities of pressure
groups usually focus on the sectors of economy that are characterized by a very high degree
of state interventionism as the scale of potential economic benefits that may arise out of the
division of public goods there is particularly large.

As a particular form of lobbying one can also acknowledge the social dialogue. In the
European Union, the social dialogue is a developing process, in 1989 the issues were included
in the fundamental rights covered by the Charter of Fundamental Social Rights. Wielding
influence on the union forum constitutes a lawful technique. It belongs to one of the
commonly valid forms of participation in the decision process. It will allow to understand
that lobbying strictly speaking is not identical to corruption, but it can constitute an important
element of democratic system in the procedure of decision taking, mandatory consultations, in
the form of e.g. social dialogue. [7]

In order for lobbying to fulfil its functions of interest articulation in the democratic system, it
should be open, the activities so transparent that the representations of interest could be
identified and the presented opinions known. There are three models of lobbying shown in
the literature of the subject: pluralistic, typical for the United States and Great Britain,
neocorporativistic, characteristic for the countries of Western Europe and mixed —
characterizing the European Union. However, advocacy of interests begins to be the activity
run by global actors, which forces the necessity to elaborate legal regulations in this scope.
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The development of new technologies and the rules of global cooperation impact also the
appearance of new strategies of activities in lobbying. It becomes the reason of evolution of
the existing lobbying models to grassroots lobbying, which takes different forms: from mass
demonstrations and manifestations to web or on-line activities and refers to different forms of
lobbying: political, economic and social lobbying.

3 Data and Methodology

In Polish conditions, the terms lobbying or the groups of pressure, the groups of interests
generate very negative associations. The method of lobbying presentation in media is also
controversial. Advocacy of interests is rarely shown as an integral component of democracy,
lobbying occurs mainly in the context of scandals or affairs. There is very rarely information
given to the public that the groups of interest and lobbying often perform positive functions
from the point of view of public good, e.g. force access to information or implementation of
anti-corruptive regulations.

Media very rarely inform that advocacy of interests accompanies almost all decision
procedures, that it is successfully practiced in the countries of mature democracies. Both
dynamic system transformation process and instability of political scene contributed to this.
Long-term lack of institutions of revealing conflicts of interests caused distrust towards
compromise and dialogue with various political and social groups.

The supporters of advocacy of interests give many arguments that prove positive sides of
lobbying. One of the aspects is the fact that lobbying is to facilitate solution of disputes and
problems regarding a particular group of interest. Another positive aspect surely is building
relationship between the decision makers and advocates of environments that do not have
direct impact on decision processes in the country. Lobbying allows communication of
problems of environments, especially in those countries where democracy was born relatively
short time ago. The activity of advocates forces on the ruling parties focusing on problems, to
which without intervention from the outside they would not pay attention to. [6]

Social dialogue is considered to be a particular form of lobbying. In the European Union,
social dialogue is a developing process, in 1989 the issues were included in fundamental
rights covered by the Charter of Fundamental Social Rights. Wielding influence on the EU
forum constitutes a lawful, recognized technique. It belongs to one of the commonly valid
forms of participation in the decision process. It is a certain model, plane allowing to
understand that professional lobbying is not identical to corruption, but can successfully
constitute a part of democratic system in the procedure of decision taking, mandatory
consultations, in the form of e.g. social dialogue.

4 Results and Discussion

Passing of the lobbying law in Poland brought benefits not only directly connected with
lobbying. Facilitating access of citizens to the decision process, increasing its transparency or
increase of officials’ honesty and even initiation of scientific research and professional
trainings regarding lobbying that positively influence its content-related level. [13]

However as experts indicate in many major articles the Law on Lobbying of 2005 in Poland is
still a dead letter. As stated by Grazyna Kopinska, the expert of the Stefan Batory Foundation
and the member of the Citizen Legislation Forum [11] the resorts fail to apply the provisions
of the Law and reveal contacts with unregistered lobbyists, which they are obliged to. The
legal framework to control the impact of lobbying on the legislation process is to create by
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both the Law on Lobbying of 2005 and the new Regulation of the Labor of Council of
Ministers effective as of January 2014, and in the meantime the key articles of the law are not
applied.

The indicated provisions are these that order that if the administrative representatives are in a
situation when “the activities within the scope of professional lobbying operation are
performed by an unregistered entity” of professional lobbyists, they should “immediately”
and in writing inform the competent minister for public administration, i.e. the chief of former
Ministry of Internal Affairs and Administration and today of the Ministry of Administration
and Digitization. He should draw the consequences with regard to such cases of unauthorized
lobbying. As it turns out nobody has used this article and it is obvious that many lobbyists are
interested in it and there certainly are many unregistered lobbyists who influence the officials’
decisions.

Moreover the law orders that the authorities make available information on actions
undertaken with regard to them by professional lobbyists, however there is no information in
the ministries revealed ad hoc on the actions of professional lobbyists. Whereas another
provision of law on the obligation to submit yearly general statements is performed, but the
statements are very laconic. The example may be the statement for the year 2013 of the
Ministry of Infrastructure and Development, which includes both the Ministry of Regional
Development and the Ministry of Transport, Construction Industry and Maritime Economy.
The report contains one sentence “not undertaken”, which is hard to believe that with regard
to such important resorts no lobbying activities were undertaken that year. [11]

Passing of the budget is a field of conflict of group interests. In this aspect one can indicate
the course of protest in the State Fire Brigade, which started in March 2015. The firemen
emphasized that they repeatedly asked the minister of internal affairs for the increase of salary
and budgets of the State Fire Brigade Stations. The protest developed also in other uniform
services. The reasons of the protest, which are given to the public opinion are among others
freezing of officers’ and employees’ salaries from 2010, no guarantees of sufficient increases
of salaries for officers and employees from January 2016 and lack of new modernization law
for uniform services.

The disputes about the scope and aims of redistribution of financial means in the public
sphere should be settled by the Tripartite Commission and the mechanisms of social dialogue.
In this case the Social Dialogue Forum was established by the Minister of Internal Affairs and
was held for the first time on 6™ July 2015. The Forum is to serve among others solving social
issues regarding uniform services and civil employees of the resort. The main task of the
Forum is to perform social consultations and permanent dialogue with social partners. The
issues of legal solutions or social and economic aspects of officers’ and civil servants’ work
shall be discussed. It was agreed that the Forum meetings shall be held every quarter. [15]

However, the protests intensified in October, which was certainly connected with the hustings
pending in Poland. The delegation of the protestants filed in the Seym a petition with requests
and the labor protest committee asked parliamentary clubs for amendments to the budget for
the year 2016 in the scope of increasing the expenses for uniform services.

As experienced in practice, the groups of pressure become for elected politicians and
bureaucratic machine peculiar clients that notify of the need for “good exchange” in the form
of particular public good, advantageous legislation etc. In exchange they offer to the decision
makers firstly permanent access to branch information, secondly potential electoral support of
their members, thirdly specific financial support of e.g. hustings. The example may by the
statement of the Lewiatan Confederacy of Private Employers, which was published after
parliamentary elections: “We hope that the postulates presented during the campaign that hit
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the economy and thus will limit the creation of work places and decrease the entrepreneurs’
investment possibilities, will not be performed. We expect that the new government will not
increase the deficit of public finances, which would expose Poland to conflict with the
European Union and another imposition on our country of the procedure of excessive
deficit.”[8]

In Poland similarly to many other European countries, the conflicts of interest between the
employers and employees are solved by social dialogue, i.e. negotiations of employers’
organizations and trade unions with the participation of representatives of government. It is
performed within the framework of work of Tripartite Commission for Social and Economic
Issues, which exists from 1994 and from 2001 acts by virtue of law. Trade unions (NSZZ
»Solidarno$¢”, OPZZ and Trade Unions Forum), employers’ organization and government
participate in works of this Commission.

However as shown in the research carried out by CBOS (Public Opinion Research Center),
the social dialogue and its institutions are hardly known to the Poles. Only few people are
interested in negotiations pending in the Tripartite Commission for Social and Economic
Issues, there are no firm opinions on the participants of negotiations and their interests. [1]
One can see small role of group negotiations in the socio-economic system. The reasons for
this are that the employers’ organizations have little possibilities to enforce decisions from
own members and trade unions represent only a small part of the employed.

5 Conclusions

In stable democracies, active advocacy of interests, which is defined as lobbying, has
permanently entered the landscape of public sphere, but it still keeps arousing controversies.
It is indicated that lobbying becomes an element of organization management strategy based
on pro-active attitude to the environment and on management of relations with the
stakeholders. [9]

Contemporary organizations come face to face with the necessity of organization of advocacy
of interests that is a part of enterprise strategy as it can become the source of competitive
advantage. Lobbying is influencing the decision makers using legal methods. Putting it in a
model, the citizens through organizations, associations etc. or directly with the aid of lobbying
inform the authorities of their needs, deficiencies of the existing social solutions or alternative
solutions. It enables the representatives of public administration and legislators to adjust the
enacted law, regulations and procedures to the proposed optimum pattern. Thanks to this they
can avoid mistakes as well as correct them. The legislators however cannot ignore the
proposed solutions or the objections made, because advocacy of interests is also a peculiar
“strength” with the public opinion behind it (e.g. within the framework of grassroots lobbying
actions) or with organizations that participate in the process of consultation, e.g. within the
framework of the Tripartite Commission.
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ABSTRACT

The paper deals with financing of research and development, focusing on the comparison of
research and development expenditure in EU countries. The results of the research provide a
comparison of total expenditure on research and development (R&D intensity), in % of GDP,
and Government budget appropriations or outlays for R&D, as % of total general government
expenditure. By means of hierarchical cluster analysis, selected categories of research and
development expenditure (expenditure in the higher education sector, expenditure in the
government sector, and expenditure in the business enterprise sector) in EU countries in years
2004 and 2013 are compared. On the basis of the results of the cluster analysis, similarities
and differences in expenditure on research and development in the individual countries,
including their fluctuations, are provided.

Keywords: development, research, expenditure, EU countries, cluster analysis
JEL codes: H59, 032

1 Introduction

Gross domestic expenditure on research and development (GERD) includes all research and
development (R&D) activities performed within the territory, whatever the origin of funding.
This sector presents various indicators that provide information on GERD as a whole, GERD
performance structure and GERD financing structure. The total expenditure on R&D (GERD)
includes expenditure research and development in four sectors (government sector, higher
education sector, business enterprise sector, private non-profit sector) [17], [18]. Government
sector includes Government intramural expenditure on research and development (GOVERD)
and includes all government research and development (R&D) activities by R&D
performance structure and financing structure. The Government sector includes expenditure
on the workplace of the Academy of Science, research facilities, libraries, archives, museums,
and other institutions. Part of the higher education sector is higher education expenditure on
research and development (HERD) which include R&D activities performed by the higher
education sector. This sector includes public and state universities, teaching hospitals, and
private universities, and expenditures on research and development associated with these
institutions. R&D expenditure included in the government sector and the higher education
sector is referred to as public expenditure on R&D and its role is to provide financial cover of
individual national public policies [15]. Business enterprise sector includes business
enterprise expenditure on research and development (BERD). This sector provides
information on R&D performance, R&D financing structure, distribution of enterprises
conducting R&D, R&D activities in the information and communication technology sector,
industrial R&D tax support, R&D personnel and R&D activities by administrative region. In
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addition, another sector involved is the private non-profit sector, which comprises but a small
part of conducted R&D and associated expenditure.

The structure of expenditure in R&D is observed from a functional or institutional
perspective. The structure by function involves the division of expenditure on R&D
depending on the type of costs/expenditure on R&D (salaries, miscellaneous ordinary and
investment costs), the type of the R&D activity (basic research, applied research and
experimental development) and a prevalent group of the scientific field (natural, technical,
agricultural, medical or social sciences, and humanities) and economic areas (NACE
classification) of the subjects observed. The structure of expenditure on R&D by institutions
is based on different types of subjects that carry out research and development or provide
financing to these. These are private domestic (enterprise) resources which include R&D
financing from own resources of the observed enterprises and other resources from the
domestic business enterprise sector used for financing of R&D generally financed on demand
in other enterprises and in public universities and research institutions. Public domestic
resources which include mainly R&D financing from the national budget. Foreign resources
include all financial resources from abroad provided as a source of financing R&D carried out
in a given country [17], [19].

In fulfilling the Europe 2020 strategy in R&D, the priority is to improve the conditions for
financing R&D and innovations, where an important prerequisite are financial capabilities in
the individual EU countries. In the area of R&D, the member states should begin investing
3% of the GDP (1% from public resources, 2% from the private sector) by no later than 2020.
[8]. Horizon 2020 is the largest and most significant programme that provides research,
development and innovation financing at the European level. Horizon 2020 places an
increased emphasis on supporting innovations and small medium-scale enterprises (e.g.
implementing new loan instruments), which represent the backbone of the European
economy. Simultaneously, Horizon 2020 focuses on social issues and supports the elimination
of an inadequate link between research and the market. What is also supported is the
connection to structural funds and other EU programmes.

The paper aims to compare the selected categories of expenditure on Research and
Development (R&D) in EU countries. Attention is paid to the comparison of total expenditure
on R&D and Government Budget Appropriations or Outlays on Research and Development
(GBAORD) in 2004 and 2013. To compare the structure of total expenditure on R&D, using
cluster analysis, expenditure on R&D in the government sector, the higher education sector
and the business enterprise sector in years 2004 and 2013 are selected, and similarities and
differences defined in the clusters.

2 Literature Review

The paper makes use of literature mainly dealing with R&D in EU countries. Trends in R&D
and relations between R&D expenditure and other indicators in EU countries are supplied by
research and studies already carried out [2],[4],[11],[13]. In relation to fulfilling the
requirements of the Europe 2020 strategy in R&D, attention is paid to financing and
assessment of R&D at the European level [8]. Also, other authors deal with the questions
related to R&D, including its financial dimension, such as [1], [5], [6]. A number of
publications focus on comparison and evaluation of R&D programmes [12] or the structure of
expenditure on R&D depending on the scientific and research activity [10]. A comprehensive
overview of financial resources, expenditure on R&D and other R&D indicators is provided
in numerous studies and pieces of research [17],[18] or in an annually issued analysis of the
state of research, development and innovations in the Czech Republic and its comparison with
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the countries abroad [19]. A detailed overview of the key indicators in R&D, or rather in
financing in EU countries, mainly total expenditure on R&D, the structure of expenditure on
R&D by sectors or Government Budget Appropriations or Outlays on Research and
Development is found in the Eurostat statistic database [7]. The most recognized is R&D
statistics by OECD, which evaluates R&D in member states with more than 100 defined
indicators [15], [16].

3 Data and Methodology

In this paper, analytical methods are applied which are used in the specialised literature and in
EU documents. Regarding general scientific methods, the method of induction and deduction
are applied, mainly in drawing conclusions. Also statistical data by Eurostat are applied. The
set of selected countries comprise the EU28 (BE-Belgium, BG-Bulgaria, CZ-Czech Republic,
DK-Denmark, DE-Germany, EE-Estonia, IE- Ireland, EL-Greece, ES-Spain, FR-France, HR-
Croatia, IT-Italy, CY-Cyprus, LV-Latvia, LT-Lithuania, LU- Luxembourg, HU-Hungary,
MT-Malta, NL-Netherlands, AT-Austria, PL-Poland, PT-Portugal, RO- Romania, SI-
Slovenia, SK-Slovakia, FI-Finland, SE-Sweden, UK-United Kingdom). In EU countries,
selected categories of expenditure on R&D are compared, i.e. total expenditure on R&D
(research and development intensity) and Government Budget Appropriations or Outlays on
Research and Development in 2004 (when ten countries joined the current EU28) and in 2013
(the last data available for all countries). The comparison of Government Budget
Appropriations or Outlays on Research and Development (GBAORD) is carried out, with the
exception of Croatia due to the unavailability of data in 2004. For the comparison of
expenditure on R&D in EU countries using cluster analysis, expenditure on R&D in the
higher education sector, expenditure in the government sector, and expenditure in the business
enterprise sector in 2004 and 2013 are selected.

Cluster analysis is a multidimensional statistical method used to classify objects. It enables
dividing observed units (EU28 countries in this case) into groups of similar units with other
groups differing to the largest extent. For the purposes of this case study, the method of
hierarchical cluster analysis was used, due to the low number of cases. Its advantage is
graphic depiction of the process of clustering see [9], i.e. EU member states according to
R&D expenditure (expenditure in the higher education sector, expenditure in the government
sector, and expenditure in the business enterprise sector) see table 1. Thus, hierarchical tree
diagram (i.e. dendrogram) is widely applied for depiction of final distances between objects.
The horizontal line of the dendrogram expresses distance between clusters. Clusters unite
based on the shortest distance, measured either with the Euclidean distance, or another, using
any method of counting distance, such as average linkage, single linkage and complete
linkage. The vertical line can determine the required extent of object clustering. As Ward’s
method was implemented to perform hierarchical cluster analysis, it was supposed to employ
squared Euclidean distances as the initial distance between objects [9], i.e. the EU member
states in this case. The advantage of Ward’s method is its tendency to create clusters of small
size to minimize building of clusters with one object only (ibid). Box plot was employed as a
method of graphical visualization of differences in the variance of R&D expenditure by
groups of the EU member states. Box plot, as one type of a diagram, divides continuous
variables into quartiles, when 25% of elements have values below the lower quartile Q0.25
and 75% of elements have values lower than the upper quartile Q0.75. The middle "box" part
of the diagram borders the 3rd quartile from the top, 1st quartile from the bottom, and
between those is a line delimiting the mean. The size of the box is represented by the
interquartile range. The lower whisker represents the values below the box, within the
distance not exceeding 1.5-fold height of the box. End of the whisker corresponds with the
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lowest value of the cluster. Similarly, upper whisker corresponds with the highest value of the
cluster. Besides whiskers (below and above them), points that correspond to outlays are
depicted.

The Shapiro-Wilk test was employed to control normal distribution of all variables as the
sample size was small, i.e. n < 30. All performed tests proved assumption about normality of
data (p > 0.05) with the exception of the variables R&D expenditure by business enterprise
sector both for 2004 and 2013. However, the depicted box-plots did not show any observation
as an extreme outlier, i.e. above three times the interquartile range. Thus, no transformation of
the original data was implemented.” Table 1 illustrates the utilised data, comparing R&D
expenditure using a cluster analysis.

Table 1 R&D expenditure by sector performance in the years 2004 and 2013 (% of GDP)
EU GOVERD HERD BERD gy GOVERD HERD BERD
country 2004 2013 2004 2013 2004 2013 country 20042013 2004 2013 2004 2013

BE 0.14 02 039 049 1.25 1.58 LI 019 019 04 052 0.16 0.24

BG 032 0.19 0.04 0.06 0.11 04 LU 0.18 027 0.02 0.18 1.43 0.71

CzZ 026 035 0.17 052 0.72 1.03 HU 026 021 021 0.20 0.36 0.98

DK 0.17 0.07 0.59 097 1.65 199 MT 001 0.09 0.15 030 033 046

DE 033 043 040 051 1.69 1.99 NL 024 021 0.6 063 097 1.14

EE 0.11 0.16 039 0.74 033 0.83 AT 0.11 0.14 0.58 0.72 147 193

IE 0.09 007 032 036 0.78 1.14 PL 022 023 0.18 025 0.16 0.38

EL 0.11 021 025 0.29 0.16 0.27 PT 0.11 0.08 0.27 051 0.26 0.65

ES 0.17 023 0.31 035 0.56 0.66 RO 0.13 0.19 0.04 0.08 0.21 0.12

FR 035 029 039 046 132 144 SI 027 034 0.18 0.27 0.92 1.98

HR 022 021 039 02 043 041 SK 0.15 0.17 0.10 0.27 0.25 0.38

IT 0.19 0.19 035 035 0.5 0.67 FI 031 030 0.66 071 232 229

CYy 0.12 0.07 0.12 0.27 0.07 0.07 SE 0.11 0.12 0.78 0.89 249 2.19

LV 0.08 0.17 0.14 026 0.18 0.17 UK 0.17 0.12 040 043 1.01 1.05

Source: Author according [7].

4 Results and Discussion

This part deals with the comparison of total expenditure on R&D and total GBAORD as % of
total general expenditure in EU countries in years 2004 and 2013. An in-depth analysis
provides a comparison of R&D expenditure (in the government sector, in the higher education
sector and in the business enterprise sector), and their changes assessed by use of cluster
analysis.

4.1 Total expenditure on research and development in the EU Countries

International comparison mostly measures total expenditure on R&D (GERD) towards GDP.
This financial relation is called “research and development intensity” and belongs to the group
of elementary structural indicators evaluating the progress of Lisbon-treaty objective-
fulfilments in individual EU countries [17], [19]. Total expenditure on R&D (GERD) in GDP
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% includes all non-investment and investment expenditure of a given year allocated to R&D
in a given country, regardless of the source of financing. The substantial part of expenditure
on R&D in EU countries comprises salaries and other non-investment costs [19]. Expenditure
on R&D in the EU28 are in the region of 2% GDP. In 2004, expenditure on R&D reached
1.76% of GDP, equal to approximately 3.8% of the total general government expenditure. In
comparison to 2013, this expenditure reached 2.02% of GDP (equal to approximately 4.1% of
the total general government expenditure). Public expenditure in the EU28 reached merely
0.64% of GDP, equal to 1.4% of the total general government expenditure [7]. In 2013, the
highest R&D intensities were recorded in Finland (3.32%), Sweden (3.21%) and Denmark
(3.05%), all above 3% of GDP, followed by Germany (2.94%) and Austria (2.81%).
Compared to 2004, the highest rise of R&D intensity was observed in Denmark, Germany,
Austria, Slovenia and the Czech Republic in 2013 (Figure 1). At the opposite end of the scale,
ten Member States recorded an R&D intensity below 1% of GDP: Romania (0.39%), Cyprus
(0.48%), Latvia (0.60%), Bulgaria (0.65%), Greece (0.78%), Croatia (0.81%), Slovakia
(0.83%), Malta (0.85%), Poland (0.87%) and Lithuania (0.95%). Compared with 2004, R&D
intensity increased in twenty-two Member States, decreased in Croatia (from 1.03% in 2004
to 0.81% in 2013), Luxembourg (from 1.63% to 1.16%) and Sweden (from 3.39% to 3.21%),
and remained almost stable in Romania, Finland and the United Kingdom. Total expenditure
on R&D (R&D Intensity) in the EU Countries as % of GDP in years 2004 and 2013 is
provided in Figure 1.

Figure 1 Total expenditure on R&D in the EU Countries as % of GDP
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Source: Author according [7]

4.2 Government Budget Appropriations or Outlays on Research and Development

Further comparison of expenditure on R&D in EU countries is carried out by means of the
Government Budget Appropriations or Outlays on Research and Development (GBAORD)
indicator, as % of total general government expenditure. GBAORD data are measuring
government support to R&D activities, or, in other words, how much priority Governments
place on the public funding of R&D and are built up using the guidelines laid out in the
Proposed standard practice for surveys of research and experimental development, see
Frascati Manual [17] or [18]. The GBAORD indicator should be perceived as a complement
to indicators based on surveys of R&D performers, which are considered to be a more
accurate but less timely way of measuring R&D activities.
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GBAORD (as % of general government expenditure) reached 1.41% in 2004, compared to
1.54% in 2013, in the EU28. Marked differences can also be observed in the individual EU
countries. The most notable changes in the rise in GBAORD (as % of general government
expenditure) were observed in Estonia, Luxembourg and Portugal in 2013, compared to 2004.
An increase of GBAORD was also observed in the Czech Republic, Germany, Austria and
Denmark in 2013, compared to 2004. By contrast, the least significant differences in the
Government Budget Appropriations or Outlays on Research and Development (GBAORD)
are spotted in Greece, Sweden, Cyprus, Belgium and Romania. A decrease of GBAORD in
2013, compared to 2004, was observed in Bulgaria, Spain, France, Italy, Slovenia, Finland,
the Netherlands and the United Kingdom. The results confirm an increase of GBAORD in the
Czech Republic, Estonia, Austria, Germany, Denmark or Portugal in 2013, compared to 2004.
These countries also typically show a rise in total expenditure on R&D. The growing
GBAORD trend in 2013, compared to 2004, in Luxembourg, Ireland or Latvia fails to be in
line with the increase of total expenditure on R&D. Based on the results of the comparison, it
may be said that the R&D intensity trend fails to be accompanied with the identical trend
associated with budgetary expenditure and R&D subsidies in several countries. The
comparison of GBAORD in EU countries in years 2004 and 2013 is illustrated in Figure 2.

Figure 2 Comparison of total GBAORD in EU countries (as % of total general expenditure)
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Source: Author according [7]

4.3 Comparison of expenditure on R&D in EU countries using cluster analysis

To compare expenditure on R&D in EU countries using cluster analysis, expenditure on R&D
were selected by chosen sectors of execution, i.e. the government sector, the higher education
sector and the business and enterprise sector (as % of GDP) in years 2004 and 2013. The
dendrogram (Figure 3) depicts the process of clustering and dividing EU countries into three
clusters on the basis of their similarities.

The first cluster was formed from countries similar in their structure of expenditure on R&D
in 2004, with the least similarity in Germany and Ireland. It is a cluster of 11 countries
characterised by a higher level of R&D, including expenditure on and investment into R&D.
The second cluster comprises 15 countries with a relatively low expenditure on R&D. Finland
and Sweden in 2004 form an individual cluster due to significantly high total expenditure on
R&D in comparison to other countries, which is also reflected on in the structure of
expenditure on R&D, namely in the business and enterprise and the higher education sector.
In 2013, countries of the EU were again divided into three clusters by expenditure on R&D
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depending on their internal similarities, using cluster analysis. Changes to the size and
structure of expenditure on R&D in EU countries in 2013 were illustrated by a different
division into clusters, compared to 2004. A change in the division of countries into clusters by
the structure of expenditure on R&D can be observed in Sweden and Finland, which do not
form an independent cluster any more. These countries are part of the first cluster, along with
Austria, Germany, Belgium, Denmark, France and Slovenia. The smallest similarity of
expenditure on R&D in this group of countries is in Austria and France. A significant rise in
R&D expenditure can be observed in Slovenia, which moves into the category of countries
with a higher level of R&D and research policy in 2013, which is apparent mainly in
investments and development of R&D in the business and enterprise sector. In the second
cluster, the division of countries in 2013 was identical to 2004. The exception is Estonia,
Spain, Italy, Hungary and Portugal, which were moved to the third cluster, along with the
Czech Republic, Ireland, the Netherlands, Luxembourg and the United Kingdom, due to their
structure of expenditure on R&D. In the third cluster, more marked changes in expenditure on
R&D can be observed in in the Czech Republic, Portugal and Estonia in 2013, through a rise
of expenditure in the business and enterprise sector and in the higher education sector,
compared to 2004. To some extent, this trend can be explained by the requirements of the
Lisbon strategy to increase investments into R&D in EU countries by 2020 to 3% of GDP, i.e.
1% from public resources and 2% from the business and enterprise sector. Results of the
division of EU countries into clusters in 2004 and 2014 are presented in Table 2.

Figure 3 Dendrogram division of EU countries by expenditure on R&D (as % of GDP)
Year 2004 Year 2013

Rescaled Distance Cluster Combine Rescaled Distance Cluster Combine
5 10 15 20 25 5 10 15 20
1 1 1 1 1 - 1 1 1 1
Spain
Italy

o

o
)
o

Romania
Slovakia
Cyprus
Latvia

Luxembourg
Estonia

Poland
Bulgaria

Hungary
Greece
Portugal
Estonia
Lithuania
Malta
Finland

w
2
g
[T TTTTITT

Cyprus
Austria
Germany

Luxembourg

Czech Republic

Slovenia

Ireland Finland

1

Netherlands
United Kingdom France

Belgium Germany
France = Slovenia

Source: Author using program SPSS

Belgium

Table 2 Division of the EU into clusters by expenditure on R&D using cluster analysis in
years 2004 and 2013

Cluster 1 (2004) Cluster 2 (2004) Cluster 3 (2004)
Belgium, Czech Republic Bulgaria, Estonia, Greece,
Denmark, Germany, Ireland, Spain, Croatia, Italy, Cyprus,
France, Luxembourg, Latvia, Lithuania, Hungary, Finland, Sweden
Netherlands, Austria, Malta, Poland, Portugal,
Slovenia, United Kingdom Romania, Slovakia

Cluster 1 (2013) Cluster 2 (2013) Cluster 3 (2013)
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Czech Republic, Estonia,
Hungary, Ireland, Italy,
Netherlands, Spain,
Luxembourg, Portugal,
United Kingdom

Bulgaria, Greece, Croatia,
Cyprus, Latvia, Lithuania,
Malta, Poland, Romania,
Slovakia

Austria, Belgium, Denmark,
Finland, France, Sweden,
Slovenia, Germany

Source: Author using program SPPS

Other results of the structure of expenditure on R&D as % of GDP are illustrated in the box
plot (Figure 4). The comparison of the structure of expenditure on R&D by sectors (the
government sector, higher education sector and the business and enterprise sector) in 2004 as
well as 2013 proved the most marked differences in EU countries in the mean values in
expenditure in the business and enterprise sector in all clusters.

Figure 4 Box plot - Changes in expenditure on R&D by clusters in EU countries (% of GDP)
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By contrast, the smallest differences in the mean values are apparent in all clusters in
expenditure on R&D in the government sector. The most marked different in expenditure on
R&D were in countries of the second and third cluster in 2004. The third cluster of EU
countries illustrates a specific position of Scandinavian countries (Sweden and Finland),
whose mean values in expenditure on R&D (in the higher education sector of 0.7% GDP and
in the business sector of 2.4% of GDP) is markedly higher than expenditure on R&D in the
first and second cluster of countries. These are countries that have been showing a high level
of science and research policy for a long time, which is visible in the structure of expenditure
mainly in the business and enterprise sector. The comparison shows that the most balanced
expenditure on R&D in 2004 had countries of the second cluster, where the mean value in
expenditure on R&D in the government sector is in the region of 0.2%, in the higher
education sector of 0.23%, and in the business and enterprise sector of 0.25% GDP. In 2013,
neither Sweden nor Finland have a dominant position on expenditure on R&D allocated to the
business sector. This is attributed mainly to the support of R&D and innovations in several
countries which have been extensively investing into R&D due to the quality of education and
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focus on the development of advanced technologies, investing into employment in high-tech
industry and the development of innovative activities. The comparison in 2013 showed
relatively equal mean values by structure of expenditure on R&D in the countries of the
second cluster (the government sector approximately 0.2% of GDP, higher education sector
approximately 0.25% GDP, the business sector approximately 0.3% GDP). This can be
partially explained by the fact that the ten countries are found in the second cluster as in 2004
(except for five countries, see Table 2). These are mostly countries with a low R&D intensity,
level of investments and support of innovations in R&D.

5 Conclusion

EU initiatives as well as individual countries have been increasingly focusing on the
conditions of R&D and innovations over the past decades. Financial capabilities in individual
countries are therefore an important precondition for fulfilling the Europe 2020 strategy in the
areas of R&D. International comparison mostly measures total expenditure on R&D towards
GDP. The results of comparison of total R&D expenditure in EU28 confirmed an increasing
tendency by approximately 0.25% GDP in 2013, compared to 2004. The increasing R&D
intensity can also be observed in individual EU countries, which is influenced by the
requirements of the European research area. The most significant rise in R&D intensity was
observed in Denmark, Germany, Austria, Slovenia and the Czech Republic. The comparison
of the structure of expenditure on R&D in EU countries showed a dominant position of
expenditure on R&D in the business and enterprise sector. Public expenditure on R&D
showed a strong position of the higher education sector in comparison to the government
sector in the majority of EU28 countries. This was also confirmed by the comparison of the
structure of expenditure on R&D in EU countries, using cluster analysis by sectors in 2004
and 2013. In the business and enterprise sector, all clusters showed the highest mean values in
expenditure on R&D but also the highest differences among clusters. By contrast, the smallest
median values and relatively small differences were found in expenditure on R&D in all
clusters in the government sector. It can, however, not be expected that without an adequate
amount of financial means supplied by the government as well as the business and enterprise
sector, R&D will render information, innovations and technologies competitive at the
international level [3], [8],[14]. In relation to the financing of R&D in EU countries, several
questions remain unanswered, which may serve as a topic for further research.
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ABSTRACT

Public administration reform was introduced in Slovakia in 2001 followed by the process of
fiscal decentralization. Financial management and fiscal responsibilities of the cities and
municipalities has risen in importance as they had more opportunities to access external
funding. This papers aims to identify the financial health of cities with the linear probability
model of default, thus recognizing the key determinants. The database contains 136 cities
(and city districts) from among total of 148 cities (and city districts) in Slovakia. In total there
are 47 financial indicators considered in the initial model; time series of the data are from the
period 2008-2014.

Keywords: financial health, probability model
JEL codes: R51, H74, G24

1 Introduction

For municipalities and cities in Slovakia there was an important phase of public
administration reform connected with the process of fiscal decentralization. Process of the
implementation of new policies started in 2001. In years 2002-2004 there was a transition of
over 400 competencies from the national government to the municipal governments, while at
the same time the ownership of assets and properties has been transformed to the municipal
level (see further [10]). The process of the fiscal decentralisation has begun in 2002 and it has
also changed financial mechanism of the subventions from a budget of the national
government and tax collection of municipalities. Slovakia accessed the European Union in
2004 and it provided new opportunities for municipalities to apply for funding from the
Structural funds and the Cohesion fund to realise new investment projects (see further [11]).
Municipalities were able to access external funding and use bank loans in the higher
proportion. Credit trustworthiness became one of the very important factors. Financial
management and fiscal responsibilities of the municipalities should be monitored and
assessed more carefully [15]. Credit rating agencies issuing rating for municipalities employ
default models among other measures as well [12].

The aim of this paper is to model the default of cities in Slovakia; the linear model is used to
identify the key determinants of the municipal default. The database consists of 136 cities
(and city districts) from among the total of 148 cities (and city districts) in Slovakia in the
time period 2008-2014. In the initial model the total of 47 financial indicators are considered.

The contribution of this paper is mainly in pioneering the research of the municipal default in
Slovakia and thus analysing financial health of cities in Slovakia. Another contribution is the
construction of a predictive model of the municipal default, using the data of 92% of all the
cities (and city districts) in Slovakia.
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The paper is structured as follows. Section 2 provides an overview of the existing literature
with regards to both the modelling techniques and the determinants of the municipal defaults.
The methodology used in this study to analyse the determinants of the municipal default is
described in the section 3; it includes the description of the data used in our research. Section
4 provides an overview of the empirical results, which are further discussed therein. The last
part of the paper gives conclusions.

2 Literature Review

The issue of modelling the municipal default in Slovakia is not yet covered in the academic
literature. There is work of several authors focusing on financial health and performance of
Slovak companies [6] and [7], factors of destruction of Slovak companies [16], addressing
broader issues of the default of Slovak companies [3] and [4]. The situation is different in the
English speaking literature. However, the studies cover mostly the US municipalities and the
idea of the municipal default is usually understood as the failure to pay municipal bonds.
Even though the position, history and the legislation framework of the municipalities
substantially differ from the Eastern Europe, this literature is still a good starting point. We
could identify three streams in the literature with regard to modelling the municipal or
corporate default [5].

The first approach is to use the credit ratings as the proxy for the default risk. There is an
implicit assumption that the credit ratings reflect the true credit-worthiness of the rated
municipalities. Moreover, Moon and Stotsky [9] argue that this approach may yield biased
results since the cities are not rated at random but choose to be rated.

The second stream of literature estimates the default probability from market prices of the
municipal bonds or from credit default swaps. The main idea of this approach lies in the fact
that the bond yields should correspond to the risk of default. Again, this approach assumes, in
accord with the efficient market hypothesis that all information is incorporated in the prices,
which is not always the case [8].

The last approach would be to directly model the observed defaults using the appropriate
limited dependent variable models. Commonly used approaches are discriminant analysis [1],
logit [13] and probit [17]. The results from the modelling of the corporate default suggest the
measures of leverage, profitability, activity, liquidity and solvency as the relevant predictors
from the set of the financial ratios. Non-financial information is used, as well — in case of
municipalities these may include region, population, socio-economic status of the citizens,
governance and others.

Regarding the actual determinants of the municipal defaults, Palumbo et al. [14] selected only
five possible predictors that are in their opinion related to the bond ratings and which could
determine the probability of default. Their reasoning was based on Moody’s methodology of
municipal bond rating. Five variables reflected a municipality’s economic strength, fiscal
health, level of existing debt, and the effects of other related governmental units. Surprisingly
the level of general obligation debt did not perform as expected.

Cohen [2] approached the topic of the failure determinants from wider historical perspective.
In her narrative study (which did not include any econometric model) she claims that
incidence of municipal default is linked to the business cycle; she further suggested the
following factors of municipal default: business property and commodity cycles, optimism in
project planning, underestimation of expenditures, mismanagement, politics, urban fiscal
crisis and corruption.
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Holian and Joffe [5] used econometric model as well as simple ranking model based on one
proxy of the municipal default. They propose a hybrid model combining both approached and
they suggest four predictors of the municipal default: 1.Interest plus pension expense over
revenue; 2.Annual revenue change; 3.General fund surplus (or deficit) over general fund
revenue and 4.General fund balance over general fund expenditure. In their view the model
could be further improved by including some socio-economic variables (e.g. population,
Duncan’s socioeconomic index). Needles to say they did not provide much explanation why
they selected only a small group of possible explanatory variables.

3 Data and Methodology

The direct approach to the modelling of the municipal default is used in this paper. In order to
do it, there is a need to define the dependent variable, the initial set of potential explanatory
variables and the appropriate modelling framework. This section addresses these matters.

3.1 Definition of the municipal default and construction of the dependent variable

Legislation of Slovak Republic defines 2 conditions, which municipalities must meet in order
to be eligible to receive funds. The ratio of total debt to actual income in the preceding year
must not exceed the threshold of 60% and the ratio of debt service to actual income in the
preceding year must not exceed the threshold of 25%. Once the municipality is not eligible to
receive funding, it is practically in the default situation. Therefore those criteria could serve as
a proxy of the default.

In addition to it there are two institutes of municipality management, which impose
restrictions to the municipal governance in case of financial difficulties. Recovery regime is a
“soft“ governance restriction in the municipality requiring financial recovery plan and
reporting to the Treasury. Administration is a “heavy” restriction in the municipality
governance. Treasury appoints the administrator and municipal government has practically no
control over financial decisions. Act of administration is considered in this study to be another
proxy of the municipal default.

In this paper, the dependent variable is defined as binary. It is equal to 1 if the ratio of total
debt to actual income in the preceding year exceeds threshold of 60% or if the municipality
was in administration in the given year.

Technically there is another criterion defined by legislation — if the ratio of debt service to
actual income in the preceding year exceeds threshold of 25%. The legislation dictates that
additional (or exceptional) debt payments are excluded from the calculation of the ratio.
However the information about the proportion of the additional (or exceptional) debt
payments from the volume of the debt service is not publicly available. Therefore using the
second criterion could distort the results.

3.2 Modelling framework

In this paper the aim is to model the inclination to cross the line of the 60% indebtedness
together with or if the municipality was in administration in the given year.

As it was explained in the previous section the dependent variable is binary and my attempt is
to determine the key predictors of the signal of insolvency. The linear probability model is
used in determining the predictors. Even though linear probability model has certain statistical
shortcomings, it is commonly used because its results provide straightforward interpretation
and it has very good predictive performance.
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Since panel data is used in the empirical study, the model enables us to use time invariant
characteristics of respective cities in the form of individual unobserved effects (estimated as
fixed effects).

The general form of the model is given by the following equation:

Fiesr = F(Flny,, tnd, yean) (D
where

vi, r+11s the indicator of the excessive indebtedness or the administration for the i-th city in the
t+1 time;

fini: 1s the vector of financial ratios for the i-th city in the # time;
ind; are individual (unobserved effects) for the i-th city;
year: is the indicator of the year ¢;

the function f'is in this case linear combination. The model is designed as a predictive model,
i.e. the probability of failing in the current period is modelled using the information from the
previous one. In this setting the explanatory variables may be considered exogenous in
relation to the dependent variable and it allows us to avoid the endogeneity concerns.

Our database consists of 136 cities (and city districts) from among the total of 148 cities (and
city districts) in Slovakia in the time period 2008-2014. Since we are not aware of any
empirical study published on the topic of modelling of municipal default in Slovakia, in the
initial stage of model building overall 47 financial indicators are considered. Table 1 presents
overview of initial set of potential explanatory variables.

Table 1Initial set of potential explanatory variables

Assets Liabilities (ratio to  Expenses (ratio to total Revenues (ratio to
(ratio to total assets) total liabilities) expenses) total revenues)
Fixed assets Equity Consumption purchases  Operational revenues
Intangible fixed assets Differences in valuation Services Activation
Tangible fixed assets Funds Personal expenses Taxes, fees and
Financial fixed assets Retained profit Taxes and fees customs revenues
Profit of the fiscal Other operational

Current assets

eriod expenses .
bt P Other operational
Stocks Liabilities (total) o
- Reserves and adjusting revenues
Receivables (Long- . .
Reserves entries to operations
term)
Receivabl hort- o o
ecelv?:r;f)(s © Liabilities (Long-term) Depreciation of fixed
Financial accounts Liabilities (Short-term) assets Clegrmg of reserves &
- - adjusting entries of
Clearing among Clearing among .
. ; . - . . operations
subjects of public subjects of public Financial expenses
administration administration
Loans and advances Bank loans Extraordinary activities Financial revenues
(Long-term)
Reserves & adjust. Clearing of reserves &
Loans and advances . . LS .
. . entries to financial adjusting entries of
(Short-term) Relations with . . .
transactions financial transactions

- - Treasury’s clients
Relations with ury Transfer and fiscal

Treasury’s clients Transfer costs revenues
Assets accruals Liabilities accruals Extraordinary activities
Source: Publicly available financial statements of municipalities
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4 Results and Discussion

In the first step of the analysis we eliminated those variables, which did not show any
significant variability in terms of the dependent variable. This way we excluded 12 out of the
initial set of 47 variables and thus we have retained 35. Next we used step-wise regression
with general to specific approach to determine the main indicators of the default. After this
step 7 variables were retained; main selection criteria was individual statistical significance of
financial rations and joint statistical significance in case of individual effects and time
indicators. The results are reported in table 2, without including unobservable effects due to
their large number (136). Important fact is that the impact of macroeconomic environment
was not significant in the model; the dummy variables representing individual years were not
statistically jointly significant.

Table 2Results of the model

Estimated Standard

Variable coefficient error T-statistics P-value
Tangible fixed assets -0.65 0.26 -2.5 0.013
Receivables (Long-term) 9.43 4.19 2.25 0.025
Financial accounts (assets) -0.93 0.36 -2.54 0.011
Differences in equity valuation -0.76 0.36 -2.08 0.037
Clearing among subjects of public
administration (liabilities) -0.71 0.30 -2.36 0.018
Services (expenses) 0.27 0.13 1.97 0.049
Financial revenues 0.70 0.31 2.28 0.023
Intercept 0.41 0.24 1.74 0.083
Number of observations 788
R-squared 0.581

Source: Author’s calculations

There are seven significant predictors; three from among them are variables describing assets,
two of them describing liabilities and one each from expenses and revenues. Volume of both
tangible fixed assets and financial accounts (relative to total assets) has positive impact on
financial health; it decreases the propensity to default. However the higher the volume of
long-term receivables (relative to total assets) the higher is the probability of default. It may
be a signal indicating that the city may have difficulties to collect those receivables. Larger
amount in differences in equity valuation (relative to total liabilities) indicates the lower
danger of default. It could be linked to the fact that a city owns valuable assets, of which the
market value increases over the time, which is recorded in the differences in equity valuation.
Another indicator in the section of liabilities is the clearing among subjects of public
administration. It can be viewed as trustworthy obligation, as the subjects of public
administration will principally meet their commitments. From among expenses the significant
predictor is services. If the volume of expenses the city spends on services (in proportion to
total expenses) increases, it will have negative impact on the default indicator. Surprising
finding is that the higher volumes of financial revenues (relative to total revenues) indicate the
higher chance of default. The reason could be risky financial investment. Although in short
term financial investment may generate high revenues in the end the principal investment may
be lost. We have seen examples of financial frauds caused by non-bank financial institutions
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and also frauds in business operations involving public investments or putting public assets at
the stake.

Initially the time effects (dummy variables of years) were also included in the model; they are
generally considered to be a proxy of wider macroeconomic environment in empirical studies.
However, they did not prove to be significant in models of this study, contrary to the findings
of Cohen [2]. Suggested explanation is that the study of Cohen [2] covered rather extended
period of time.

5 Conclusions

The determinants of the municipal default in Slovakia are studied in this paper. The dataset
consists of 136 cities (and city districts) from among total of 148 cities (and city districts) in
Slovakia in the time period 2008-2014. In the initial model the total of 47 financial indicators
are considered.

Linear probability model is utilized to identify the key determinants. Stepwise regression with
general-to-specific approach was used. Based on preferred model seven significant predictors
of propensity to default were identified: Tangible fixed assets, Long-term receivables,
Financial accounts (assets), Differences in equity valuation, Clearing among subjects of
public administration (liabilities), Services (expenses), Financial revenues. These factors
suggest what areas could the main focus when evaluating financial health of Slovak cities and
when looking for predictors of financial distress.
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ABSTRACT

Financial crisis term used to describe a wide range of situations in which some financial
institutions or funds lose immediately a large part of their value. Many economists have
offered their theories on how financial crises arise and are developed, what are the causes
and their effects and ways to prevent them. But researchers have not yet reached a consensus
on these issues, and financial crises still represent a common phenomenon in the world
economy. Year 2008 will be remembered as a year that was marked by a financial crisis,
which appears once in a century. The crisis caused unprecedented swings on Wall Street, the
banking system and shook up scholarships, but also brought radical government intervention.
The first signs of the economic crisis were presented in August 2007, but 2008 was the year of
the real financial crisis, which brought the economy of the United States, Europe and Japan in
recession for the first time after World War I1.

Keywords: Financial crisis, Financial Institutions, Markets, Economic development

JEL codes: G100, GO10

1 Introduction

Definitions and views about the financial crisis are varied. To mention a few:
according to the business dictionary, a financial crisis is a 'situation in which the money
supply exceeds the demand for money. This means that liquidity "vaporize" is available soon
after withdraw moneys from banks, forcing banks to sell other investments to offset this
decrease liquidity or to bankrupt". One of the best definitions for the financial crisis is given
by R. Goldsmith in 1982, which sets out the financial crisis: "A sharp deterioration, fast,
ultracyclic of all them or the greatest part of a group of financial indicators, shrift interest
rates, asset prices, lack solvability and the failure of financial institutions ".

A determination closest in time is given by Frederic Mishkin, who determined the financial
crisis from the perspective of the problems with asymmetry of information: "A financial crisis
is a disorder in financial markets in which the problems with "adverse selection" and "moral
hazard" become so sharp, and financial markets become unable to efficiently channel funds
to those with productive investment opportunities. So, a financial crisis is a set of worsening
sharp of financial and economic indicators, such as economic growth, imbalance between
supply and demand for money, falling asset prices, which may be associated with the
bankruptcies of financial institutions: banks, mutual funds and investment, but also
bankruptcy of non-financial institutions. Based in the number of companies that bankruptcies,
unemployment rise and moves towards a slowdown in economic growth. Problems associated
with asymmetric information between lenders and borrowers grow and markets fail.
Kindleberger argues that "financial crises are associated with roofs of business cycles."

Minsky, following the theories of J.M. Keynes believed that capitalist economies are cyclical.
According to him, capitalism is a permanent state of imbalance, because no one knows for
sure where he is going and this lack of knowledge leads to a boom cycles and failures. As the
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economy moves towards the peak of the cycle, financial structures become more fragile after
climbing to the top heavily financed with debt.

2 Causes and Consequences of the International Financial Crisis

The only thing we have to fear is unreasonable fear, which paralyzes efforts to pass from
crisis in progress. (F.D.Roosevelt, 1933)

The shock of exchanges and financial markets throughout the third quarter of 2007 made
everyone feel fear for a recurrence of the terrible scenario of great crisis in the history of
modern capitalism, that of the years 1929-32 in the United States [1]. Situation seemed so
critical in many financial institutions American, European, Chinese and Japanese, as many of
their executives and shareholders of the capital referred this to catastrophe that happened in
Asia and the Middle East in the 90th century to the XX century.

The world's leading financial barometers began several weeks in lower quotes of their
historical, those who were accused of being '"catastrophic sessions" [2]. Exchanges of
Frankfurt, Paris, London, Milan, Amsterdam, Madrid, Dubai etc., opened and continued their
function, losing up to 20% of their normal course. The figure of billions of dollars, pounds,
yens or euro sometimes lost even within a day or several hours by major banks in US, Europe,
China and Japan have caused a panic and fear in general to what might happen in the coming
months: economic recession and global financial crisis. Within a short period, losses were
estimated at 40-50000 billion dollars, an amount equal to the gross domestic product of the
entire world in one year. Financial institutions were not encountered never in a situation so
problematic with so many questions about their future. Director of the IMF, Dominique
Strauss-Khan, called it "a very serious situation for the future of the world economy", while
the Nobel Prize in economics, American John Kenneth Galbraith, one of the foremost experts
in the world Crisis exchanges stated that 'what we are certain ... is that these crises are never
calmly.

We should prepare for the worst even though most people think that it is unlikely to happen.’
French newspaper Le Monde in one of the editorials, noted in large letters that 'crisis is not
only that of bad loans in the US, but it is global ... credit crisis, financing, and in the world
economy... whole financial system of the world, within a few months the situation went from
absolute confidence in the situation of absolute doubt.

2.1 Crisis or Crises That Are Shaking the World?

The capitalism during the crises of 2007-2009 was at a critical point that requires radical
solutions in the ways of composition and its management [3]. Now society at all is seen
convinced that our planet has entered into a global crisis, which in itself consists specific
crisis, such as: financial crisis, monetary crisis, economic, food, energy, ecological crisis.

This is the first time in our modern history of the last centuries, or precisely in 'period of
capitalism' and industrial revolution that the world is facing so many worrying issues [4].
Experts, politicians, scientists and representatives of civil society are convinced that this time
exiting from the crisis cannot be done only for some countries or different regions of the
world, or partial to separate its special elements.

We should accept and explain true essence of it: Is the crisis of the development model? ... It
self capitalism? ... The management of globalization? ... Or is it simply the product of history,
concepts and international institutions. Everything began in 2007 simply as a financial crisis,
which originated from bad loans in the US real estate market [2]. Personalities from the
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prominent world economic and financial crisis as Alain Greenspen, Dominique Strauss-Kahn,
Ben Bernanke, Jean-Claude Trichet, etc., that time treated more prudence crisis calling 'a
turbulence of financial American markets' that should be carefully managed in its intensity
and spread in Europe and elsewhere in the world. But very soon " turbulence " of financial
circumstances hit the US dollar that began devaluating rapidly in relation to the euro,
highlighting an alarming situation of the US economy. Meanwhile, in the first quarter of the
2008 financial crisis began to emerge in Europe. Initially in England, then in Swiss banks,
French banks, German, etc. Initially, the IMF valued at 1000 billion dollars losses from the
crisis, while that was not at all optimistic forecasts for economic growth and the level of
inflation in the major economies of the planet. Parallel to this phenomenon, markets and
economies of many countries of the world were shocked by the price of oil, which in this
period amounted terrific level of 120 USD / Baril sowing panic for international future of
solving energy problems in many countries of the world.

2.2 Euro or the Dollar, What the Fate Awaits?

"The dollar is our currency.... and your problem "'(John Connally, US Treasury secretary,
1973)

In early 2008, in the Albanian financial market, European currency gave signs of a
progressive reduction of its value in relation to the lek and the US dollar [1]. Risk
increasingly likely that the European economy to fall into recession, broadcasted live for
impairment of the single currency, the euro. Considered historical value, such as that of April
2007 when the euro was exchanged for US $ 1.60, at the beginning of 2008 the euro was
exchanged for USD 1.46.

The prime reason for this decrease is deemed that became notification that 'gross domestic
production in the euro zone fell by 0.2% in the second quarter and third of 2008" in relation to
a modest increase of 0.7% that he knew in first quarter.

According to Gilles Mowe, economist at the Bank of America 'all those who view the euro as
a guarantor of value and thought that as a result of this Europe was immune from the crisis,
are reconsidering their position.' On the other hand, economic and financial analysts judged to
promote economic growth, the European Central Bank (ECB) seems that there would be no
choice but that lowering the base interest rate for the euro. But experts did not appreciate
pessimistic collapse of the euro. 'If the economic situation of the EU is worrying, decline in
the value of the euro is more like a return to normality in the US dollar', emphasized Gilles
Mowe.

US analysts stressed that 'were American economy and finances those who fell first in crisis,
but that will be just the first ones that will emerge from the crisis'. In the last days of February
2008 the euro was exchanged 1.51with USD, spending the limit so that considered historical.
The main cause of the strengthening of the euro relative to the US dollar was primarily a
reflection of the progress and problems of the US economy and the strategy that the Federal
Reserve (Fed) to face this crisis and in the second row, own objectives and instruments of the
European Central Bank (ECB) in the framework of its monetary policy.

2.3 The Duel Between School of Keynes's and Friedman Continues: Who Is the Culprit of
the Crisis?

Financial and economic crisis of 2007-2009 was due for a revival of the old ideological war
between economists 'on the origin and causes of the economic recession ... the culprits and
exit ways from it ... the prophets that economists should believe.
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Their line of separation is obvious: in front of Keynes economists, that privilege public
intervention in the economy, liberals who are partisans stay at free market and globalization
without limit [3]. According Keynes this crisis sounds like a revenge against the past 30 years
of liberal doctrines held by the so-called 'universal success of her'.

For Keynesians and generally to all those known as 'etatists', the crisis was caused by lack of
regulation and the weakness of state that left free path to financial superspeculation
phenomenon. According to economist Anna Schwartz it is technically impossible to try to fix
the financial markets when they 'groan under the weight of money'. It is just for this reason,
Milton Friedman recommended that money should be managed according to criteria and not
by mathematical and central bankers will or governments. Although differences between
Keynes and Liberals are many, the core of their conflict to the crisis lies in the role and
presence of the state in the economy. In conditions when the consequences of direct financial
crisis seems recession and figures minimal economic growth, the only hope seems to rely on
the effect of the so-called 'multiplier Keynesian', according to which, each monetary unit
invested in the economy, increases by several times its value, and if so also increases
employment.

But the core of this crisis lies not simply and solely on ways of promoting economic growth,
whether public or private expenditure. The roots of the crisis are financial and monetary
policies. Its main problems appeared in the banking system and the financial markets. State,
through increased public spending would be the deciding factor for the rapid exit from the
crisis. In the same logic lies Krugman, which states that 'the current financial crisis is a classic
in the sense Keynesian crisis". According to him, the explosion of the real estate bubble
significantly invalidates the mortgage securities held by banks and reduced lending, causing
all of economy to fall into recession.

So, ultimately, at the first from a macroeconomic perspective, all this crisis was due to the
contraction of consumption and credit.

3 Factors that Cause Financial Crises

To understand why banking and financial crises occur, specifically shrinking economic
activity, we shall examine the factors that cause them [3]. Financial crises can cause four
factors: increased interest rates, increased uncertainty, the effects of the real market balances
and banking panic.

3.1 Rise of Interest Rates

Individuals and enterprises with investment risk projects are exactly the subjects that are
ready to pay the highest rate interest. If increased interest rates are quite because of increased
demand for loans or due to reduction of the money supply, is less certain that it will receive
loans to enterprises with high credit risk, whereas high-risk enterprises creditor will still want
to take account of rising loan. Negative selection issues, lenders would not want to lend.
Substantial large borrowing leads falling investment and overall economic activity [5].

3.2 Increase of Uncertainty

Dynamic growth of uncertainty in the financial markets that could occur due to failure of
financial and non-financial institutions, the recession or the collapse of the stock market,
hinder the possibility that lenders to distinguish good credit risks from bad ones [6]. Such
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inability of creditors to solve the problem of adverse selection makes to be less willing to
lend, causing a decrease in lending, investment and overall economic activity.

3.3 Impact of Property Markets in Balance

The enterprise balance sheets have important implications on the seriousness of the problems
of asymmetric information and financial system [3]. The biggest fall in the stock market can
be a serious deterioration factor of balance, which can increase the problem of adverse
selection and moral hazard in financial markets and to cause the financial crisis. The
weakening of the stock market means that net corporate value has fallen because stock prices
determine the estimate value of net (own capital) to corporations.

The decline in net value, which is created as a result of the weakening of the stock market,
makes lenders less willing to lend, because as we have noted, net enterprise value is similar to
the role of collateral [7]. When the value of collateral falls, the lender offers less protection,
which means that losses of loan will certainly be serious. Since then lenders are less protected
from the consequences of negative selection, reduce the amount of the loan, which was
conditional on the investment decline and overall production. Reduction of net corporate
value, which is the result of loss of market share, increased moral hazard, encouraging
borrowers to undertake enterprises risky investments, because now you can lose less if he fails
investment. In economies with artificial inflation, characteristic of most developing countries,
many debt contracts of very long periods of expiration and with fixed interest rates [8]. In
such an institutional environment, unforeseen reductions of aggregate price level also reduce
the net value of the enterprise. Since the return of debts is determined by the contract with the
minimum amount, the sudden drop of the price scale increases the real value of the enterprise.
The result of this is the decline in the net fair value (the difference between assets and
liabilities in real amount).

Therefore, the rapid decline in the price level causes considerable decrease in net fair values
and increase adverse of problem selection and risking the moral, most lenders faced. In short,
the sudden collapse of aggregate price level, leading to the reduction of lending to economic
activity. Due to uncertainty regarding the value of the local currency, in developing countries
(but also in some developed countries), many non-financial enterprises, banks and
governments, is more simply to lend in foreign currencies. This could cause a financial crisis
similar to the reduction of the inflation surprise. Most debt contracts denominated in foreign
currency when there is a sudden depression or local currency devaluation, increasing the
burden of domestic enterprises [9]. Although we have seen how the increase in rates of
interest directly affects the growth of the problems of adverse selection, the rates of interest
also play a role in terms of promoting the financial crisis, including the increase of payment of
interest for family and enterprise, reduce the cash flow of the enterprises, the difference
between revenues and expenditures. Reducing the flow of money causes a deterioration in the
balance sheet, because reduces liquidity of enterprises and households, making knowledge of
lenders more difficult, that if the families and enterprises will able to pay liabilities (debts)
[10].

So, there is an additional reason why the sudden increase in interest rates can be an important
factor which causes financial crisis.

3.4 Problems in the Banking Sector

Banks play a key role in financial markets since they are well positioned to engage in the
production of information activities, which facilitate productive investment in the economy.
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Balance sheets of banks have an important role in bank loans [11]. If banks suffer the
deterioration of their balance and serious contraction caused in their capital, will have
available a much smaller funds, which will be able to borrow at banks and borrowings from
banks will be reduced.

Contraction of consumer loans will do investment decline, which will slow economic activity.
If the deterioration of the bank balance is serious enough, banks will begin to collapse, fear
will expand from one to the other, causing the demolition of sound banks [4]. Multiple
collapses of banks are recognized as the panic banking. Infection source again are asymmetric
information. In a state of panic, depositors, fearing for the safety of own deposits (if they lack
insurance deposits) and not knowing the quality of loan portfolios of banks, attract deposits
from the bank, and this goes to the point at which banks destroyed. The disappearance of the
large number of banks within a short time means that there is a shortage in the production of
financial markets, and thus the direct loss of possession through the banking sector.

Reduction of bank lending during the financial crisis also reduces the cash offer of borrowers,
which causes increased interest rates [12]. The result is to increase the problem of adverse
selection and moral hazard in the credit markets. This produces an even greater decline in
borrowing, which reduces contraction productive investment and causes even greater
economic activity.

4 Conclusions

The 2008th year, among other things, ended Wall Street's, as such we know, one of the largest
funding institutions, which succumbed under the burden of major losses from loans,
prompting the collapse of oil prices. The year 2008 will be remembered for the unprecedented
radical measures by the authorities, in an effort to alleviate the crisis. US authorities
acknowledged that the economy need pushing, but the words of President George Bush, when
asked for financial incentives, were very quiet: We can take an injection in the arm to keep
our economy healthy fundamental.

This will help economic sectors that are troubled, as the housing market should not affect
other parts of our economy, Bush said. But the crisis had its roots deeper. Many people
received loans for their homes without opportunity turning back. When many of them failed,
lenders began collapse. Banks appear huge losses in the system of securities linked to loans
for their home. The collapse of other banks made at the height of the crisis arise plan 700
billion of government to buy up bad debts. This happened because the crisis caused reactions
array in the financial system. The failure of Lehman Brothers made difficulties for businesses
and even the salaries of the employees. One financial innovation helped indirectly
development of the credit market sub-standard and practice of lending careless "greedy" was
the "securitization". "Securitization" in the context of the mortgage market meant collecting
hundreds or thousands of mortgage loans and then selling bonds that rely on this package of
loans.

Many economists say their theories about how financial crises develop and in what way to
deal with it. According to many researchers, all crises occurred for the same reason: financial
speculation neglected to get the most! Financial crisis is a situation in which the value of
financial institutions falls real soon. The financial crisis is often associated with panic or a
situation in the banks, in which investors sell assets or to withdraw money from savings
accounts waiting for the value of these assets will drop if they will continue to stay at the
financial institution.
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ABSTRACT

The article determines the business of financial, accounting and legal aspects of research
solutions for small and medium-sized enterprises. The authors evaluated the results of its own
(copyright) surveys of the development of SMEs in the years 2009 to 2014 with a total of 350
respondents from the Czech Republic. In this context we monitored indicators analyzing ways
of fundraising for business using mathematical and statistical methods, including analysis of
their own resources, bank loans, lease financing and European Union funds. The article also
analyzed the amount and percentages involving other forms of fund raising for small and
medium-sized enterprises in the form of loans from family members, grants, and also
factoring related barriers. The results confirm the difference in the amount of usage of own
and external sources of financing from various sources in industry, trade and services.

Keywords: bank loans, leasing, legislation, small and medium-sized enterprises, private
sources of funding

JEL codes: G32, M21, M41

1 Introduction

The subject of the paper is to determine the key issues of the current theory and practice of
accounting, financial and tax legislation in the Czech Republic in the context of the current
world trends. In this context, the paper deals with the monitoring of the indicators analyzing
ways of obtaining financial resources used for business activities, including other forms of
raising funds for SMEs: loans from family members, grants, factoring, as well as the related
barriers (using mathematical and statistical methods) including the analysis of own resources,
bank loans, leasing and co-financing from the European Union (EU). This paper aims to bring
the issue of securing funds for the implementation of business activities to the SMEs.
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The first part of the paper specifies the businesses and the SMEs of the Czech Republic and
outlines the possibilities of various sources of funding in the fields of production, trade and
services. The second part presents the results of the research conducted among the businesses
in the period of 2009 - 2014, including the analysis and percentages involving other forms of
raising funds for SMEs: loans from family members, grants, leasing, factoring and related
barriers. The final part of the paper provides an evaluation of the sources of financing SMEs.

Small and medium-sized enterprises (SMEs) are an important sector of the market economy
across Europe, as they are able to respond quickly and effectively to changing market
conditions and are considered the foundation of the national economy, mainly because of their
flexibility, creation of new job opportunities, promotion and development of a competitive
environment and their individual and unique character [11]. SMEs rapidly absorb free labour
force if they meet the qualification requirements or can fulfil the role of subcontractors.
According to the Czech Statistical Office, on 31. 12. 2013 SMEs participated in the total
number of active business entities with 99.84%, next year (31. 12. 2014) the proportion was
over 99.84%. The share of employees of SMEs in the total number of employees of the
business sector in the Czech Republic amounted to 60.9%. Apart from the above positive
effects, SMEs have to solve many problematic areas, one of which is the securing of financial
resources and their efficient use. Both during the establishment as well as the course of
business, each business entity deals with funds and sources of financing of its business
activities, including investment decision-making, which affects the financial management in
the area of acquisition of financial sources which has become one of the main activities of the
financial management of an enterprise. Each entrepreneur can choose from several alternative
sources of funding: own, external or alternative sources. Although there is a variety of sources
of funding, problems with lack of awareness of SMEs appear and that is why this paper
analyzes the sources of financing of SMEs heading towards obtaining the capital.

Accounting system in the Czech Republic is regulated by Act no. 563/1991 Coll., on
Accounting, as amended (the "Accounting Act"). This standard was last amended by Act no.
221/2015 Coll., in response to transpose Directive of the European Parliament and Council
Directive 2013/34 / EU of 26 June 2013 on the annual accounts, the consolidated financial
statements and related reports of certain types of companies for amending Directive of the
European Parliament and Council Directive 2006/43 / EC and repealing Council Directives
78/660 / EEC and 83/349 / EEC, with effect from 1 January 2016.

The aim of the amendment to the Accounting Act from the year 2016 is the transposition of
the EU Directive on the annual accounts, the consolidated financial statements and related
reports of certain types of companies. Directive assigned the individual Member States to
apply the modified legislation for the first time on the financial statements prepared for the
financial year beginning on 1 January 2016 or during the calendar year 2016. The Ministry of
Finance simultaneously also prepared a draft amendment to Decree No. 500/2002 Coll.
Amendment of the decree implementing the law on accounting for business entity has
changed the structure of reporting and accounting of inventory and assets. The amendment is
based on the updated amendment to the Accounting Act, which introduces a new
classification in business entities, also new categorization entities and categorize
consolidation groups. They are divided into large, medium, small and micro entity, obligation
to have their financial statements audited, and prepare a balance sheet, profit and loss
statement and notes to the financial statements in full will have large and medium sized entity,
but small and micro entity will have some simplification or exemption.
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2 Literature Review

The policy of the European Union as well as the launch of the Single Market on 1% January
1993 contributed significantly to the reorientation on the issues of small and medium-sized
enterprises. The launch of the Single Market, along with the democratization of the Eastern
Europe and the enlargement of the European Union caused significant changes in the global
business environment. Within the National Programme for the Preparation of the Czech
Republic for the Membership in the European Union, the Czech Republic pledged to unify the
definition of small and medium-sized enterprises with the European Union. For this reason, in
2002, the Czech Republic passed the Act no. 47/2002 Coll. on promotion of small and
medium enterprises which clearly defines the concept of small and medium enterprises and
unifies the terminology with the standards of the European Union (as amended as of 15. 1.
2005) [14]. Small and medium-sized entrepreneurship in different economies is perceived
differently with respect to its national context, for that reason there is still no comprehensive,
universally accepted definition of small and medium enterprises. The decisive criterion for the
definition of small and medium enterprises is usually the number of employees. The European
Union characterizes SMEs on the basis of three fundamental criteria [6] - the number of
employees, economic independence (an enterprise is independent when 25% or more of its
capital or voting rights is not owned by another enterprise or jointly by several enterprises)
and the annual turnover of the enterprise (or the annual balance sheet) [6].

In the Czech Republic the sources of business financing are studied in numerous monographic
publications on corporate finance [5], [9], [10], [12], [13]. These publications deal with the
problems of sources of SMEs financing only in sub-chapters and generally deal with the
structure of the sources of business financing. The authors distinguish several basic types and
sources of financing on the basis of ownership, relevance of financial resources and the period
of financial usability. An overview of the sources of financing is presented in Table 1.

Table 1 Classification of the Sources of Financing by Synek
own sources (financial and material

. contribution of the owners, share issue, assets
The ownership of the

own sources sales)

sources . . .
borrowed capital borrowed capital (loans, bonds, leasing)
self-financing profit, additional internal sources

generated by own activities of an enterprise

internal resources -
(depreciations, profit, revenues)

The relevance of

financial resources
commercial loans, unpaid wages, bank loans,

external resources . . . o
grants, donations, leasing, factoring, forfaiting

The period of permanent capital capital for an indefinite period
financial usability temporary
capital capital for a definite period

Source: own processing according to Synek (Business Economics, Managerial Economics)

The lack of equity (own funds) is usually a weak point during the establishment, development
and functioning of SMEs. To overcome the shortage, SMEs can use various forms of the
borrowed capital. This borrowed capital, known as an external source of funding or as an
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alternative source of funding is understood from several points of view. An overview is
presented in Table 2. It is necessary to underline that not all the external sources of funding
can be used by SMEs. Some of them are not available because of the legislative changes in
the Czech Republic and can be used e.g. by large companies quoted on the stock exchange
(bonds and shares issue) only. Similarly, certain provisions of the Accounting Act must be
taken into account.

Table 2 External sources of financing by Synek
bank
Loan commercial (contractor, consumer)

from employees

financial
Leasing )
operational
undisclosed (concealed)
Factoring )
disclosed (open)
domestic
Factoring
external

Source: own processing according to Synek (Business Economics, Managerial Economics)

In the Czech Republic, the issue of financing of small and medium-sized enterprises in terms
of individual sources of financing and their optimizing was studied by authors [4] who carried
out a three-year questionnaire analysis of the sources of financing of SMEs in the European
Union and compared the theoretical background with the practical knowledge. Their findings
resulted in recommendations for SMEs on how to effectively manage and enhance the
competitiveness within the market environment of the European Union. They pointed out that
it is necessary to analyze the macroeconomic conditions, the common currency, all the
business spheres and legislative changes.

Not only the Czech Republic, but also the Slovak Republic, which has a similar historical
development as the Czech Republic (the two countries were unified until 1993 as
Czechoslovakia), has become the subject of public discussion as it is a part of the European
Union. [2] Authors analyzed the basic business systems of SMEs in the Slovak Republic
including the distinction between the sources of financing of an enterprise and the financial
support of enterprises as well as the classification of the financial and non-financial support. A
questionnaire survey among 410 SMEs has shown that the tax and levy burden, clientilism,
law enforcement, corruption, administrative burdens, unfair trade practices of the other
businesses, availability of financial resources, intensity of changes in legislation, awareness of
business support, clarity of information about SMEs obligations, reliability of business
partners are the most serious obstacles for SMEs. All these are the obstacles to
entrepreneurship that cannot be regulated without the intervention of the state, but in terms of
the functioning of the market mechanism, they are not right. Those findings are confirmed by
authors [3] who found out that the position of the business environment in the Slovak
Republic is getting worse every year. Authors [7] analyzed SMEs companies active in Czech
and Slovak republic in years 2009-2011 and they confirmed medium-sized and big industrial
companies are growing up and most suffered above all micro enterprises. The impact of crisis
on management of group accommodation facilities and other groups in 2007-2012 were
analyzed authors [1]. They showed that all industries has been considerably affected by the
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global economic crisis over the most recent years, with its roots identified in the US mortgage
market segment that this crisis has caused fluctuations in the markets across all industries,
triggering uncertainty in nearly every business person in the Czech Republic. It necessary
focused on a change of managers and their decision making and management and other
measures taken by managers during the crisis, and the consequences of these measures. Some
publications that directly affect the period under review and comparison of the current state of
accounting and tax legislation provide in empirical studies or legislation of Ministry of
Finance of the Czech Republic (2015) and the Chamber of Auditors of the Czech Republic
[15].

3 Data and Methodology

The primary aim of the research was to map and explore the ways of obtaining financial
sources for SMEs business activities in the Czech Republic. Due to the aim of the research a
method of the questionnaire survey, which was supposed to verify the financial sources and
funding opportunities of SMEs, was chosen.

In the analyzed period from 2009 to 2014, the survey involved a total of 350 respondents -
enterprises (accounting entities) from the Czech Republic; they represented all the regions of
the Czech Republic so that the sample of respondents was relevant. Changes related to the
development of SMEs business and focused on the financing of the surveyed enterprises were
continuously collected for each of the respondents in the period under review. In this context,
the comparison of results obtained in the surveyed period was conducted. The trends in
methods of financing business operations among the surveyed SMEs were determined. What
is particularly interesting in this context are not only the alternations of various combined
methods of financing of SMEs, connections to the related accounting, tax and legislative
aspects, connections to the legal form of the enterprise, but also the barriers analyzing the
ways of obtaining financial resources.

Individual conclusions mentioned in the questionnaire surveys and their subsequent
evaluation are influenced by the respondent, that is why we set the following requirements
related directly to securing of financial sources of the surveyed enterprises:

e size of the investigated enterprise (business entity) or the accounting entity,
e number of enterprise employees,

e requirements for the authorized person representing the respondent in connection with
the ongoing survey (the financial manager, financial director, tax adviser having a
general power of attorney, accounting methodologist, certified accountant, chief
accountant etc.),

e identification of sources of financing: internal and external resources (bank loans,
leasing, factoring).

All the qualitative data obtained by the primary research were evaluated using Microsoft
Office Excel and the Decision Analysis Module for Excel. The program evaluation of the
research was also made with the help of STRATEX and EVALENT.

4 Results and Discussion

Due to extensive legislative changes, the way of obtaining financial resources for SMEs has
recently become more challenging. The analyzed period of time from 2009 to 2014 is
dominated by combined cases, 59 % in 2009 and 70 % in 2014 (characterized particularly by
personal investments into business, loans from family members, credits and loans from
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financial institutions). The number of SMEs financing their business activity with the help of
loans or grants decreases. Those changes, to be precise the comparison in the years 2009 —
2014 are documented in the following Table 3.

Table 3 Ways of obtaining financial sources for business activities (in the years 2009 -
2014)

Ways of obtaining financial
sources for business activities
/ percentage in each year
(2009- 2014)

2009 2010 2011 2012 2013 2014

Combined method (personal

investments into business,

credits and loans from

financial institutions) 59 63 65 66 66 70

Personal investments into
business 22 16 15 17 18 20

Loans from family members
only 9 10 11 9 9 9

Loans from financial
institutions only 6 7 6 5 5 4

Grants, investments into
business, loans from family
members 4 4 3 3 2 3

Source: own processing

The percentage related to other sources of financing was obtained by analyzing further
additional questions. Different percentages are evident for enterprises engaged in production,
trading activities, services or a combination of individual activities (production and trade,
production and services, services and trade). According to the survey, the percentage of the
surveyed respondents engaged in production from own resources amounts to 35%, leasing -
20%, bank credits - 20%, co-financing from the European Union - 19%, non-bank loans - 4
%, factoring - 2%. Different percentages of individual respondents in all sectors of
production, trade and services are a source of a number of outcomes studied and evaluated as
they have become the basis for a number of professional discussions and a source of authors

8].

When we focus further on the comparison of the business results during the period under
review for individual respondents (2009 to 2014) for the financial period 2008-2013, a steady
decline of the number of SMEs having positive economic results is evident. A positive
economic result was achieved in 2014 (for the financial period of 2013) by only 34% of the
surveyed respondents, while 66% of respondents reported a loss. In this context, the
difference established by the research of 2009 is particularly noticeable. Positive economic
results (profit) were achieved in 2009 (for the year 2008) by 43% of the surveyed
respondents, 57% of respondents reported a loss. In 2008 (for the financial period of 2007)
positive economic results were achieved by 41 % of respondents. The number of respondents
with negative economic results prevails. The following Table 4 presents the comparison in the
years 2009 - 2014.
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Table 4 Business results of SMEs in the years 2009 — 2014 (for the financial period 2008-
2013)

2009 2010 2011 2012 2013 2014

Business results for the for the for the for the for the for the

of SMEs
year year  year year year year
2008 2009 2010 2011 2012 2013
Profit (%) 43 41 40 39 37 34
Loss (%) 57 59 60 61 63 66

Source: own processing

To evaluate the financial situation of an enterprise data from available, especially enterprise
sources of the surveyed respondents were used. These sources were divided into three
groups:

e enterprise accounting data were drawn from the financial (accounting) statement of the
financial accounting, managerial and cost accounting as well as from the annual
reports,

e other enterprise data were based on reports on business activity (sales, production
activity, etc.), business statistics, internal regulations of an accounting entity,
management forecasts and reports as well as on other internal company documents
and reports,

e external data, precisely external economic-environmental data of an enterprise were
used for comparison reasons. These were the secondary data of the Statistical Office
and official sources, SWOT analyses of individual enterprises, analyses of
competitive enterprises, accounting sets of suppliers and customers, creditors,
including billing overview within 30 days after the due date, 60 days, 90 and 180 days,
the total amount of financial claims and liabilities, percentages and other indicators
that could reveal e.g. the secondary insolvency of the surveyed enterprises, etc.

The survey also investigated the importance of the financial analysis for the further
development of SMEs, the use of the economic accounting software (EIS), the complexity in
particular of information drawn from the enterprise financial reports in monetary units
(balance sheets, profit and loss statements, cash flow statements), connection with individual
financial indicators, financial decision-making of an enterprise, potential financial and
business risks as well as a number of other factors.

Individual enterprises, examined accounting entities, respondents of our surveys confirmed
the corresponding decisions that accompany their work, especially in the area of their
business activities financing. In this context, the necessity of deciding whether to expand,
retain or limit the business activity of the examined accounting entity, which new business
contacts to establish, whether or not to pay bonuses, whether to conclude a financial leasing
contract with subsequent purchase, whether to use the services of the tax or financial advisor
was also confirmed.

The financial decision-making of an enterprise unambiguously verified the three main issues:
e deciding where to invest,
e deciding on the method of financing (financial coverage) of investments,

e decisions on profit distribution.
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All these three types of decision-making are mutually connected; the conducted research
stressed the necessity to optimally combine them from the point of the main aims of the
enterprise.

Deciding where to invest

Based on our research, it was verified that this type of decision-making is the most important
one from the point of view of the main aims of the enterprise; individual respondents also call
it the investment decision-making (but in essence, it covers not only the area of investments in
tangible assets, but also other, circulating investments or financial assets, intangible assets).
The most essential one is the decision-making about investments in tangible assets, because it
involves substantial amounts of financial means the benefits of which will be realized in the
future. Decisions are made in conditions of greater or lesser uncertainty - the risk factor is
involved. In this context, an important fact was confirmed. Investment decision-making is not
only investing in new investments, but also deciding on the change in the composition of the
existing assets, excluding some items and replacing them with others.

Deciding on the method of financing (financial coverage) of investments

This issue is understood by the surveyed respondents in the same wayi, it is directly related to
deciding where to invest. It means that each investment (and not only investment) option was
confirmed by the surveyed respondents identically. They always have to simultaneously
evaluate any investment, from which sources it will be financed (own funds, credit, loan,
leasing, donation).

Decisions on profit distribution

It is an integral part of the financial decision-making as it is directly linked to the optimization
of financial sources. When dealing with the distribution of profits, the surveyed respondents
have a different point of view. Decision-making is based on the allocations e.g. to the reserve
fund, reward fund, the possibility of capital increase, the enterprise development.

Concerns of respondents - business and financial risk

Each enterprise in pursuit of profit takes over the risk of failure. This risk can be caused by
many different factors and influences. The surveyed respondents are commonly concerned
about the external risks in the form of natural phenomena (floods and droughts) or economic
impacts on business (changes of interest rates, changes in credit, finance, pricing, purchasing,
and sales policies).

As for the internal factors, the respondents are concerned about the personal (excellent
employees leaving, decease, embezzlement, theft), capital (irrecoverable debts, depreciation
of machinery, rotten goods, loan cancellation, interest rate increase, lack of money to cover
liabilities) and operational (affecting active and inactive businesses) influences; e.g. loss while
purchasing raw materials and materials (see: evaluation of individual studies in the years
2009-2014). The importance of the internal factors influence - the level of corporate and
internal governance, work organization, efficiency and profitability of the enterprise, profit
distribution plans, etc. - was confirmed.

According to the survey, the main problem of SMEs is a lack of financial means essential for
the establishment and development of the business or the subsequent capital raising with the
help of loans from various financial institutions. Entrepreneurs are concerned about and
constantly confronted with a decline of the bank lending activity and stricter criteria for
lending, particularly in terms of the requirements for securing a loan. A move away from
properties towards securities, third party liability (mostly a legal person), restriction of
deposits, deposit blockages, etc. were recorded.
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A series of small, especially newly established Czech enterprises are under-capitalized, most
of them emphasize the necessity of gaining further, additional capital (particularly bank loans,
but not a bond issue or new share issue subscription). Interest rates and loan repayment are a
significant problem for many SMEs. Many small enterprises are characterized by an
insufficient development of specialized financial functions. This often leads to mistakes in
financing, disproportional extent of fixed assets, including the lack of additional operational
capital, wrong decision-making, sometimes underestimating the importance of the economic
information system, quality accounting software, accounting specialists as well as the
requirements for a tax adviser.

The last but not least, support and individual grant programmes have become important
factors for the development of entrepreneurship.

In this context, on the basis of the conducted survey, the percentage of individual barriers in
obtaining external financial sources was determined and evaluated. In the amount of 28%,
there are complicated, long procedures demanding complicated administrative, 16% of
respondents report high demands on fulfilment of individual obligations to be the main
barrier, 13% of respondents are concerned e.g. about loans repayment problems and
requirements for obtaining security. 11% of respondents mention very high costs as an
important barrier, 10% of the surveyed respondents do not have enough own sources due to
co-financing or bank guarantees. 6% of respondents report a lack of information and
knowledge about financing, 2% of respondents report organizational legal reasons. No
barriers are reported by only 1% of the surveyed respondents.

The survey of financing small and medium-sized enterprises was conducted in order to
examine the problem areas and sources of SMEs financing in the Czech Republic. The survey
results confirmed that the most common source of financing in production, trade and services
are the own sources and a combined method of obtaining and using financial resources. SMEs
are sensitive to changes of various conditions that can occur over time and should be
confronted. According to the conducted survey, 20% of enterprises consider own sources of
financing, 70% of enterprises consider the possibility of a combined method of financing. The
disadvantage of SMEs is usually a lack of own financial capital. To overcome this lack, SMEs
can be financed from various external sources - in the form of loans. The most common one is
leasing, the share of financing amounts to 20% and a bank loan with the share of 20%.
Leasing is primarily used for its accessibility, compared to a bank loan. Banks do not provide
a bigger loan than are the guarantees of the enterprise; to provide a secured loan banks require
tangible assets, financial claims or bills of exchange that most of the SMEs have a problem to
obtain. SMEs also have to demonstrate excellent business results to get a loan and there is a
limitation in the amount of these resources. It is also interesting to note that public financial
grants are used by only 19% of the SMEs.

5 Conclusions

It may seem that the financing options are common in a number of enterprises; however, there
are certain problem areas in deciding how to deal with financing that need to be solved by the
enterprises, which was also shown by the results of the conducted surveys.

The last but not least, support and individual grant programmes have become important
factors for the development of entrepreneurship.

The way of obtaining financial resources for SMEs has recently become more
challenging. The analyzed period of time from 2009 to 2014 is dominated by combined
cases, 59 % in 2009 and 70 % in 2014 (characterized particularly by personal investments
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into business, loans from family members, credits and loans from financial institutions).
The analyzed period of time from 2009 to 2014 is dominated by combined cases, 59 % in
2009 and 70 % in 2014 (characterized particularly by personal investments into business,
loans from family members, credits and loans from financial institutions). The number of
SMEs financing their business activity with the help of loans or grants decreases. In this
context we observe significant conclusions individual surveys. Due to the achieved results, we
recommend to continue further investigations and including the use of mathematical and
statistical methods. We also recommend to compare the results obtained with other countries
in the European Union and also in year 2015.

In this context, on the basis of the conducted survey, the percentage of individual barriers in
obtaining external financial sources was determined and evaluated. In the amount of 28%,
there are complicated, long procedures demanding complicated administrative, 16% of
respondents report high demands on fulfilment of individual obligations to be the main
barrier, 13% of respondents are concerned e.g. about loans repayment problems and
requirements for obtaining security. 11% of respondents mention very high costs as an
important barrier, 10% of the surveyed respondents do not have enough own sources due to
co-financing or bank guarantees. 6% of respondents report a lack of information and
knowledge about financing, 2% of respondents report organizational legal reasons. No
barriers are reported by only 1% of the surveyed respondents.

From the range of external financial sources, 70% of SMEs prefer a combined method of
financing through a bank loan and leasing. As far as SMEs are concerned, a bank loan and its
availability confirms that it is more complicated to obtain it by an enterprise, however, it is
not always the case. Leasing next to the bank loan isa popular form of alternative
financing, by means of it SMEs can finance most of the movables in the form of the rent (for
a predetermined period of time) and we can generally confirm the findings that for SMEs the
loan and the leasing are substituted and one of their disadvantage is the possibility of the
removal of the leased asset. Other external sources of financing recommended by
the theory in practical application from the side of SMEs are unknown, less known and
therefore unused. In case of entreprencurial entities, knowledge and approaches
to obtaining sources of financing are mostly affected by their experience and possibilities of
their acquisition.

By a suitably chosen method of financing the enterprise influences the future economic
results, competitiveness, profitability and financial stability.
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ABSTRACT

The financial statements of the public sector are the presentation of the information on the
financial position and financial performance of the public sector entities. Information on the
financial position and financial performance is recognized in the financial statements in the
reporting on information about relevant elements such as assets, liabilities, net financial
position, expenses, revenues, surplus or deficit. The paper deals with the examination of the
reporting on the information about the financial position and financial performance in terms
of the characteristics and recognition criteria of the elements in the financial statements of the
public sector. The result of examination of that topic is a comprehensive set of knowledge
about the financial reporting on the financial position and financial performance in the
financial statements of the public sector in a way that meets the objectives of financial
reporting to provide information that is useful for accountability and decision-making
purposes.

Keywords: public sector, financial reporting, financial statements, financial position,
financial performance

JEL codes: M40, M41, H&3

1 Introduction

The financial statements of public sector are the structured representation of the financial
position, financial performance, changes in financial position and cash flows by the statement
of financial position, statement of financial performance, statement of changes in net assets/
equity and cash flow statement. This representation shows the financial effects of all
transactions and other events that have occurred in public sector entities by grouping them
into broad classes which have common economic characteristics. These broad classes are
called the elements of financial statements. The financial statements of public sector must
give a true and fair view of all the elements in financial statements such as assets, liabilities,
net financial position, expenses, revenues, and surplus or deficit. In order to respect true and
fair view of all events and transactions, the elements in the financial statements comply with
the definition and the recognition criteria. The elements in financial statements provide the
basis for recording, classifying and aggregating economic data and activity in a way that
provides users with information that meets the objectives of financial reporting to provide
information that is useful for accountability and decision-making purposes. This issue is
internationally regulated by the Conceptual Framework for General Purpose Financial
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Reporting by Public Sector Entities (hereinafter Conceptual Framework) and the relevant
International Public Sector Accounting Standards. This Conceptual Framework was issued in
2014 by the International Federation of Accountants and it establishes the concepts that are to
be applied for general purpose financial reporting by public sector entities prepared and
presented under the accrual basis of accounting.

Accrual basis means a basis of accounting under which transactions and other events are
recognized when they occur (and not only when cash or its equivalent is received or paid).
Therefore, the transactions and events are recorded in the accounting records and recognized
in the financial statements of the periods to which they relate. [2]

2 Literature Review

The researched object that is financial reporting on information about the financial position
and financial performance in the financial statements of the public sector was chosen because
of its timeliness and dynamic development. This topic was not a comprehensive solution until
2014 because there is now conceptual framework for public sector reporting. We got
information about the researched object from book and magazine sources, conference
proceedings and from our own previous knowledge of the research activities. We have worked
with the current literature published in 2014, which was mainly in English. This literature is
listed in the references section. The above issue deals mainly with Conceptual Framework for
General Purpose Financial Reporting by Public Sector Entities that was first published in
October 2014 on the IFAC website [1]. We used the provisions of International Public Sector
Accounting Standards that are listed in the Handbook of International Public Sector
Accounting Pronouncements, which was published in 2014 on the IFAC website and it was
divided into two volumes [2], [3]. We also used our knowledge of our research activities that
is listed in monograph related to international harmonization of financial reporting in the
financial statements of the public sector [4] and articles in scientific journals related to
financial reporting on revenues from non-exchange transactions [5], analysis of the
Conceptual Framework for General Purpose Financial Reporting by Public Sector Entities [6]
and financial integration of the public sector finances [7]. The knowledge gained forms the
basis for the processing of results and discussion.

3 Data and Methodology

The aim of this paper is to describe and analyze financial reporting on the information about
the financial position and financial performance in terms of the characteristics and recognition
criteria of the elements in the financial statements of the public sector. We applied
epistemology as a basic method for researching this problem. Standard research methods,
such as selection, analysis and synthesis, presenting basic methodical approach to paper
processing are applied. We combined the obtained knowledge to form new, higher level of
knowledge of research problems. In particular, ways of understanding and explaining
characteristics and recognition criteria of the elements in the financial statements of the public
sector, the inductive-deductive and analytic-synthetic logical scientific methods are used. In
the conclusion, we stated opinions, in which we highlighted the importance of financial
reporting on the financial position and financial performance in the financial statements of the
public sector in a way that meets the objectives of financial reporting to provide information
that is useful for accountability and decision-making purposes.
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4 Results and Discussion

Definition of assets, liabilities and net financial position of public sector entities recognized in
the statement of financial position is internationally regulated by the Conceptual Framework.

An asset under the Conceptual Framework is a resource presently controlled by the public
sector entity as a result of a past event. It means that the asset under this definition must meet
three conditions, namely:

e [tis aresource;
e It is presently controlled by the public sector entity; and
e [tis aresult of a past event.

A resource is an item with the ability to generate economic benefits or service potential. The
resource may not have a physical form. The ability to generate economic benefits or service
potential may arise directly from the relevant resource or from the rights to the use this
resource such as the right to use the resource to provide services, the right to use resources
belonging to an external party to provide services, the right to change the resource into cash
and dispose of this resource, the right to benefit from an increase the value of resource or the
right to receive cash flows. Economic benefits are the ability to directly or indirectly
contribute to cash flows. These cash flows can be derived, for example, from the use of assets
in the production and sale of services or from the direct exchange of the assets for cash or
other resources. Service potential is the ability of the public sector entity to provide services
that contribute to achieve its objectives. The assets of the public sector, which is embodied
service potential, may include, for example, heritage, community, defense, recreational and
other assets that are held by the government and other public sector entities and that are used
to provide services to third parties.

The resource is presently controlled by the public sector entity, which means that the public
sector entity must have control of the resource. Control of the resource includes the ability of
the public sector entity to use resources (or directly identify the other parties on use the
resources) so as to derive the benefits of the economic benefits or service potential embodied
in the resource for achieving the objectives such as service delivery or other objectives.

In assessing whether the resources are presently controlled by the public sector entity, the
existence of these indicators is assessed [1]:

e Legal ownership,
e Access to the resource, or the ability to deny or restrict access to the resource;
e The means to ensure that the resource is used to achieve its objectives; and

e The existence of an enforceable right to service potential or the ability to generate
economic benefits arising from a resource.

The identification of these indicators and their analysis can provide information to decide
whether the resource is controlled by the public sector entity

In assessing when the control of rights to resource arise, the public sector entities take into
account these events such as the general ability to generate the power, establishing of the
power through the statute, exercising the power by law to create the right, establishing the
right of the event which gives rise to the right to receive resources from the external parties.
Assets as a resource of public sector entity arise when the power is exercised and there is a
right to receive resource.
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The resource is a result of a past event is a condition that requires resource that is under the
control of a public sector entity arising from past transactions or other past events. The past
transactions or events that result in the fact that the resource is under the control of the public
sector entity may be different. The public sector entity may obtain assets from exchange
transactions or from non-exchange transactions, including taxes and transfers.

Exchange transactions are transactions in which one entity receives assets or services, or has
liabilities extinguished, and directly gives approximately equal value (primarily in the form of
cash, goods, services, or use of assets) to another entity in exchange. Non-exchange
transactions are transactions that are not exchange transactions. In a non-exchange
transaction, an entity either receives value from another entity without directly giving
approximately equal value in exchange, or gives value to another entity without directly
receiving approximately equal value in exchange. [5]

A liability under the Conceptual Framework is a present obligation of the public sector entity
for an outflow of resources that results from a past event. It means that liability under this
definition must meet three conditions, namely:

e [tis a present obligation;
e ]t leads to outflow of resources; and
e [t results from a past event.

The present obligation is a legally binding obligation or non-legally binding obligation and
the public sector entity has little or no real option to avoid this obligation. Obligation is a
present obligation if it is not a binding obligation and there is a possibility to avoid this
obligation. Binding obligation can arise from exchange transactions or from non-exchange
transactions. The obligation has to be to the external party. It means that obligation gives a
rise to the liability. The public sector entity cannot be obligated to itself even where it has
publicly announced intention to behave in a certain way. Identification of the external parties
is an indication of the existence of an obligation giving a rise to the liability. Legally binding
obligation is enforceable in law. Such legally enforceable obligations may arise from different
situations. Exchange transactions usually have a contractual nature and therefore they are
enforceable through the laws of the contract. Non-legally binding obligations differ from
legally binding obligations in that the party to whom the obligation exists cannot take legal
action to strengthen settlement.

Non-legally binding obligations which give a rise to the liability, have the following attributes
[1]:

e The public sector entity notifies the other parties in the manner applied in the past,
published policies or a sufficiently specific current announcement that it will accept
certain responsibilities;

e As a result of such announcement, the public sector entity has created a valid
expectation on the part of those other parties that will be fulfilled these
responsibilities; and

e The public sector has little or no real option to avoid the obligation arising from these
responsibilities.

In the public sector, obligations may arise in various ways, for example, in implementing the
program and the realization of services by making a political promise, declaration of political
direction, introduction and approval of the budget and becoming effective of the budget.
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The fact at which the obligation gives a rise to the liability depends on the nature of the
obligation. Factors that could affect the decision of whether other parties may validly
conclude that the obligation is such that the public sector entity has little or no real option to
avoid an outflow of resources include the following:

e The nature of a past event or events which gives a rise to an obligation, for example,
the election promise is unlikely to rise to a liability because election promise rarely
creates realistic expectations on the external parties that the public sector entity has
little or no real option to avoid fulfilment of obligation. The announcement in relation
to the events or circumstances that have occurred may have such political support that
the government has little option to withdraw from such announcement. Where the
government has committed to provide the necessary budgetary provision such the
announcement may lead to a legally binding obligation;

e The ability of the public sector entity to modify or change the obligation until it clears,
such as announcement of policy course generally does not lead to the non-legally
binding obligation which cannot be changed before the announcement will become
effective and if the obligation depends on future events;

e Existence of the correlation between the availability of financing to settle the specific
obligation and creation of the present obligation, for example the non-binding legal
obligation may exist in case where the current budget item has been approved and
financing is assured through the appropriation, the availability of contingency
financing or a transfer from a different level of the government. The absence of the
budgetary provision does not itself mean that the current obligation has not arisen.

It leads to outflow of resources that are an outflow of resources that leads to settlement. The
obligation that can be settled without the outflow the resources from the public sector entity is
not treated as a liability.

It results from a past event, which means that the present obligation arises as a result of the
past transactions or other past events and requires an outflow of resources from the public
sector entity. The complexity of the programs and activities of the public sector mean that the
number of events in the development, implementation and operation of the certain program
may give a rise to the obligation.

Net financial position under the Conceptual Framework is the difference between assets and
liabilities after adding other resources and the deducting other obligations recognized in the
statement of financial position. A net financial position can be a positive or negative residual
value.

Definition of costs, revenues and profit or loss of public sector entities recognized in the
statement of financial performance is internationally regulated by the Conceptual Framework.

Expense under the Conceptual Framework is a decrease in the net financial position of the
public sector entity, other than decreases arising from ownership distributions.

Ownership distributions under the Conceptual Framework are outflows of resources from the
public sector entity, distributed to external parties in their capacity as owners, which return or
reduce an interest in the net financial position of the public sector entity.

Revenue under the Conceptual Framework is an increase in the net financial position of the
public sector entity, other than increases arising from ownership contributions.
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Ownership contributions under the Conceptual Framework are inflows of resources to a
public sector entity, contributed by external parties in their capacity as owners, which
establish or increase an interest in the net financial position of the public sector entity.

Surplus or deficit for the period under the Conceptual Framework is the difference between
revenue and expense reported on the statement of financial performance.

The recognition criteria for assets, liabilities, revenues and expenses in the financial
statements of public sector entities are internationally regulated by the Conceptual
Framework.

An asset is incorporated and included in amounts displayed on the face of the statement of a
financial position of public sector entities when it meets the following recognition criteria:

e An asset satisfies the definition of an element in the Conceptual Framework; and

e Can be measured in a way that achieves the qualitative characteristics and takes
account of constraints on information in the financial statements of public sector
entities.

A liability is incorporated and included in amounts displayed on the face of the statement of
financial position of public sector entities when it meets the following recognition criteria:

e A liability satisfies the definition of an element in the Conceptual Framework; and

e Can be measured in a way that achieves the qualitative characteristics and takes
account of constraints on information in the financial statements of public sector
entities.

An expense is incorporated and included in amounts displayed on the face of the statement of
financial performance of public sector entities when it meets the following recognition
criteria:

e An expense satisfies the definition of an element in the Conceptual Framework; and

e Can be measured in a way that achieves the qualitative characteristics and takes
account of constraints on information in the financial statements of public sector
entities.

A revenue is incorporated and included in amounts displayed on the face of the statement of
financial performance of public sector entities when it meets the following recognition
criteria:

e A revenue satisfies the definition of an element in the Conceptual Framework; and

e Can be measured in a way that achieves the qualitative characteristics and takes
account of constraints on information in the financial statements of public sector
entities.

All items of financial statements of public sector entities that satisfy the recognition criteria
are recognized in the financial statements. In some cases, in accordance with the objectives of
financial reporting to provide information that is useful for accountability and decision-
making purposes, it may be provided that the resource or obligation which does not satisfy the
definition of an element in the Conceptual Framework is to be recognized in the financial
statements provided it can be measured in a way that meets the qualitative characteristics and
constraints on information in the financial statements. The decision whether the relevant
element is recognized in the financial statements includes an assessment of uncertainty related
to the existence and measurement of the element. The conditions that lead to uncertainty can
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change and it is important to assess the uncertainty at each reporting date. Uncertainty about
the existence of an element is determined by considering the available evidence in order to
make an independent decision on whether the element meets all the basic characteristics of
the definition of that element, taking into account all the facts and circumstances at the
reporting date. If it is identified that the element exists, uncertainty about the amount of ability
to generate economic benefits or service potential represented by that element is taken into
account in the measurement of that element. Preparers of financial statements assess and
recover all available evidence in identifying whether an element exists and is recognized and
whether that element continues to meet the recognition criteria or whether there has been a
change to an existing element.

In order to recognize an element in the financial statement of the public sector entities, it is
necessary to value that element in the manner set out in the Conceptual Framework. That is
selection of the measurement basis and determining whether the measurement of the element
meets the qualitative characteristics, taking into account the constraints on information in the
financial statements, including the fact that the measurement is sufficiently relevant and
faithfully representative for the elements to be recognized in the financial statements of public
sector entities.

The principal measurement bases for assets under the Conceptual Framework are the
following:

e Historical cost;

e Market value;

e Replacement cost;

e Net selling price; and
e Value in use.

Historical cost for assets is the consideration given to acquire or develop an asset, which is the
cash or cash equivalents or the value of the other consideration given, at the time of its
acquisition or development.

Market value for assets is the amount for which an asset could be exchanged between
knowledgeable, willing parties in an arm’s length transaction.

Replacement cost for assets is the most economic cost required for the public sector entity to
replace the service potential of an asset (including the amount that the public sector entity will
receive from its disposal at the end of its useful life) at the reporting date.

Net selling price for assets is the amount that the public sector entity can obtain from sale of
the asset, after deducting the costs of sale.

Value in use for assets is the present value to the public sector entity of the asset’s remaining
ability to generate economic benefits or service potential if it continues to be used, and of the
net amount that the public sector entity will receive from its disposal at the end of its useful
life.

The principal measurement bases for liabilities under the Conceptual Framework are the
following:

e Historical cost;
e Cost of fulfilment;

e Market value;
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e Cost of release; and
e Assumption price.

Historical cost for liabilities is the consideration received to assume an obligation, which is
the cash or cash equivalents or other value of the other consideration received at the time the
liability is incurred.

Cost of fulfilment for liabilities is the costs that the public sector entity will incur in fulfilling
the obligations represented by the liability, assuming that it does so in the least costly manner.
Market value for liabilities is the amount for which a liability could be settled between
knowledgeable, willing parties in an arm’s length transaction.

Cost of release for liabilities is the amount that either the creditor will accept in settlement of
its claim, or a third party would charge to accept the transfer of the liability from the debtor.

Assumption price for liabilities is the amount which the public sector entity would rationally
be willing to accept in exchange for assuming an existing liability.

The basic qualitative characteristics on information under the Conceptual Framework are
relevance, faithful representation, understandability, timeliness, comparability and
verifiability.

Relevance on information means that financial and non-financial information is capable of
making differences in achieving the objective of financial reporting in the case of a
confirmatory value, predictive value, or both values. Information has confirmatory value if it
confirms or changes past or present expectations, for example, the information will be
relevant for accountability and decision-making purposes when it confirms expectations about
such matters as the extent to which managers meet their responsibilities for the effective and
efficient use of resources and achieve service delivery objectives in accordance with relevant
budgetary, legislative and other requirements. Information on anticipated future service
delivery activities of the public sector entity, the objectives of the public sector entity, costs
and the amount of the sources that are intended to be allocated to providing services in the
future will have a predictive value and be relevant for the accountability and decision-making

purpose.

Faithful representation on information means that information (where to be helpful) must
faithfully represents the economic and other transactions and events that it purports to
represent. Faithful representation illustrates the nature of the transactions and is achieved
when the presented phenomena are complete, neutral and free from material error to the
maximum possible extent.

Understandability on information enables users to understand its importance in such a way
that information is classified, characterized, and presented clearly and concisely. The
presented information respond to the needs and knowledge base of users, for example,
explanation information on service delivery and other achievements during the reporting
period and expectations for future periods should be written in plain language and presented
in a manner that is easily understandable by users.

Timeliness on information enables users to have the information available for them before it
loses its ability to be useful for accountability and decision-making purposes. If users had
relevant information available sooner, it can increase its usefulness as a basis to the
assessment of accountability and its ability to inform and influence a decision to be taken.

Comparability on information enables users to identify similarities in and differences between
the two sets of phenomena. Comparability differs from the consistency in such a way that
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consistency uses the same accounting principles and policies in each period and within the
public sector entity or in the single period in several entities and its application increases the
usefulness of any comparison of the predicted and actual results. Comparability is the
objective and consistency helps in achieving this objective [4].

Verifiability on information helps to ensure the users that the information faithfully represents
the economic and other phenomena that it purports to represent. Verifiability means that
different knowledgeable and independent observers could reach general agreement that the
information represents the economic and other phenomena without major errors and
distortions, such as the measurement bases or representation methods are used without major
errors and distortions. The assumptions on which the information is provided, the methods
adopted in compiling the information and the factors and circumstances that support any
opinions expressed or disclosures made have to be transparent. This enables users to form an
opinion on the appropriateness of these assumptions and methods of compilation,
measurement, representation and interpretation of the information.

Constraints on information included in financial statements under the Conceptual Framework
are materiality, cost-benefit and balance between the qualitative characteristics.

Materiality means that its omission or misstatement could influence the acceptance of
accountability by the public sector entity or make decisions based on the reported information
prepared for the reporting period. Materiality depends on the nature and amount of the items
that are specific to each public sector entity, such as information on service delivery
achievements during the reporting period and expectations regarding to service delivery and
financial results in the future. The assessment of materiality is carried out in accordance with
the legislative, institutional and operational environment in which the public sector entity
operates and in respect of the expected information, knowledge of preparers and expectations
about the future.

Cost-benefit refers to the fact that financial reporting gives a rise to costs and benefits of
financial reporting should justify those costs. Assessing whether the benefits of providing
information justify the related costs is a matter of judgment, because it is often not possible to
identify and/or quantify all the costs and all the benefits of the reported information.

Balance between qualitative characteristics means that the quality characteristics work
together in order to contribute to the usefulness of information. The relative importance of the
qualitative characteristics is a matter of professional judgment. The aim is to achieve an
appropriate balance between the qualitative characteristics in order to meet the objectives of a
financial reporting. [6]

5 Conclusions

The aim of this paper was to develop knowledge about the specific problems of financial
reporting by public sector entities, in particular the examination of the reporting on the
information about the financial position and financial performance in terms of the
characteristics and recognition criteria of the elements in the financial statements of the public
sector. These issues are covered by the Conceptual Framework for General Purpose Financial
Reporting by Public Sector Entities and relevant International Public Sector Accounting
Standards. The result of examination of that topic is a comprehensive set of knowledge about
the financial reporting on the financial position and financial performance in the financial
statements of the public sector in a way that is useful for preparers of financial statements to
meet the objectives of financial reporting to provide information that is useful for
accountability and decision-making purposes. This comprehensive set of knowledge is useful
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to a wide range of users in making and evaluating decisions about the allocation of resources
and demonstrating the accountability of the public sector entity for the resources entrusted to
it by providing information about the sources, allocation, uses of financial resources,
providing information about how the public sector entity financed its activities and met its
cash requirements, providing information that is useful in evaluating the public sector entity’s
ability to finance its activities and to meet its liabilities and commitments, providing
information about the financial condition of the public sector entity and changes in it and
providing information useful in evaluating the public sector entity’s performance in terms of
service costs, efficiency, and accomplishments.
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ABSTRACT

The aim of this paper is to describe the evolution of performance measurement models from a
cybernetic to a holistic view. An overview is first provided, then each of these views is
analysed. Performance measurement models have moved from a cybernetic view whereby
performance measurement was based mainly on financial measures and considered as a
component of the planning and control cycle to a holistic view based on multiple nonfinancial
measures where performance measurement acts as an independent process included in a
broader set of activities. This paper contributes to the performance measurement literature by
establishing the origins of the performance measurement models and by shedding light on
unexplored fertile areas of future research.

Keywords: performance measurement, cybernetic view, holistic view, multiple nonfinancial
measures, planning and control cycle

JEL codes: G10, GO1

1 Introduction

Performance measurement is a process of quantifying the efficiency and effectiveness of past
actions, a process of evaluating how well companies are managed and the value they deliver
for customers and other stakeholders. Performance measurement is an element of the planning
and control cycle that captures performance data, enables control feedback, influences work
behavior and monitors strategy implementation. In a holistic view, performance measurement
plays a key role in the development of strategic plans and evaluating the achievement of
organizational objectives as well as acting as a signalling and learning device.

The aim of this paper is to provide an overview of the evolution of performance measurement
models.

2 Literature review of performance measurement models

Simon, Guetzkow, Kozmetsky and Tyndall in a study related to the organization of a
controllership function, addressed three uses of performance measurement: score-card use,
attention-directing use, and problem-solving use. They maintain that no sharp dividing line
can be drawn between the score-card and the attention-directing uses, because employees tend
to redirect their attention in accordance with the variances that issue from the score keeping
process. For higher-level management, the attention-directing use arises from the managers’
need to keep their subordinates alert and to convince them that “the boss knows what is going
on”. The problem-solving use, because of its contribution to the managers’ decision process,
represents an extension of the decision-making role [12].
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The majority of researchers in the second half of the 20™ century studied performance
measurement as part of the planning and control cycles, and the roles addressed were limited
to control, decision making and external communication. It was not until the early 1990s that
signalling and learning emerged.

At this time the role of short-term financial performance measurement became inadequate for
the new conditions of companies (e.g. accelerated changes in technology, needs for innovation
and flexibility, shortened product life cycles). The importance of nonfinancial indicators,
which are based on organizational strategy, which include key measures of success and which
overcome various shortcomings of financial measures, was stressed by several authors [6, 7].
Gradually, performance measurement began to be based on the use of financial and
nonfinancial measures; examples include the balanced scorecard [8], integrated performance
measurement [3, 5], stakeholder model [2], and performance management framework [11].

Simons summarizes the use of information in a context of performance measurement and
management control. Five different uses are presented, which reflect the cybernetic and
holistic views of performance measurement:

e Decision making - refers to the improvement of decision processes through planning
(setting performance and strategic goals and ensuring an adequate level and mix of
resources) and coordination (integrating disparate parts of a business to achieve
objectives).

e Control - refers to feedback to ensure the input-process-output system is properly
aligned and to motivate and evaluate employees.

e Signalling - refers to cues sent by managers throughout the organization related to
their values, preferences and where the employees should be focusing their attention
and energy.

e Education and learning - refers to the organizational understanding of changes in the
internal and external environment and the /inks between their components.

e External communication - refers to the diffusion of information to external
constituents (stockholders, investments analysts, lenders, suppliers, business partners,
customers etc.) [13].

Cybernetic vs holistic view

Cybernetic view. Performance measurement has been viewed as an important requirement of
a cybernetic model of control that also includes stated objectives or goals, a predictive model
and a tool to facilitate the choice of alternative actions. Two sets of variables need to be
measured: those defined by objectives and those required by predictive models.

From a cybernetic viewpoint the use of performance measurement is associated mainly with
control of accomplishment of organizational objectives and strategy implementation.
Performance measurement is thus implicitly linked to the notion of diagnostic control
systems, described as formal feedback systems used to monitor organizational outcomes and
correct deviations from preset standards of performance.

Performance measurement models from a cybernetic view operate with financial measures,
which express results of decisions in a comparable measurement unit and capture the cost of
trade-offs between resources as well as the cost of spare capacity. It may encourage
conservatism and a “playing it safe” attitude. Managers need to be encouraged to identify
defined areas within which a degree of experimentation and risk-taking might be beneficial
[10]. Financial measures discourage senior managers from innovating, investing in market
share or developing sources of competitive advantage and encourage conformity. Moreover,
strategic planners’ flexibility and creativity may be inhibited by formal control systems.
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Control systems create a climate that can act against successful strategy implementation and
formulation processes [14].

Holistic view: The holistic view of performance measurement is an extension of the
cybernetic model. It involves feedback to control the objective setting, modification of the
organizational assumptions, targets and strategic plans and thus represents a learning
experience.

The performance measurement role is extended from a single loop to a double loop learning
dimension [1]. Performance measurement is in this case seen as promoting organizational
learning. The relationship between organizational learning and management control system is
both recursive and two-way, with the two concepts inextricably interwoven [9]. Otley
introduces a performance management framework that is designed to go beyond the
measurement of performance and clearly represents the essence of the holistic view. The
framework is basically grounded in a cybernetic approach where:

e stakeholder interests determine the organizational key objectives,

e strategies and plans are adopted, and the processes and activities required are
identified,

e performance is measured and rewarded,

o feedback is provided [11].

In order to stimulate learning and contribute to strategy formulation, performance
measurement systems focus attention on strategic priorities, create visibility within the
organization to ensure coordination, inspire action and enhance communication considered
essential to learning [15]. The discussions, debates, action plans, ideas and tests throughout
the organization foster learning that encourages the gradual emergence of new strategies and
tactics. More than just being a diagnostic system, performance measurement also represents
an interactive device [4].

Performance measurement in a holistic view contributes to strategy formulation and
implementation by revealing the links between goals, strategy, lag and lead indicators and
subsequently communicates and operationalizes strategic priorities.

Figure 1 presents the main differences between cybernetic and holistic views in terms of role,
design and organizational impacts.
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Figure 1 Evolution of performance management
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Source: Simons, R. (2000). Performance measurement and control systems for implementing strategy. Upper
Saddle River, New Jersey: Prentice Hall. Otley, D. (1999). Performance management: a framework for
management control systems research. Management Accounting Research 10, pp. 363-382.

3 Conclusions

Within the management accounting literature, performance measurement has evolved from a
component of the planning and control cycle relying on financial information (cybernetic
view) to an independent process used as signalling and learning devices for strategic purposes
based on multiple nonfinancial measures (holistic view). It facilitates to measure movement in

149



University of Economics in Bratislava, Faculty of National Economy, Department of Finance

a strategic direction instead of distance from a goal, which is different from the planning and
control cycle.

In conclusion, in its transition from a cybernetic to holistic view, the management accounting
literature reflects an evolution in the role, design and organizational impacts of performance
measurement. Organizational theory has contributed to this development and has potential to
do so in the future. Synergistic effects could be obtained from the combination of specific
knowledge and expertise from accounting and organizational theory as well as fields such as
strategic management, operation and production management and finance. Multidisciplinary
perspectives could contribute to a more comprehensive understanding of performance
measurement issues.
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ABSTRACT

While proponents of the measure economic value added (EVA) generally report high levels of
correlation between the measure and shareholder value creation, other researchers have
reported conflicting results. It is, therefore, not clear whether the measure is able to
outperform more conventional accounting measures when attempting to account for the
variation in share returns. In this paper the ability of the measure EVA to explain market
adjusted share returns is investigated for a sample of American companies and compared to
that of traditional and other value based financial performance measures.

Keywords: economic value added, market adjusted share return, value based financial
performance measures

JEL codes: G3, G32

1 Introduction

Value based financial performance measures provide an estimate of a company’s economic
profit by incorporating its total cost of capital in their calculation. In those cases where these
measures yield positive values, economic profits are generated, and consequently shareholder
value is expected to increase. Negative values indicate the destruction of shareholder value [1,
7]. Traditional financial performance measures exclude the company’s cost of capital, and no
provision is, therefore, made for the opportunity cost on the capital invested by the
shareholders [6]. These traditional measures are also based almost exclusively on information
obtained from official financial statements. Consequently, these measures are exposed to
accounting distortions. Despite these limitations analysts and investors still widely apply the
traditional measures.

The measure economic value added (EVA) was developed and introduced by a consulting
company of Stern Stewart and Co. during the early 1980s. The company trademarked the
measure and placed strong emphasis on the advantages of adopting and implementing EVA,
mainly on the strong relationship between a company’s EVA and shareholder returns.

EVA is determined by calculating the difference between the cost of a company’s capital and
the return earned on capital invested, and multiplying it with the amount of capital invested in
the company:

EVA, = (r— ¢™ixfC._a, (1)
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where

r - the return on the capital invested

c* - the company’s after-tax cost of capital

ICt-1 - the invested capital at the beginning of period t

EVA quantifies the surplus return earned by the company. Alternatively, the measure can be
calculated by comparing the net operating profit after tax with the total cost of capital
invested.

EVA. = NOPAT. — Total cost of IC = NGQPAT, — (c"xIC,_,), (2)
where
NOPATt - Net operating profit after taxes

If a company is able to earn NOPAT values in excess of its total cost of capital invested it
generates a positive EVA figure. However, should NOPAT be insufficient to cover the
company'’s total cost of capital, a negative value for EVA is calculated. The rationale behind
the calculation of EVA is that shareholder value can only be created in those cases where a
company can reward all relevant parties (shareholders and debt providers) for the capital they
provided. This means that sufficient profits need to be available to cover the costs of capital,
and that surplus profits (if any) are available to increase the shareholder value. If a company is
not able to cover the costs of capital no surplus profits would be available to increase
shareholder value.

The objective of this paper is to evaluate the incremental and relative information content of
selected value based performance measures above the traditional financial performance
measures.

The information content of a financial performance measure refers to the additional
information that the market deduces from its publication and incorporates into the expected
future financial performance of the company. Incremental information content indicates
whether one financial measure provides additional information over and above that provided
by another measure. Relative information content refers to the information content of one
financial measure compared to another.

2 Literature Review

While proponents of the value based measures report high correlations between the measures
and the creation of shareholder value, a large number of studies have found far weaker
relationships. It is thus not clear whether the implementation of a value based measure will
actually benefit a company in its quest to maximise its sharecholders’ value.

According to Stewart empirical research on the actual behaviour of share prices supports the
link between EVA and shareholder value created. He reports that the changes in EVA account
for almost 50% of the changes in market value added (MVA). When considering traditional
performance measures a much lower explanatory power is observed. Growth in earnings per
share, for instance, only accounts for between 15% and 20% of the changes in MVA [12].

The strong relationship between EVA and MVA, as well as EVA and changes in MVA, is also
highlighted by Walbert [13]. Lehn and Makhija also observe a positive correlation between
EVA and MVA [9]. Furthermore, the correlation between EVA and share returns is higher than
any of the other measures investigated in their study.
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O’Byrne argues that EVA has a greater explanatory ability than earnings per share (EPS)
when considering share returns. According to him researchers fail to recognise this ability
since they ignore certain market valuation characteristics with regard to EVA. He states that
[10]:

e The market places a higher multiple on positive EVA values than negative values when
firms are valued.
e The market allocates higher multiples for smaller companies.

Worthington and West investigate the relative and incremental information content of EVA
and compare it to other financial measures. The results from their study indicate that EVA is
more closely associated with share returns than the other measures investigated. They also
conclude that the accounting adjustments required to calculate EVA contribute statistically
significant information content [ 14].

Biddle investigates the information content of the measures EVA, residual income (RI),
earnings before extraordinary item (EBEI) and cash from operations (CFO). Based on their
results they reject the claim that EVA has the highest informational content. EBEI is found to
be significantly more highly associated with annual market-adjusted share returns than RI,
EVA and CFO. Although EVA did provide incremental information to EBEI when explaining
share returns, the incremental contributions of the EVA components are economically
insignificant. Furthermore, earnings dominate EVA in explaining company’s values [2].

Dodd and Chen also report low levels of correlation between EVA and share returns. The
studies also indicate that unadjusted accounting measures are more closely correlated with
share returns than EVA [3].

Clinton and Chen find that most of the correlations between EVA, share prices and share
returns are either negative or insignificant [4].

In another study that investigates EVA’s ability to explain share prices, De Villiers and Auret
determine that EPS outperforms EVA. Year-on-year changes in EPS also offer a better
explanation for share prices than changes in EVA [5].

Based on an evaluation of the relative and incremental information content of EVA, Palliam
concludes that EVA is a relatively poor predictor of share returns [11]. The relationship
between EVA and shareholder returns is found to be weak, and earnings manages to
outperform the measure in the relative information content tests.

Similar results are reported by Kyriazis and Anastassis for a sample of firms listed on the
Athens Stock Exchange [8].

3 Data and Methodology

The measures earnings before extraordinary items (EBEI), operating cash flow (CFO),
residual income (RI) and economic value added (EVA) are calculated for a sample of
American companies in a period from 1993 to 2012.

On the on hand, we worked with the figures from the 2013 US 1000 EVA/MVA Annual
Ranking Database, which comprises the figures of EVA, NOPAT, MVA, market value (MV)
and revenues of 1000 biggest US companies from different sectors.

On the other hand the financial statements and annual reports were elaborated and other
figures, such as EBEI, CFO, RI and share returns were calculated.
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In order to evaluate the relative and incremental information content of the various
independent variables, an approach applied by Biddle is implemented. The different measures
are included in individual regression analyses, and the adjusted R? values are compared.
Based on these results the relative information content of the measures can be evaluated. By
subdividing EVA into its contributing components, the information content of specific
components is also evaluated.

4 Results and Discussion

This part of the paper investigates the relative and incremental information content of EVA
and the measures CFO, EBEI and RI.

Relative information content: The descriptive statistics of the winsorized values of market
adjusted return, EBEI, CFO, RI and EVA included in the relative information content tests
pooled across time are provided in Table 1.

Table 1 Descriptive statistics on the dependent and independent variables in the relative
information content tests

Market EBEI EVA RI CFO
Adjusted
Return
Mean 0.13 0.180 -0.161 -0.105 0.278
Median 0.013 0.129 -0.019 0.002 0.146
Std. Dev. 0.785 0.618 0.506 0.524 0.671
Correlations
Market EBEI EVA RI CFO
Adjusted
Return
Market 1
Adjusted
Return
EBEI 0.295 1
EVA 0.114 0.328 1
RI 0.161 0.449 0.861 1
CFO 0.187 0.485 0.009 0.031 1

Source: Results of calculations provided by the authors.

The measure CFO show the largest mean and median values, followed by EBEI, RI and EVA.
The measures CFO and EBEI exhibit positive mean and median values. In the case of the two
value based measures EVA and RI, the median values calculated for the pooled data are close
to zero. Statistically significant positive correlations are found between most of the measures.
The correlations between CFO, and EVA and RI, however, are not statistically significant. In
terms of the correlations between the dependent and the independent variables, the highest
correlation is observed between Market Adjusted Return and EBEI. This is followed by CFO,
RI and EVA.
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Incremental information content: According to the approach applied by Biddle EVA is
partitioned into its contributing components:

EVA = CF@ 4+ Acerual + Intersst — 3)
—Capital Chargs + Accounting AdjuUsTneancs,

where:
Accrual - total operating accruals of the company
Interest - interest expense after provision for tax

Capital Charge - capital charge based on the cost of capital and the invested capital at the
beginning of the financial year

The descriptive data of the winsorized EVA components included in the incremental
information content tests pooled across time are provided in Table 2.

Table 2 Descriptive statistics on the dependent and independent variables in the incremental
information content tests

Market CFO Accruals Interest Capital Accounting

Adjusted Charge Adjustments
Return
Mean 0.13 0.279 -0.07 0,079 0.369 -0.059
Median 0.013 0.141 -0.02 0.025 0.162 -0.015
Std. Dev. 0.785 0.649 0.589 0.172 0.654 0.301
Correlations

Market CFO Accruals Interest Capital Accounting

Adjusted Charge Adjustments
Return
Market 1
Adjusted
Return
CFO 0.179 1
Accruals 0.053 -0.487 1
Interest 0.077 0.231 -0.081 1
Capital 0.135 0.451 -0.031 0.619 1
Charge
Accounting -0.025 -0.024  -0.021 -0.189 -0.148 1
Adjustments

Source: Results of calculations provided by the authors.

The mean and median values of both Accruals and Accounting Adjustments are negative. This
is consistent with the smoothing effect of these components on a company’s CFO. The
significant negative correlation between CFO and Accruals could be attributed to the same
reason. The correlation between CFO and Accounting Adjustment is also negative, but not
statistically significant. Statistically significant positive correlations are found between CFO,
Interest and Capital Charge. According to Biddle, companies with higher CFO also have
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higher debt and equity costs. When the dependent variable is considered, the highest
correlation is observed between Market Adjusted Return and CFO.

5 Conclusions

In this paper, the information content of the measure EVA was compared to that of the
measures RI, EBEI and CFO to determine whether EVA is able to outperform the other
measures in explaining share returns. An approach similar to Biddle was applied to a sample
of American companies to evaluate the relative information content of the individual
measures, as well as the incremental information content of the EVA components.

The results of the relative information content tests indicated that EVA does not outperform
earnings (EBEI) in explaining the variation in the market adjusted return of a company’s
shares. In the majority of the tests EVA also does not manage to outperform RI, a less
complex value based measure. On this basis, the relatively complex accounting adjustments
required to calculate EVA do not add significant information.

The incremental information content tests show that EVA components do not add significant
additional information content beyond that contained in earnings (EBEI). More specifically, it
appears that the capital charge and accounting adjustments required to calculate EVA did not
add statistically significant incremental information content at all. Based on the results
reported in this chapter, claims that EVA outperforms other financial performance measures
could not be supported.

The results of this study are in a line with those of Biddle, Chen, Dodd and Clinton
(mentioned above in Part 2).

The object of further research could be a similar comparison of EVA and traditional
performance measures in another environment, for example in Europe (European companies).
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ABSTRACT

In our paper we conduct an empirical risk analysis and apply the effects on the enterprise
financial performance in the period of 2004-2014 by using novel enterprise 3-D risk model,
with focus on Slovakia within the euro area. The method of this paper is based on the
methodology of CAPM in comparison with Building-up I Model (proposed in Czech
Republic), used to evaluate the Cost of Equity and its applications in Slovak conditions. Our
hypothesis that the valuation of Cost of Equity with application of systematic risks using
historical data (based on CAPM) was lower than the valuation with application of business
and financial risks using expected market data (based on Building-up 1), was confirmed.
Finally, we designed novel 3-dimensional Enterprise Risk Model according to Slovak market
conditions using our approach to modelling and scoring of risks. Models can be applied in
risk controlling and Mergers and Acquisitions processes for synergic effects, too.

Keywords: business and financial risks, effects, valuation of Costs of Equity, enterprise
performance, 3-D Enterprise Risk Model

JEL codes: G3, G32, G12

1 Introduction

Risk controlling in entrepreneurship is one of the newer ways of controlling within the scope
of controlling system but its importance is growing worldwide. Financial controlling as a
conception of financial stability and performance of companies and risks solution based on
controlling is irreplaceable in a modern company. The issue of implementation of effective
financial decisions in times of global crises is often conditioned by factors such as conflict of
interest, the time deficit and deficit of financial sources and alternatives, deficiencies of
organizational and managing skills [5]. To reduce the risks means to anticipate, predict and
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create possible alternative scenarios of companies’ development and their financial
characteristics [18]. Modern approaches to effective financial management are based on
Value Based Management, Enterprise Risk Management, economic capital and economic
profit models.

For this paper, we focus on empirical risk analysis in enterprise activities and especially risks
that come into the valuation of Cost of Equity in models and consequently into the calculation
of the company’s performance models and mergers and acquisition processes, too.

The research questions and research problems are as follows:

The probability and dimension of financial losses in entrepreneurship in global context
increase because of the impact of global risks exposure. Which enterprise performance
models, capital pricing models based on risk controlling must be applied in managing practice
for the purpose of early identification, quantification, minimization, and prevention of
business risks more comprehensively?

2 Literature Review
To manage risks more effectively, risks can be divided as follow [13]:

e Dbusiness and financial risks that are necessary to be known in the case that we summarize
the input for the valuation of Cost of Equity with the application of the particular partial
risks,

e systematic and unsystematic risks on the market are necessary to be known in relation to
the purpose that the valuation is being made for and to the model that is used for
assessment. Systematic (external) risks are represented as beta-B coefficient, which has
been modified to levered B coefficient. The second group of risks represented risks arising
from the internal enterprise environment as unsystematic risks. These ways of looking at
risks were investigated in many empirical studies [12], [14], [16], [19].

Business risk consists of [13]:

e sector risk — the dynamics of the sector, sector dependence on the business cycle,
innovation potential of the sector, determining trends in the sector,

e risk of the market on which the business operates - market capacity, risk of achieving
lower sales, the risk of market penetration,

e risk of competition — competition and competitiveness of the products, prices, quality,
research and development, advertising and promotion, distribution and service,

e management risk — vision, strategy, key employees, organizational structure,

e risk of the production process — evaluation in terms of production risk, technological
opportunities of production, labour force, suppliers,

e other business risk factors — level of fixed costs, position of the business towards
customers and suppliers, entry barriers into the sector.

Financial risk can be evaluated through known financial indicators: Indebtedness
(Debt/Equity ratio), Interest Coverage (EBIT (Earnings before interests and taxes)/interest
expense), Debt Service Coverage Ratio (Coverage repayments from Cash Flow), Enterprise
Safety indicator (Share of net working capital on current assets), Current ratio and Quick
ratio, Average Collection Period, Inventory Turnover [13].

Business and financial risks [13] are not strictly divided into systematic and unsystematic
risks, but these risks are mixed together and arise from expected market development. This
fact will be interesting for our further research and next modelling.

The Capital Asset Pricing Model (CAPM) by [17] and [11] represented the formation and the
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fundamental concept of asset pricing theory. Five decades later, the CAPM is still widely
discussed, improved and used in practice, e.g. in estimating the Cost of Capital for firms and
the performance of managed portfolios. Many experts dealt with it and developed several
different versions of CAPM to explain market pricing for risk and return of portfolio. Finance
textbooks often recommend using CAPM risk-return relation to estimate the Cost of Equity
capital. Damodaran [1] improved the CAPM model at several levels and the first approach
was based on the introduction of Country Risk Premium (CRP). Further alternatives were
developed in his works [2], [4] for better ways of measuring risk and estimating expected
returns. Recent progress in the measurement of beta and market volatility has resulted in
improvements in the evaluation of alternative beta and volatility forecasting approaches [10].
Building—up II model proposed by [15] with the evaluation of unsystematic risks (ex post) and
Building—up I model proposed by [13] with the evaluation of systematic and unsystematic
risks (ex post and ex ante from market development) can better correspond with national
market conditions in the Czech Republic and Slovak Republic, too, within the European
Union.

3 Data and Methodology

The objective of this study is to analyze the effects of systematic and unsystematic risks on
the enterprise performance with focus on business and financial risks using two approaches
based on the methodology of Capital asset pricing model (CAPM) in comparison with
Building-up I model [13] and its applications on Slovak conditions for an enterprise in the
food industry. And subsequently, this paper outlines our approach of scoring the financial
indicators, scoring risks and creating 3-dimensional (3-D) enterprise risk model, which solve
the effects of risks on the enterprise financial performance and can reduce, diversify and
evaluate risks more comprehensively.

In the valuation of risks and valuation of Cost of Equity in models we investigate, compare

and develop two theoretical approaches:

e the first approach — the methodology based on CAPM model [4] with valuation of
systematic risks (using historical ex post data)

e the second approach — the methodology based on Building-up I model [13] with the
valuation of business and financial risks (and systematic and unsystematic risks),
proposed in the Czech Republic (using ex post and ex ante data).

These models are not used in managing practice in Slovak Republic within the euro area and

for this reason we investigate, compare and apply them for specific Slovak conditions using

our approach of scoring the financial indicators, scoring risks and creating of risk models. But
the models are dynamically developing and used more and more worldwide.

In the part with the main goal, the research hypothesis for enterprises in the food industry in
the Slovak Republic in this study is as follow:

Research Hypothesis:

We suppose that the valuation of Cost of Equity with application of systematic risks using the
methodology based on CAPM Damodaran modification with historical data will be lower
than the valuation with application of business and financial risks. We suppose that the Cost
of Equity evaluated with application of business and financial risks (systematic and
unsystematic) using the methodology based on Building-up model I with expected data from
market development will be higher than the valuation based on CAPM.
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We suppose that the enterprise performance with the application of systematic risks and
estimated business and financial risks according to Building-up I model will be more
comprehensive for risk analysis, using the novel 3-D Enterprise risk model.

For the creation of 3-D Enterprise Risk Model (ERM) were used secondary data from the

financial statements of selected enterprises in the food industry in Slovakia from the years

2004— 2014, selected risks and risk parameters, based on CAPM and Building—up I model and

prediction models.

Our novel 3-dimensional Model (ERM) based on CAPM and Building-up I model consists of

these three selected dimensions:

e Risks: systematic and unsystematic risks: (Levered B, Equity Risk Premium (ERP),
Country Risk Premium (CRP), Total Risk Premium by [4]) - the first attribute of risks,
business and financial risks: Debt/Equity ratio - Indebtedness, EBIT (Earnings before
interests and taxes)/interest expense — Interest Coverage, Coverage repayments from Cash
Flow - Debt Service Coverage Ratio, Share of net working capital on current assets -
Enterprise Safety indicator, Current ratio and Quick ratio, Average Collection Period,
average period of inventories - Inventory Turnover (by [13]) — the second attribute of
risks,

e Financial performance indicators: (Current Ratio, Average Collection Period, Turnover
of Liabilities, Cash — to — cash, Debt Equity Ratio, Return on Assets, Return on Equity,
Stability),

e Prediction P-Models: (Altman Model, Index INO5, Index creditworthiness, Taffler Model,
Springate Model, Fulmer Model, Balance sheet Analysis by Doucha I, Quick test).

3.1 Methodology based on CAPM for application of systematic risks for the valuation of
Cost of Equity

For the analysis of systematic risks and the valuation of Cost of Equity (rate of Equity, re)
with these risks we use CAPM model in the modification by Damodaran [4]:

v = 1y + §. ERP +CRP (1)

Coefficient of systematic risk -

Another parameter within CAPM model is coefficient of systematic risk B that shows the
sensitivity of an investment to the market changes. Some of the authors have the opinion that
B coefficient is the standardised risk rate of an asset that is added to the risk rate of an entire
market - systematic risk. B is set by the method of analogy. This method is based on the idea
of setting B coefficient by comparing with similar enterprises that are listed in the stock
market and their activities are not diversified. It is necessary to take into account possible
differences in business risk and differences in financial risk that depend on the capital
structure of evaluated enterprise. Influence of this capital structure is according to CAPM
evaluated in relation between “levered” and “unlevered” B that is edited with B of debt capital,
which is considered to be zero.

F£=FH-(1+{1—F}-§) (2)
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where:
B1— levered P of enterprise, By - unlevered B of enterprise, t- tax, D - Debt capital, E - Equity.

3.2 Methodology based on Building-up I Model for the valuation of business and financial
risks

As a starting point for the valuation of business and financial risks it was important to state
risk factors. These factors were divided using the mentioned methodology into factors of
business risk and factors of financial risk. Among the business risk factors (twenty five risks)
were factors of risk in the level of food industry branch, level of market factors, competition
level, management level, production level, as well as other factors related to the production
margin. Financial risk was evaluated by application of seven mentioned risk factors.

Risk weight of factors after the calculation was 32.8. For calculation of weight of risk factor
we used degrees (x): 1 - low, 2 - average, 3 - increased, 4 - high [13].

4 Results and Discussion

4.1 Calculation of the valuation of Cost of Equity with business and financial risks for the
Jood industry in Slovakia

After the calculation of Risk Premium for Slovakia in our previous study [8] we can calculate
particular business and financial risks for analysed years. To test the Hypothesis we used
presented methodology based on Building-up I model [13] for calculation of business and
financial risks of the food industry in Slovakia. Firstly, we focused on the calculation of
business risk for year 2015. Then we applied the methodology for calculation of business
risks for the entire analysed period of years 2004 - 2014. Within the valuation of business, risk
factors that were part of both systematic as well as unsystematic risks occurred. Based on this,
we can confirm that the business risk is the sum of systematic and unsystematic risks.
Business Risk Premium for year 2015 is 5.30% and Financial Risk for year 2015 is 3.53%.
Within the financial risk, also very high risks occurred and they were influenced mainly by
current liquidity, enterprise safety indicator and partially by interest coverage. Values of
current liquidity are below 1 in the long term. Net working capital is negative, which as a
result threatens the safety of the food industry in Slovakia. Overall development of business
and financial risk as well as the Cost of Equity is shown in Table 1.

Table 1 Development of business and financial risks and Cost of Equity (%)

Indicators 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
rf 422 439 470 4.02 221 384 329 188 176 3.04 2.17 180
Business Risk 647 652 6.60 641 555 635 6.14 530 520 6.03 552 530
Financial Risk 362 362 361 362 356 362 3.61 353 351 360 355 353
Cost of Equity 143 145 149 141 113 138 13.0 107 105 127 113 10.63

Source: Authors' calculating and processing in software

Expected Cost of Equity for year 2015 is 10.63%. This cost is among the lowest
in the analysed time period. Lower Cost of Equity was only in 2012. In that year there were
also lower business and financial risks. For year 2015 we can point out the historically lowest
yields of Slovak government bonds that copy the yields of government bonds within the EU
[20]. To show the influence of chosen risks on the performance of food industry in Slovakia,
we firstly have to point to the business risks that incorporate both systematic and unsystematic
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risks. Systematic risks are influencing all branches of the industry in Slovakia and this is why
it is important to focus mainly on unsystematic risks that are characteristic for food industry,
particularly on the absence of chosen resources, high depreciation of machinery, high costs,
absenting of Research and Development and many other factors. In food industry there is
prevailing high operational risk that demonstrates the EBIT reduction in relation to revenues.

4.2 Calculation of the valuation of Cost of Equity with application of systematic risks for
the food industry in Slovakia

For the valuation of Cost of Equity with systematic risks we apply the CAPM model [3], [4].
Necessary inputs are shown in the Table 2. Similarly as in the case of valuation of business
and financial risks, we calculated it for the year 2015.

Table 2 Development of systematic risks and Cost of Equity (%)

Indicators 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
Unlevered 0.50 0.50 0.61 0.66 0.63 069 072 047 071 066 082 0.80
D/E 22.03 27.28 2239 19.46 3537 2931 27.62 26.81 27.42 28.74 21.46 20.13
Leveredf 058 0.61 0.72 0.77 080 0.86 087 058 087 077 097 0.93
ERP 484 480 491 479 500 450 500 6.00 580 500 570 575
CRP 143 120 1.05 1.05 210 135 128 128 150 128 128 128
rf 422 439 470 4.02 221 384 329 183 1.76 3.04 217 188
Cost of Equity 846 852 929 876 831 9.06 892 6.64 831 817 898 851

Source: Authors' calculating and processing in software

From the Table 2 it is evident that the Cost of Equity for the year 2015 of the food industry
calculated with the CAPM model and with the application of systematic risks is 8.51%.

By consequent comparison of the used methods and with different application of risks we
found out that there are differences in the values of Cost of Equity. In the case when we
calculated the Cost of Equity with the application of business and financial risks (the
systematic and unsystematic, based on Building-up I model), the Cost of Equity was higher
than the value calculated with the application of systematic risks (based on CAPM). For the
year 2015, the price difference was 2.12%. This difference represents the influence of
unsystematic risks on the company or the industry respectively. Our Hypothesis (in part one)
was confirmed.

4.3 Enterprise Risk Model (ERM) for an enterprise in the food industry in the Slovakia for
risk analysis

In the following part of this paper we focus on testing of our Hypothesis (in part two) and the
evaluation of an enterprise performance in the food industry in Slovakia, using our approach
of scoring financial indicators, scoring risks and creating 3-D ERM model.

The next Table3 presents the outputs in numbers of the new model 3-D Enterprise Risk Model
(ERM) for selected enterprise in the food industry in the Slovak Republic with focus on
impact of estimated business and financial risks. Similarly, using this method, the best values
of input variables were assigned a maximum of 5 points; the worst values of the input
variables were assigned 0 points and total number of points was 120.

Table 3 The outputs of 3-D ERM in numbers
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YEAR FINANCIAL PERFOMANCE P- MODELS RISKS SCORE
2004 28.30 33.91 34.88 97.10
2005 28.75 27.27 35.49 91.52
2006 20.28 23.38 35.19 78.85
2007 17.81 18.28 3548 71.57
2008 18.41 16.16 33.72 68.29
2009 18.89 18.23 34.38 71.50
2010 17.57 17.44 34.15 69.16
2011 16.75 16.22 36.55 69.52
2012 16.97 16.09 34.71 67.77
2013 19.70 20.14 34.83 74.68
2014 17.80 17.38 34.30 69.48

Source: Authors' calculating and processing in software
Note: the calculating basis of 3 dimensions is 40-40-40 points, total score is 120 points

In the years 2004-2005, this analysed enterprise in the food industry reached the best position
in the ERM Enterprise Risk Model, from the viewpoint of risks, financial performance and
from the viewpoint of business successfulness, too. In the next years, the position of
enterprise has deteriorated gradually due to global crisis. In years 2013-2014 the position of
enterprise moderately increased.

Overall point score of enterprise’s performance is 69.48 (69.5) points in 2014 what with
the maximum of 120 points assumes the average position in reached resulting performance
using ERM and this position is from the viewpoint of risk relatively stable. Systematic risks
and risks that are the forecasting ex ante in the area of business and financial risks, give the
higher value score than the risks specified from accounting historical data.

In the following Figures 1, 2 is constructed the 3-dimensional Enterprise Risk Model (ERM)
for our selected company in Slovakia created by software STATISTICA V.12 that comprises
the business and financial risks more effectively. Model (ERM) for an enterprise in the food
industry in the Slovak Republic with impact of risks expresses the influences between
selected financial indicators, selected systematic and unsystematic risks (by Damodaran and
Marik models, thirty two Marik business and financial risks) and selected prediction models.
All values of input indicators were calculated using the scoring method, too.
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Figure 1 The novel 3-D Enterprise Risk Model in the graph - overall score
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The 3-dimensional Enterprise Risk Model (ERM) can evaluate risks in the past and in the
future better than other models because it includes thirty two business and financial risks
using ex ante data from expected market development.

Figure 2 The novel 3-D Enterprise Risk Model
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ERM is the model whose resulting position of analysed enterprise is more effective from the
risk viewpoint. It is presented because the evaluation of business and financial risks according
to [13] is more comprehensive in total as the evaluation of only unsystematic risks. The risks
in the model ERM are extrapolated based on the analysis of business risks (systematic and
unsystematic) and from expected market development and not from historical ex post data.
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5 Conclusions

Finally, it is necessary to evaluate the applied capital asset pricing models and enterprise risk

models for risk analyses. Based on mentioned conclusions, we can consider the constant

attraction of the CAPM as the most appropriate model for valuation and quantification of Cost
of Equity [6]. These models need to be modified by conditions of Slovak Republic.

Considering this issue, we need to encompass the financial risk, which is specific for the food

industry, because according to the calculations it is evident that the liquidity has the poor, low

place in this sector.

Based on the mentioned findings it is possible to set the following general effects which we

have reached partially also in our previous study [8]:

e Despite numerous problems with the application of CAPM, this model represents the only
theoretically based model of Cost of Equity valuation. It is also the model recognised
throughout the world as a model of calculation discount rate of market valuation.

e [t is recommended to apply this model in such a way that market risk and  would be
applied based on the US data and these would be supplemented by Risk premium of the
given country.

e It is recommended to modify and supplement Cost of Equity by significant Equity Risk
premiums of particular enterprise, with emphasis on replenishment of unsystematic risk.

e [f the requirement of diversification is not met, it is recommended to use the calculation
of total B. However, this method of calculation leads to high values of equity valuation.

e For Slovak conditions in this case, it is advisable and appropriate to apply Building-up I
model [13] with the modification for assessment and forecasting of risks more
comprehensively from expected market development.

e ERMs can be used in managing practice for effective risk management in order to
minimize, diversify and predict risks better and more comprehensively on global markets
and to improve enterprise performance [9].

Main findings:

Based on the presented facts and creating of novel 3-D Enterprise Risk Models (ERM) we can
confirm the Hypothesis that the valuation of Cost of Equity with application of systematic
risks using historical data was lower than the valuation of Cost of Equity evaluated with the
application of business and financial risks, which arose from expected market development.
For the year 2015, the price difference was 2.12%. This difference represents the influence of
unsystematic risks on the company or the industry respectively.

Similarly we can confirm: The reached resulting enterprise performance was more
comprehensive in 3-D ERM, including systematic risks and business and financial risks with
application data from expected market development.

Consecutively, it is important to emphasize the fact that CAPM is still the most suitable and
most applicable model for calculating the Cost of Equity. But it is important to take into
the account that this model accepts only systematic risks. Because of that it is suitable to add
chosen unsystematic risks, or to apply universal Building model with the use of business and
financial risks, as the supplementary model to the CAPM. Beside the stated, this model is also
great tool for future risk in risk controlling and serves well as an early warning model. But the
applicability of models for national markets, for practitioners to decision-making processes
and convergence of models in practice is important.

Risk management and risk controlling tools allow managers to explicitly address uncertainties
by identifying and generating metrics, by developing responses and by tracking risks [7]. The
modern managing methods can be classified as e.g. quantitative methods, causal models, and
time series analyses, benchmarking, Workflow Management Systems and dynamically
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developing Balanced Scorecard, where within the scope of financial perspective it is possible
to capture and solve risks of enterprises on time, link financial controlling and controlling of
the risks. The effect of ERM is that it is better equipped to manage long-term financial
performance and to make risk-informed strategic decisions in companies in Mergers and
Acquisitions processes for synergic effects, too, on global competitive market.
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ABSTRACT

Fiscal policy for many countries has become a major macroeconomic tool with which it is
possible to influence the whole economy. The importance of the instrument is among the
countries of the European Union and especially in the countries of Economic and monetary
union because of the fact that the countries adopting the euro as a national currency, they
gave up the creation of an independent monetary policy. The relationship between the size of
government and economic growth is discussed topic among academics. The present
contribution of shifts given problem a bit further, and is not intended only to determine the
correlation, but also to determine the optimal size of government maximizing economic
growth. In this paper the optimal size of government was determined at intervals of 45.49%
and 52.06% for member countries of European Union.

Keywords: government size, economic growth, government expenditure, BARS curve
JEL codes: C23, E62, E63

1 Introduction

The government size presents an important factor in the economy, which is attributed with
many features and tasks. In addition to its stabilizing effect and the ability to smooth cyclical
fluctuations in the economy, its influence on the economic growth is also important.
Government size can be quantified through a various number of indicators, and it is not
possible to capture the entire context and the role of government in a manner of its expression.
Most often however, the government size expressed commonly as a percentage ratio of public
expenditure on gross domestic product, which generally refers to the degree of redistribution
of resources in the economy. A method of quantifying the size of government through the
expenditure approach also captures significant factor considered by us, which is the
possibility of borrow funds by government (government size quantified by revenue approach
is abstracting from this factor), opening up new opportunities for financial coverage of
government activities. Public debt on the other hand also affected the inflow of foreign
investment and also the government's ability to borrow at more favourable terms, which in the
end also affect the level of economic growth. [3]

Issue of correlation between economic growth and the government size has recently become a
topic of discussion; general theory is more inclined to a negative correlation between
government size and economic growth. Some explanation is that the public sector has a
tendency leading to inefficient use of economic resources due to high government taxation
than by the private sector and thus when in an economy dominates public sector, it is
deteriorating and efficient use of economic resources. [15] We must have in mind the fact that
bigger governments are also associated with the crowding out effect, which can harm the
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economy and dampen economic growth. [10] On the other hand public sector can boost
economic growth through public investment (provision of public goods, building
infrastructure and social security). Support economic growth by increasing the amount of
public expenditure can be achieved also through subsidies to the public sector; e.g. higher
subsidies to agriculture would increase employment in this sector, which would be positively
reflected in the level of economic growth. [23]

However, this rule cannot be generalized for all conditions and countries. Recent studies have
confirmed that the government size contributes to enhancing the economic growth, but if the
size of government exceeds a certain critical level, appears its destabilizing effects and its
negative impact on the level of economic growth. In this case, it is already not a classical
linear relationship between the increase of economic growth and size of government, but it
can be argued that in this case there is a nonlinear relationship between the government size
and economic growth. By the existence of certain level, government size begins to act on
determining the optimal size of government maximizing the highest possible economic
growth.

The paper is structured as follows. The second section provides literature overview of the
authors deal with this topic. The third section named Data and Methodology describes data
sources, time period, representative sample and empirical procedures, which are used to
determine optimal government size. The fourth section presents our results in comparison
with results provided by other authors. The fifth section is the last part of paper and gives
conclusion.

2 Literature Review

Gemmel, N. — Au, J. (2012) divided the empirical studies regarding economic growth and
government size in three generations: [7]

e L. generation (before 1990) — in this period only certain hypotheses was created,
which dealt with the negative correlation between government size and economic
growth. Concerned hypothesis was not supported with the relevant theoretical
background and suffered from a lack of empirical evidence.

e II. generation (1990-2000) — during this period, authors developed the endogenous
theory of economic growth based on the neoclassical model. Barro (1990), King and
Rebelo (1990), Baxter and King (1993) has significantly contributed to the creation of
a theoretical basis for the already mentioned hypothesis regarding the ability of fiscal
policy to positively influence long-term economic growth. The present theoretical
basis was explained through empirical studies but abstracted from complex
econometric and statistical techniques.

e III. generation (since 2000) — with adequate theoretical basis began to estimate the
relationship between government size and economic growth in the long period based
on panel data regression.

As we ca see, the question of the impact of government size on economic growth is delight
already a number of decades, which are continuously developed and improved, respectively
still opens up new questions detailing the economic conditions affecting the present
correlation. Here is also some insight into contemporary literature (III. generation), which
discusses the correlation between the government size and economic growth for better
rendering direction of contemporary science that deals with this topic.

Afonso, A. — Furceri, D. (2009) investigated the effect of government size and fiscal
fluctuations on economic growth in the OECD countries and the EU. Measured the size of
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government by revenue and expenditure approach, it worked negatively on economic growth
in OECD countries as well as in the EU, while increasing the size of government by 1% cause
decline of economic growth in the range of 0.12 to 0.13%. A negative effect on economic
growth has also fluctuations in public finances than on the expenditure and the revenue side in
their composition and amount primarily through increasing the degree of uncertainty of the
private sector. The only type of public spending, which positively influence economic growth
are net social transfers. This correlation is specific only for EU countries. [1]

Afonso, A — Jalles, J. T. (2011) modified previous study expanded to affect the quality of
services and goods from the public sector. Representative sample consist of 108 countries
with differing levels of economic development during the period 1970-2008, while
reaffirming negative correlation between economic growth and size of government. On the
contrary, the quality of the institution and provision of public goods is positively correlated
with economic growth. The most important findings are that the negative effect of increasing
of the size of government on GDP per capita is stronger in the case of low-quality provision
of public goods. In other words we can say that a positive effect on economic growth through
improving the quality of service of public goods is stronger in countries with smaller
government. [2]

From previous studies it suggests that there is negative correlation between economic growth
and the size of government. The present reality cannot be generalized to all countries. The
issue to be dealt by Bergh, A. — Henrekson, M. (2011), focusing mainly on the Nordic
countries and the Anglo-Saxon legal system. For these countries it is typical to have a
government relate with high taxation and high public spending, but with a relatively high
percentage of economic growth. The authors also offered an explanation to this
phenomenon. First explanation mentioned, those countries with higher levels of social trust
are able to provide a government services without hurting the economy in some way. The
second reason is that the country offset the high tax burden and public expenditure incurred
by the favourable market policies in other areas of the economy. [5]

Kustepeli, Y. (2005) examined the relationship between the size of government and economic
growth in the 14 countries' (among them was the Slovak Republic) during the period 1994 -
2001. In the event that all countries examined together, it has concluded that a relatively small
government cripple economic growth. Midsize government acted contrary to positive
economic growth. [13]

The expansion of knowledge concerning the impact of government size on economic growth
in a sample of European Union countries during the period 1980-2002 are credited by authors
Sdaez, M. P — Garcia, S. A. (2006). In general, they confirmed the positive correlation
between the size of government and economic growth in the European Union, but this
relationship depends mainly on the specifics of each country, time period and the approach
how people quantify the size of government. [21]

With the development of econometric methods are gradually begins to examine the
relationship between economic growth and size of government in detail and from various
aspects. Loizides, J. — Vamvoukas, G (2005) observed (using Granger causality test)
correlation between size of government quantified as a proportion of public spending on GDP
and economic growth. The present causal relationship has been observed in three countries
(United Kingdom, Ireland and Greece). It concluded that the increase in the size of
government increases the level of economic growth in all countries in the short term. In the

! Representative sample: Bulgaria, Croatia, Romania, Turkey, Cyprus, Czech Republic, Estonia. Hungary,
Latvia, Lithuania, Poland, Malta, Slovakia and Slovenia
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long run this relationship is confirmed in Ireland and the UK, which means that public
spending caused by economic growth. He confirmed the causal relationship between
economic growth and size of government in the UK and Greece. In other words, economic
growth causes the growth of government expenditure, which is in line with Wagner's law. [16]

Another approach based on the quantile regression to examine the impact of government size
and growth rate of economic growth in the 24 OECD countries using panel data chose Sheng-
Tung, Ch. — Chi-Chung, Ch. — Yoonbai, K. (2011) while reached the following
conclusions. Size of government has different effects on economic growth, depending on the
quantile. In case that national economy achieved low economic growth, an additional increase
in the size of government will have a positive effect on the level of economic
growth. Conversely, if economic growth is high, the additional increase in size of government
will entail a reduction in economic growth. [22]

The recent studies shift the given problem a bit further. Already it is not only the examination
of the relationship between government size and economic growth, but we showed some
mention of the optimal size of government. The optimal size of government is closely related
to the point when the economy achieved the highest economic growth in view of the size of
government. To quantify the size of government is the exploitation of a modification of the
Laffer curve, known by the name "BARS" curve in the shape of inverted U. Graphically it
can be expressed as follows in the Figure 1 : BARS curve.

Figure 1 BARS curve

A

Economic growth (%)

v

Government size (% of GDP)

Source: own processing according to Gwartney J, Lawson R, Holcombe R (1998): The size and functions of
government and economic growth. Joint Economic Committee. [8]

On the vertical axis is the value of economic growth achieved under a certain size of
government (expressed by the percentage of public spending on GDP), which is located on
the horizontal axis. The positive relationship between the government and the amount of
economic growth can shop up to point B, when economic growth is the highest. Then
increasing the size of government by raising public expenditure would lead to a reduction in
economic growth. This relationship can be expressed mathematically in written form as: [20]

" 1
GDP, = B, + B, EXP, — B3 EXP{ + uy, M

GDP reflects the value of economic growth in a given year (¢) and for a certain country (i). In
accordance with this graphical expression of BARS curve represents the movement of the
curve to the point B, the given variable represents the percentage share of public expenditure
in GDP and affects the amount of positive economic growth. Conversely, variable captures the
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negative effect of increasing the size of government at the height of economic growth and is
expressed graphically move on the curve from the point B to the right.

Several authors have attempted to quantify the exact size of the government in the country,
especially taking advantage of the already mentioned BARS curve in the mathematical
expression. Pevcin, P. (2004) determined the optimal size of government (measured as the
share of public expenditure in GDP) for 12 European countries in the range of 36 — 42% of
GDP. [20]

The optimal size of government, expressed as a percentage of public spending to GDP also
addressed the Bulgarian economists Chobanov, D. — Mladenova, A. (2009), who also used
the BARS curve for its determination. They found that for the OECD countries the optimal
size of government may not exceed 25% of GDP. Finally, although the authors noted that the
actual optimal size of government may be lower owing to certain deficiencies belonging to
the lack of relevant data and the quality of government not included as a variable. [11]

Forte, F. — Magazzino, C. (2010) pointed out that at present public expenditure in EU-27
exceeds the peak BARS curve by 10%, resulting in a reduction in economic growth of
2.1%. For the country’s top BARS curve at 37.29% of GDP, while the average value of the
size of government is 47.9% of GDP. Concerned investigation included the years 1970 - 2009,
with the Slovak Republic (along with other Eastern European countries) has been calculated
the optimal size of government in the range 37-39% (average size of the government in that
period for Eastern European countries stood at 47% of GDP). [12]

Hajamini, M. — Ali Falahi, M. (2012) investigate nonlinear effect of government size on
economic growth (inverted U-shaped curve) in 15 countries of the European Union. To
quantify the size of government have used a total of four indicators. The results of their work
bring to the table below. [9]

Table 1 : Optimal government size

Indicator of government size Optimal government size
Total expenditures/GDP 41.7%
Final consumption expenditure/GDP 15.8%
Current expenditures other than final 19.4%
consumption expenditure/GDP
Government gross fixed formation/GDP 2.5%

Source: Hajamini, M. — Ali Falahi, M. (2012). Economic growth and the optimum size of government in 15
European countries: A threshold panel approach. In MPRA Paper no. 39616. [9]

Relationship between the size of government quantified by expenditure approach and
economic growth are dealt Mutascu, M. — Milos, M. (2009) and grace that quantify the
optimal size of government divided EU countries into two groups: the old members (EU 15)
and the new members of the EU (EU 12). The time period represented in this case was years
between 1999 and 2008. The size of the optimal level of government for the EU15 was set at
30.42% of GDP and for the EU12 was at the level of 27.46%. [18]

Another approach was chosen by author Obben, J. (2013), who focused on the relationship
between these two variables in the 24 OECD countries, and many countries are represented by
the members of the European Union for the time period 1973-2011. In his work he focused on
the following three aspects:
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e the existence of inverted U — curve as an expression of correlation relationship
between government size and economic growth (BARS curve) and determination of
optimal government size;

e through quantile regression analysis estimate the influence of government size on
different ranges of economic growth;

e decomposition of government size by time series to determine permanent or temporary
effect on economic growth.

Government size was expressed as a government final consumption to GDP. After empirical
testing, Obben, J. (2013) confirmed negative impact of government size on economic growth.
On the other hand the BARS curve was revealed in 13 countries, while in every country the
optimal government size was exceed.

Quantile regression showed that the size of government has a positive but statistically
insignificant effect on economic growth at the low levels, while with increasing values are
given effect disappeared slowly and after exceeded a certain threshold, shows a negative and
statistically significant effect of government size on economic growth.

In regarding issues relating to permanent or temporary effect of the government size on the
economic growth, the results showed that this impact is permanent (except Australia). [19]

The optimal size of government can be determined not only at the national level, but also at
regional level, as evidenced by the study authors di Liddo, G — Magazzino, C. — Porcelli, F.
(2013), who observed the optimal size of government at regional level in Italy with regard to
decentralization in the country. If the extent of decentralization of the country remained at
31%, the optimum size of the regional governments survived constant at 51% of the GDP as
the results of existence of the BARS curve. At constant size of the regional government
decentralization also reflected positively on the level of economic growth. [14]

From the results from previous studies we can suggest that cannot be generalized negative
effects of government size on economic growth, but it is important to define other conditions
that may present a negative correlation influence. This is particularly the determination of the
economic development of the countries surveyed, the optimal size of government,
decomposition of public expenditure and revenue and the examined time period.

3 Data and Methodology

To capture the correlation relationship between government size and economic growth we use
theory of BARS curve. After reaching a certain level of the government size, the size of
government becomes ineffective and begins to dampen economic growth. The optimal size of
government is therefore given level of government size that maximizes economic growth,
which we estimated in this article.

A representative sample of countries consists of all member countries of the European Union
and the time period covers the years 1995-2013. Values of the economic growth come from
the statistical database of the World Bank and to express the size of government through
quantified the percentage of public spending were used statistical data from the World
Economic Outlook database managed by the International Monetary Fund.

To estimate the correlation between the government size and economic growth is used
regression analysis based on longitudinal data. Based on our assumptions, we chose fixed
effects model, which is used in the case that the representative sample constitutes individual
effects, which are unobservable, but correlated with the explanatory variables. All subsequent
effects then includes in diameter through estimable conditional relationship:
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@ = @ Ty F ATy ot G T 2)

The resulting fixed effects model can be written in the form:
3
Fr = @ F By + Bpwpg + o+ By g ®)

where a; it is referred to as fixed effects, which is different for each cross-sectional unit (in
our case the country) different.

To confirm the appropriateness of the type of model (fixed effect model) we used several tests
that can determine the best model describing the tendency in our dataset. The first is
essentially based on dispersion levels, pointing to an associated significance of different mean
values in groups. If the p-value is less than the value of 0.05, we reject the null hypothesis,
which says that fixed effects are the same for each cross-sectional unit (p