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Are Taylor Rules Valid in Central Eastern European
Countries? !
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Abstract

This study applies a stationary test with theifllex Fourier function pro-
posed by Enders and Lee (2012) to test the validifjaylor rules to assess the
non-stationary properties of the convergence ofrds exchange rates for ten
Central Eastern European countries. We find thatapproximation has a higher
power to detect U-shaped breaks and smooth brezs the linear method
if the true data-generating process of exchange rebnvergence is in fact
a stationary non-linear process. We examine thilglof Taylor rules from the
non-linear point of view and provide robust evideritat Taylor rules holds true
for seven Central Eastern European countries. Theselts imply that the
choices and effectiveness of the monetary polini€entral Eastern European
economies are highly influenced by Taylor rule, alsb influenced by external
factors originating from the United States.
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1. Introduction

Since the mid-1980s, most central banks have unerkst rates as a policy
instrument rather than controlling an aggregatesmeaof the money supply.
This development has an important implication fachenge rate models. Instead
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of using the exogenous interest rate as an expignaariable for the exchange
rate, one must use an endogenous monetary pokc{Engel, Nelson and Kenneth,
2008). According to Taylor (1993), the intereseragaction function known as
the Taylor rule, in which the nominal interest reggponds to the inflation rate,
the difference between inflation and its targeg tutput gap, the equilibrium
real interest rate, the lagged interest rate aeddhl exchange rate, has become
the dominant method for evaluating monetary polRy specifying Taylor rules
for two countries and subtracting one from the gthe equation is derived with
the interest rate differential on the left-handesiohd the inflation and output gap
differentials on the right-hand side. The Taylderincorporates the features that
monetary theory has identified as associated weitdgmonetary policy: trans-
parency, accountability and credibility. In partey a central bank that adheres
to a Taylor rule reveals to the public that it @mronitted to price stability, and
systematically takes steps to achieve it. The publkerefore keeps its expecta-
tions of inflation low and stable, and the finatheimrkets anticipate the central
bank’s next move and increase market interest ratesediately when inflation
picks up. If one or both central banks also tatbet purchasing power parity
(PPP) level of the exchange rate, the real excheatge(RER) will also appear
on the right hand side. Positing that the interatst differential equals the expec-
ted rate of depreciation by the uncovered intenagst parity (UIRP) and solving
for these expectations, an exchange rate equatiderived. The endogeneity of
monetary policy can be modeled by means of a Taylerwith the interest rate
as the policy instrument. In such an environmenérest rates respond to inflation,
the output gap and possibly the exchange rate lslttarns out that a model of
the open economy with a Taylor rule displays exgearate behavior that is
quite different from that in traditional exchangger models. It is widely accepted
that well-designed monetary policy can counteraatnmeconomic disturbances
and dampen cyclical fluctuations in prices and eyplent, thereby improving
overall economic stability and welfare (Orpahanided Whilliams, 2007).
Standard monetary models of the determinationrxoh@nge rates have long
been discredited by their failure to explain exdenate behavior, as forcefully
documented by Meese and Rogoff (1983), Meese (1291 Flood and Rose
(1995). A new strand of literature identifies orfetlte major shortcomings of
traditional exchange rate models in paying todelitittention to the market's
expectations of future values of the macroecondumdamentals and allows for
the endogeneity of monetary policy by incorporatiraylor rule reaction func-
tions into otherwise standard exchange rate models (Engel and West, 2004;
2005; 2006; Bacchetta and van Wincoop, 2006; Engel, Nelson and Kenneth, 2008).
Such models display exchange rate behavior quifereintly than do traditional
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exchange rate models. For example, whereas inahfiexible-price monetary
models an increase in the current inflation ratesea the exchange rate to de-
preciate, in Taylor rule models the exchange ragrexiates because higher
inflation induces expectations of tighter future matary policy (Clarida and
Waldman, 2008). The emerging evidence on the eagpiperformance of Taylor
rule models of the open economy is quite encougagin

In this study, we analyze whether Taylor rulesdHor Central Eastern Euro-
pean countries (CEECs) because of the increasipgriamce in view of these
countries after joining the UEM (Union EconomiqueMonetaire) or the Euro-
pean Union (depending on the country). At the séime, price liberalization
was accompanied by very high inflation rates inghdier period, and then dis-
inflate successfully after exchange rate regimeiscBwA standard approach to
describe such monetary policy switching is to eatera Taylor-like interest rate
reaction function (Frommel, Garabedian and Schot#011). The empirical
literature concludes that the monetary policy bystreuccessful central banks in
large industrial countries can be described by sucleaction function, while
relatively poor for transition economies (Claridardi and Mark, 1998). There-
fore, the features of CEECs transition economiesige an interesting study of
whether Taylor rule hypothesis test exists. Thae raany reasons for us to
study CEECs. First, they are the centrally planaed rapid liberalization of
prices and markets, and some markets suffered fiighminflation. Second, and
most importantly, the initial conditions for CEE@ntsition varied extensively,
and they may be an important indicator in explajrtime magnitude of deviations
from Taylor rules. Frommel, Garabedian and Scho{@f11) explore monetary
policy rules for CEECs by explicitly accounting fohanges in policy settings.
The process of economic transition started in 1i@9the former Soviet Union
was complied with a liberalization of the foreigkchange markets and a provi-
sion of currency convertibility. These drastic stepsulted in initial deep under
valuations of the national currencies.

There are several literatures have been donetimgeTaylor rules in CEECs.
Maria-Dolores (2005) and Paez-Farell (2007), faregle, estimate Taylor rules
for the Czech Republic, Hungary, Poland and Slavakid prove that Taylor rule
captures fairly well the behaviour of short-terrntenest rates in some Accession
Countries which explicitly adopt inflation targeaginwhile it also helps to slightly
predict interest rate behaviour where there is ewsabout an inflation-
-targeting adoption. Angeloni, Flad and Mongel®@Z) set up interest rate rules
for the Czech Republic, Hungary and Poland, intcauly the US dollar interest
rate as a proxy for inflationary pressures of dla@in, where the coefficients on
inflation are significant (except in Hungary). Mower, Remo and Vasicek (2009)
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apply a DSGE) model to Czech data, and concludetigafocus of the Czech
National Bank was mainly on inflation. Yilmazkud&008) and Jakab and Vi-
lagi (2008) consider structural breaks in theirinestes of Taylor rules for
CEECs and robust results can be researched irstima¢ed Taylor rules, espe-
cially in the introduction of an inflation targegjrregime. Horvath (2008) and
Vasicek (2012) also estimates non-linear Tayloesulor CEECs which apply
inflation targeting regimes, and takes the rulepidgments of asymmetric mon-
etary policies. Sznajderska(2014) investigate wdrethe reaction function of
the National Bank of Poland is asymmetric accordimghe level of inflation
gap and the level of output gap. Our findings ardirie with these literatures
where we prove that Taylor rules hold true in fidégiexchange rate with infla-
tion targeting CEECs while not true in CEECs whate under the fixed ex-
change rate regimes. Moons and van Poeck (2008}tHixt the accession coun-
tries do not differ substantially from the curr&iU members with respect to
the interest rate setting behavior, and that thesebeen increased convergence.
Horvath (2009) also estimates various specificatioinsimple Taylor-type mon-
etary policy rules and indicates a substantialr@sierate convergence to levels
comparable to the euro area. In our paper we alsedo the conclusion that
Taylor rule hold true for seven CEECs which indésaf interest rate conver-
gence to the levels comparable to the euro arerthan it could be used to pre-
dict equilibrium exchange rate for CEECs.

We would like to compare CEECs to the United Statethis paper as they
are deeply influenced by the U.S. economy. For gt@ninitially it seemed that
the region was immune from the credit crunch akdavere not linked to U.S.
sub-prime mortgages. However, with collapsing dlaleanand, exports stagnated,
investors pulled their money out, and the regi@wgencies started to collapse.
Job cuts, spiraling debts and shrinking output vileeeconsequences. Therefore,
CEECs’ economies are tightly connected with theldveconomy so that with
the economic condition of the U.S.

Usually, the Taylor rule is a linear algebraiceneist rate rule that specifies
how the central bank must adjust its interest tatéhe inflation rate and the
output-gap. This interest rate rule characterizesoaetary policy strategy for
achieving the objectives of monetary policy: pritability and maximum em-
ployment. This linear interest rate rule represamsoptimal policy rule under
the condition that the central bank minimizes amsyatmic quadratic loss func-
tion, and that the aggregate supply fuscts linear (Svensson, 2000; Clarida,
Jordi and Mark, 1998; 2001). However, both theoedtand empirical reasons
exist to suggest that the central bank may follavoa-linear Taylor rule. Nobay
and Peel (2003), Ruge-Murcia (2003), Dolado, Mérideres and Naveira
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(2005), Surico (2007), and among others hold tlesv\that if the central bank
minimizes an asymmetric loss function in which negaand positive inflation
and output-gap deviations are assigned differeighi& then a non-linear Taylor
rule is optimal. Engel and West (2005) use the draglle model as an example
of present value models in which asset prices {dinly exchange rates) will
approach a random walk as the discount factor agpes one. Engel and West
(2006) construct a “model-based” RER as the presafute of the difference
between home and foreign output gaps and inflatédes and find a positive
correlation between the “model-based” rate andatieal RER. Because we
know that the RER might be affected by the intearad external shocks gene-
rated by structural changes, they may be subjecorisiderable short-run varia-
tion. It is important to know whether the RER hay éendency to settle down
to a long-run equilibrium level because Taylor sutequires that RER revolves
around a constant or a time trend. If RER is fotmtle stationary using a unit
root test with structural break(s), the effectslobcks such as real and monetary
shocks that cause deviations around a mean valdetemministic trend are only
temporary. Then, Taylor rules are valid in the long.

As for methodology, recent studies of long-run RE&e mostly utilized
conventional unit root tests such as the Augmemlmittey Fuller test (1981,
ADF), the Phillips-Perron test (1988, PP), andKkeatkowski et al. test (1992,
KPSS) and fail to reject the unit root hypothedishe RER. It is well known
that if the RER follows a nonlinear stationary @sg, then tests based on linear
models such as the widely used ADF unit root modaels be misspecified
(Chortareas, Kapetanios and Shin 2002). Moreowwnd(2000) and Taylor and
Peel (2000) also demonstrate that the adoptiome&t stationarity tests is inap-
propriate for the detection of mean reversion & ttue process of the data gen-
eration of the exchange rate is in fact a statipnan-linear process. Additionally,
the existence of structure changes in the RER niigplly broken deterministic
time trends and the result is a nonlinear patt8iaréns, 1997). Perron (1989)
argued that if there is a structural break, thegraw reject a unit root decreases
when the stationary alternative is true and thecstral break is ignored. There-
fore, we need to apply a technical method thatdtbel significance when struc-
tural breaks occur. The general method to accaumbreaks is to approximate
those using dummy variables. However, this apprdech several undesirable
consequences. First, when the break dates are wnkribis useful to have
information regarding the presence or absence affaage to investigate the
potential presence of a unit root. But these atmllys not known and therefore
need to be estimated. This introduces an undesirpi®-selection bias (see
Maddala and Kim, 1998). Second, the currently awde tests account only for
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one to two breaks. Nunes, Newbold and Kuan (19959,and Strazicich (2003)

and Kim and Perron (2009), among others, demomstrait such tests suffer

from serious power and size distortions due tcafyammetric treatment of breaks
under the null and alternative hypotheses. Thind, use of dummies suggests
sharp and sudden changes in trend or level. Aswtrehe test may reject the
unit root null when the noise component is integpldbut the trend is changing,
leading to spurious evidence in favor of brokendrstationarity.

These arguments motivate the use of a recentlgldeed set of unit root and
stationary tests that Enders and Lee (2012) degdldp avoid this problem.
Enders and Lee (2012) develop tests that modelstmygtural break of an un-
known form as a smooth process through flexibleriéouransforms. Several
authors, including Gallant (1981), Becker, Endensl &dee (2006), Pascalau
(2010) and Enders and Lee (2012) show that a Foapigroximation can often
capture the behavior of an unknown function evethé function itself is not
periodic. The authors argue that their testing @awrk requires only the speci-
fication of the proper frequency in the estimateguations. By reducing the
number of estimated parameters, they ensure thateis have good size and
power irrespective of the time or shape of the lor@me advantage of this Fourier
function is that it is able to capture the esseérmfi@racteristics of one or more
structural breaks using only a small number of foeguency components. This
is true because a break tends to shift the sped#&masbity function towards
a frequency of zero. In particular, this test wolblest in the presence of breaks
that are gradual and have good power to detectageshand smooth breaks.

This empirical study explores the link betweerrdaarest rate rule for mone-
tary policy and the behavior of the RER. WhereagdEand West (2006) use the
model to explain the RER exclusively in terms of@lvable macroeconomic
aggregates, we link these fundamentals with thesitiary component of the
exchange rate and also let both the transitorytbadong-run equilibrium RER
be influenced by random determinants. We base malysis on a variant of the
two-country Taylor rule model introduced by EngetlaVest (2006). It contri-
butes to this line of research by determining thi ot process of RER of ten
CEECs using Taylor rules and the unit root teshwifourier function proposed
by Enders and Lee (2012). We analyze RER usingaragr Multiplier (LM) unit
root tests that allow for breaks in the trend amel level of a series at an un-
known time. With this, the current research hopeflitthe existing gap in the
literature. To the best of our knowledge, this gtigdthe first to date that utilizes
the unit root test with a Fourier function in RE&sbkd on Taylor rules for CEECs.
This empirical study contributes to the field offgrical research by determining
whether the unit root process is a characterigtih@Taylor rules in CEECs.
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The remainder of this empirical study is organiasdollows. Section 2 de-
scribes the Taylor rules model. Section 3 presietsnethodology of the Fourier
unit root test. Section 4 presents the data usdddemeusses the empirical find-
ings and policy implications. Section 5 reviews tloaclusions we draw.

2. The Taylor Rule Model

We follow Engel and West (2006) in using a two+tioy model, with most
variables defined as the difference between a homatry (the United States
in our empirical work) and a foreign country. As EXEs are deeply influenced
by the U.S., we choose the U.S. as the home couMeyassume that the home
country follows the Taylor rule of the followingrio

=cy'+ e+ g (6>0,6>1) 1)
where
1 —the inflation rate,
y? - defined as output gap,

g —ashock to the monetary policy rule that corga@imitted terms.

Taylor (1993) originally analyzes the federal famdte and finds out that the
parameters for inflation and the output gap areetioapproximated by the rule
with ¢, =0.5 andc, =1.5. Because most studies about Taylor rules in CEECs

do not use significant parametersopfandc,, we will assume that the rule in

CEECs has the same parameters as the standard fitdglolr he assumption that
the home country and foreign country have the sametary policy parameters
¢, andc, is made for convenience.

Let “*” indicate the foreign country. The foreigrountry follows a Taylor
rule that explicitly includes exchange rates

= —Co(s-S)*+ay + o +4 (0< < 1) 2
where
Sf — alog nominal exchange rate,

3* — a target for the exchange rate.

We shall assume that monetary authorities tatgetRPP level of the ex-
change rate

S=A-R 3)
Becauses is measured in US dollars per unit of foreign enay, the rule

indicates that ceteris paribus, the foreign coutuvyers interest rates when its
currency depreciates relative to the target.
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As the next equation makes clear, our argumehhstds if the United States
was to target exchange rates. We omit the excheatgetarget in Equation (1)
on the interpretation that United States monetarlycy has virtually ignored
exchange rates except as an indicator.

Subtracting the foreign from the home monetarg,rule obtain

i:_it:_co(st_§)+q(§g_Yl)-'-gﬁl-_r[t.)-‘-'ét_gt (4)

RER can be expressed as the summation of the abeehange rate and
price difference of the two countries, that is

4 =S+R-R (5)
Perhaps the most pertinent reference is Vasid@k0)2 who finds that a term
in the real exchange rate (RER) is statisticatiyigicant in Taylor rules estimated
for the Euro Area, witlc, =0.1.
Using Equations (3), (4) and (5), we obtain the exchange rate expression as

6= <= i) - a02-¥E) - - ] ©)

In Equation (6)7, = i(sf - ¢&,). This equation implies that the real exchange
CO

rate could be affected by interest rate differdsitiautput gap differentials and
inflation differentials.

3. Enders and Lee’s (2012) Fourier Unit Root Test

In fact, Eng, Wong and Habibullah (2012) and Byamel Nagayasu (2008)
prove that inflation differentials and/or intereate differentials are the sources
of structural breaks in the mechanism that charizete the nonstationary real
exchange rate. Wu, Tsai and Chen (2004), ShibamatoKitano (2012), and
Chowdhury (2010) also investigate structural changdRERs of different coun-
tries, which motivate us to involve structural lkgén testing unit roots. For this
consideration, we apply the method of Enders anel (2912) to implement
a variant of the flexible Fourier transform (Gallat981) to control for the
unknown nature of breaks. One advantage of thigi€otunction is that it is
able to capture the essential characteristics efavrmore structural breaks using
only a small number of low-frequency componentdsThtrue because a break
tends to shift the spectral density function towaadrequency of zero. In particu-
lar, this test works best in the presence of brélaésare gradual and have good
power to detect U-shaped and smooth breaks.
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Enders and Lee (2012) develop their unit rootusstg the LM principle. As
indicated by Pascalau (2010), the LM has increpseger over the DF approach.
Following the Enders and Lee (2012), we considerftliowing data-generating
process (DGP):

q =a,+ 6t + y,sin(2rkt IT) + y, cos(Zkt T )+ ¢ (7)
& =Pt 4 ) (8

The rational for selectinfin(277kt /T), cos(2rkt /T ) is based on the fact

that a Fourier expression is capable of approximgadbsolutely integrable func-
tions to any desired degree of accuracy wkaspresents the frequency selected
for the approximation angt= [y, y,]' measures the amplitude and displace-

ment of the frequency component. A desired featdirequation (7) is that the
standard linear specification emerges as a speas# by setting =, =0. It

also follows that at least one frequency compomemst be present if there is
a structural break. Here, if it is possible to cejhe null hypothesig =y, =0,

the real exchange rates must have a nonlinear cenpcEnders and Lee (2012)
use this property of Equation (7) to develop a that has a greater power to

detect breaks of an unknown form than the stanBaicand Perron (1998) test
under the null hypothesis of a unit rgbt 1and under the alternative hypothesis

of B<1. Enders and Lee (2012) employ the LM methodolog$ahmidt and

Phillips (1992) and Amsler and Lee (1995) by impgstihe null restriction and
estimating the following regression in terms oéffidifferences

Ag = O, + SAsin(2rkt IT) + J,A cos(Zrkt T )+ vy (9)
The estimated coefficien&), 51 andc~52 are then used to construct the fol-
lowing detrended series
S=q-¢ - 3t- dsin(2rkt /T)- 5, cos(@kt /T),E 2..T(10)

where
W=q,- Ot — o,sin(2rkt /T) - &, cos(zrkt T

g, — the first observation o, .
The testing regression based on the detrendexs$ $&xs the following expression
Aq = 6’3_1 + ¢ + dAsin(2rkt/T)+ dA cos(Z kt /TH ¢  (11)

If q has a unit root, thed =0, and the LM test statistic (denoteg|, ) is the
t-test for the null hypothesis & =0. The innovation process is assumed to
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satisfy Phillips and Perron (1988)'s serial cottielaand heterogeneity conditions.
Equation (11) can be augmented with the lag vahieﬁ;é_j, =1 2, ..p to

dispose of the remaining serial correlation (Ng &wiron, 2001). Enders and
Lee (2012) derive the properties of the asymptstribution of ther ,, statis-
tic and demonstrate that it depends only on thgufsacyk and is invariant to all
other parameters in the DGP. Enders and Lee (Zlif®)est that the frequencies
in Equation (11) should be obtained via the minatizn of the sum of squared
residuals. However, their Monte Carlo experimeniggest that no more than
one or two frequencies should be used becausesdbfis of power associated
with a larger number of frequencies.

4. Data and Empirical Findings

We use monthly data that cover the years from 2008013 to apply a sta-
tionary test with a Fourier function proposed byd&rs and Lee (2012) to test
the validity of Taylor rules. During this periodEECs started their liberalization
programs and transitioned to market economies. @igirical study covers ten
CEECs: Bulgaria, Croatia, Czech Republic, Estadimgary, Latvia, Lithuania,
Poland, Romania and the Slovak Republic versusediStates. For the selection
of interest rates, there has been some discusbmut avhat is the correct short-
term interest rate. For CEECs, the interest ratesiglly measured by the Euro
Overnight Index Average (EONIA) lending rate on theney market because
it is the benchmark European interest rate. Neglrtls, Pérez Quirds and Sicilia
(2002), Hamilton (1996), Moschitz (2004), Wirtz (3) and Kempa (2008)
raise objections to this approach because of tlaiwely high volatility when
examining a daily frequency due to short-term lifityi needs. For other studies
(e.g., Ullrich, 2003; Siklos, Werner and Bohl, 20@lerdesmeier and Roffia,
2004; Bouvet and King, 2011; Boeckx, 2011), thieslnot appear to be relevant
because the monthly averages smooth out such movengome studies find
that the conclusions are unaffected when they ceplahe overnight rate with
the 3-month EURIBOR (Carstensen and Colavecchif428elke and Klose,
2011). Consequently, it is possible to interchatigetwo rates in the reaction
function of the central bank. Because the diffenemtasures of interest rates
are often found to be highly correlated, we consitie choice of the interest
rate measure robust to our estimates and basehoigecon the availability of
the data. Thus, our short-term interest rate issomed by the 3-month interest
rate from the Statistical Office of the Europeaniddn EUROSTAT. We have
chosen this databank for two main reasons: fitds the source employed by
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European Central Bank (ECB); second, it offers hgemeous data for all Euro-
pean countries. For the Slovak Republic we choes®®@th interest rate from
the Organization of Economic Co-operation and Dawelent (OECD). While
for Croatia, we use the discount rate as our dfeont- interest rate from the
Central Bank of Croatia due to its longer avail@pilthan other variables
(McGettigaret al., 2013).

Furthermore, the output is measured by the selgamdjusted Industrial
Production Index (IPI). Generally, the way to cédtel the potential output is
a difficult task and affects the results. Howeweanst studies use a filter to calculate
the potential output and output gap. If we assumeeadriginal series to exhibit
a deterministic trend, we can measure the potemiiplut by the Hodrick-Prescott
filter of the IPI. The output gap is then computsithe deviation of the loga-
rithm of the actual industrial production from H® trend. Inflation is measured
by the annual percentage change in the seasordjligted Harmonized Con-
sumer Price Index (HCPI). Judd and Rudebusch (19882 their inflation rates
on different price indices and conclude that theredion is not very sensitive to
different measures of inflation. Kozichi (1999), damstein, Erceg and Guerrieri
(2008), Mehra and Sawhney (2010), Airaudo and Zg842) come to the
opposite conclusion that the recommendations gbyethe Taylor rule are not
robust to the inflation measures. We will baseestimates on the choice of only
one index, HICP, from EUROSTAT.

The descriptive statistics of RERs for CEECs caisden in Table 1. We have
163 observations for each country from January 2000uly 2013. From the
first column, the variance of the ten CEECs aresnwll, from the highest mean
of 32.825 for Hungary to the lowest mean of —49.8i1Croatia. However, the
standard deviation of each country is similar ameltare around 36.52. From
the probability of Jarque-Bera test we can seefthiaCroatia, Estonia, Hungary,
Latvia and Romania, the distribution of real exajamates are not normal
distribution, while for Bulgaria, Czech RepublidtHuania, Poland and Slovak
Republic the real exchange rate can be treatedrasahdistribution.

For comparison, the univariate unit root testsfaist employed to examine
the null of a unit root in bilateral RERs basedTaylor rules for the ten CEECs
that we study. Based on the results from Tabléetis no question that three
univariate unit root tests — the ADF, PP, and KR&$s — all fail to reject the
null of non-stationary RERs among these ten CEECsp# for Latvia and Lith-
uania. Our results signify that the determinatib®RER is a random process. In
other words, Taylor rules do not hold among thégbteaCEEC countries under
study. This finding is consistent with the RER umibt literature and is due to
the low power of the ADF, PP, and KPSS tests wherRER is highly persistent
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and fails to incorporate the structural breaksharmodel. Therefore, we proceed
to test the RER using the unit root test with arkufunction, proposed by
Enders and Lee (2012).

Table 1
Descriptive Statistics of Real Exchange Rates
. .| Czech . ._ | Lithua- Roma- | Slovak

Bulgaria| Croatia Republid Estonia [Hungary| Latvia nia Poland nia [Republid
Mean 18.113 -49.311 4.046 27.257 32.82% -21.222 -6.403 -6.893-10.940 —23.506
Median 12.309 —-44.549 2.984 34.272 18.871 -20.384 -6.843 -4.205-10.872 —23.9838
Maximum 98.902 14.734 76.961 135.32( 145.35]1 48.853 82.116 91.172189.350 43.58
Minimum —73.282-123.93]1 —64.052-154.93]1 —78.158-161.498-111.396 —91.146133.02{L —71.592
Std. Dev. 33.237 35.499 27.636 54.341 52.527 25.264 31.916 37.908 45.702 21.17%
Skewness 0.158 -0.31% -0.071 -1.002 0.601 -0.70 -0.081 0.10p 0.83% 0.165
Kurtosis 2.607 2.251 2.702 4524 2521 8.214 3.14p 2.668 5.516 2.849
Jarque-Bera 1.691 6.508 0.742 43.031 11.369 197.929 0.324 1.070 61.93 0.897
Probability 0.429 0.039 0.690 0.000 0.003 0.00(¢ 0.851 0.585 0.000 0.639

Source:Raw data are from OECD Statistics.

Table 2
Univariate Unit Root Test for Real Exchange Ratesb@sed on the United States)

Levels First Differences

Country

ADF PP KPSS ADF PP KPSS
Bulgaria —-1.060[1] -1.299[2] 0.987[1]**F—-12.831[1]*** |-22.427[1]*** | 0.113[1]
Croatia —-1.638[1] —-1.627[1]*** 0.818[1]**-18.872[0]*** |-31.426[2]*** | 0.165[0]
Czech Republic| —1.299[1] -1.629[3] 0.912[1]**18.313[0]*** |-19.202[3]*** | 0.051[1]
Estonia -1.152[0] -1.089[2] 0.857[1]*-13.208[0]*** |-13.364[2]*** | 0.046[1]
Hungary —1.553[1] —-1.088[4] 0.963[1]*#—13.854[0]*** |-13.845[3]*** | 0.051[2]
Latvia —3.412[3]** | =3.422[3]*** | 0.153[3] —11.069[P** |-39.398[4]*** | 0.198[4]
Lithuania —3.221[0]** | —2.599[1]** | 0.290[0Q] —-16.870]*** |-42.055[3]*** | 0.270[0]
Poland —-1.742[0] -1.753[2] 0.707[1]* —16.078[0]**4—-16.019[1]*** | 0.118[2]
Romania -1.620[1] -1.672[3] 0.627[3]*| —12.528[0]**1—12.644[4]*** | 0.211[4]
Slovak Republic| —1.841[2] -1.413[2] 0.654[1]*T —894[1]*** |-22.053[1]*** | 0.058[1]

Note: *** and ** indicate significance at the 1% and 5Rdvels, respectively. The numbers in parenthesis
indicate the lag orders selected based on thesigeurstatistic, as suggested by Perron (1989). The ewnb
in the brackets indicate the truncation for thetBtrKernel, as suggested by the Newey-West 1&87).

Source:Raw data are from OECD Statistics and processedigws 8.0.

First, a grid search is performed to find the lhesjuency because there is no
prior knowledge concerning the shape of the breakhe data. We estimate
Equation (11) for each integé&r= 1, 2, ..., 5, following the recommendations
of Enders and Lee (2012) that a single frequency @apture a wide variety
of breaks.

The second column in Table 3 displays the residual of squares (RSSs)
and indicates that a single frequency works besalfmf the series. The signifi-

cantF (12) statistic shown in the fourth column of Table 3oalsdicate that both
sine and cosine terms should be included in themattd model.
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Table 3
Unit Root Test with a Nonlinear Fourier Function

, Residual sum - - N of lags of -
Countries of squares (RSSs k F (k) AS T,y (k)
Bulgaria 5471.86 1 52.107%* 10 —11.310%
Croatia 2119.067 1 79.689%** 6 —7.975
Czech Republic 378.916 1 91.852% 3 —3.861*
Estonia 353.559 1 120.079%* 1 —2.401
Hungary 516.668 1 121.189%** 1 —2.6291
Latvia 347.072 1 124.691 %+ 2 -1.325
Lithuania 8.640 1 354.864%* 2 -0.420
Poland 1434.922 1 61.915%* 2 —3.5911*
Romania 47 689.804 1 5.796** 8 —31.082p*+
Slovak Republic 1827.801 1 79.429%++ 9 —5.352%*

Note: *** ** and * indicate significance at the 1%, 5%nd 10% levels, respectively. Critical values foe t
Tim (IZ) statistic are bootstrapped with 10,000 replications

Source:Raw data are from OECD Statistics and process&airss 10.

We use a 10% significance level and select theotagr of the test on the
basis of the recursivestatistic, as suggested by Perron (1989). THediftumn in
Table 2 shows the number of lagsAf, that are needed to remove the serial cor-

relation in residuals. The last column in Tableh8wss the results of thg,, (12)

statistic based on the estimated frequencies andritical values are boot-
strapped with 10,000 replications. We are ableefect the unit root null hypoth-
esis for seven CEECs at the 1% significance labely are Bulgaria, Croatia,
Romania; Czech Republic, Poland and Slovakia ab%esignificance level and
Hungary at the 10% significance level. As RER ignid to be stationary using
a unit root test with structural break(s) meansdfiects of shocks such as real
and monetary shocks that cause deviations arounelaa value or deterministic
trend are only temporary. Then, Taylor rules adelva the long-run. Therefore
the stationary test with the Fourier function enypld by Enders and Lee (2012)
provides some evidence that favor the long-runditgliof Taylor rules for the
CEECs under study relative to the United Statekefaogether, our results
provide strong support for Taylor rules for seveBECs and indicate that these
countries are non-linear stationary, implying ttaviations in the exchange rate
are mean-reverting towards the Taylor rule equtiibr As mentioned earlier,
discretionary monetary policy by the central baskweell as interventions in
monetary markets could determine this nonlineaatiein.

These results therefore focus on new EU membartdes and EU accession
and candidate countries in CEE that have eithereghdnom fixed to more flexi-
ble exchange rate regimes (the Visegrad Grouppwee kalready pursued a fairly
flexible exchange rate regime since the early staferansition. We investigate
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the role of the exchange rate by examining therasterate-setting behavior of
the central bank and the extent to which the isterate-setting behavior has
accounted for exchange rate developments. Whemagstg monetary policy
rules one must explicitly consider shifts in exapamate regimes. The influence
of the exchange rate on the interest rate-setthgwior of CEE central banks can
differ strongly between periods with different eadge rate arrangements. Most
countries follow their officially announced poliggttings, i.e., the importance of
the exchange rate for the interest rates declinedtantially after the introduc-
tion of floating exchange rates. For example, Gaoaxhibits float exchange rate
during sample period, and the Czech Republic, Hynd2oland and Slovakia
switched from fixed to flexible exchange rate reggmuring the sample period
and then chose inflation targeting as a monetaayesty. Hungary and the Czech
Republic have shifted the role of the exchange iratdeir interest rate setting
behavior in line with their official policy shiftsom fixed to flexible exchange
rate regimes. Poland gives the strongest resuttgptioe inflation targeting,
which are also in line with the official announcearts while the results for Slo-
vakia may reflect the discretionary stance of teat@l bank as observed by
central bank members themselves. Bulgaria and Riamafollowed no specific
way, staying on the rigid exchange rate form ofguaning more flexible regimes
with different nominal anchors. In the aftermathtbé failure of pegging in
January 1991, Bulgaria chose an independentlyiflpaegime. Under the pres-
sure of a currency crisis in July 1997, due toandtic increase in inflation, Bul-
garia changed direction toward hard peg by adomingrrency board. Romania
officially declared managed floating exchange nagimes during the entire
sample period but Romania never officially declamagl monetary policy strategy
and pursued different forms of monetary targetlater moving to a two-pillar
strategy akin to the strategy of the ECB. Theses&EECs have successively
moved from rather fixed to more flexible exchangt regimes by widening the
exchange rate bands over time. Thus, officiallg, ritle of the exchange rate has
declined over time or has never played a significale in the monetary policy
strategies of the respective countries. Nevertbekb® exchange rate may still
have been of implicit significance in monetary pplstrategies.

We cannot reject the null hypothesis for Estob#yia and Lithuania because
these countries still had significant restrictimmsforeign exchange transactions
and faced high inflation. The interest rate-settyedpavior of their central banks
reacted strongly to US dollar exchange rate charagg®ugh shifts in monetary
regimes make it difficult to assess the relativgpantance placed by countries
in terms of inflation control and external equilibn. For example, Estonia has
adopted a monetary policy regime of inflation térge which allowed the country
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to fight inflation. Additionally, the existing maged floating exchange rate regime
is compatible with EU membership. Lithuania has eneonsiderable progress in
liberalizing and stabilizing its economy. The caynestablished a currency
board vis-a-vis the US dollar in 1994 and since228@s pegged its currency
to the euro. The efforts of Latvia to improve itgrlg standards and economic
efficiency have reduced its fiscal and monetargigisie and have led to persis-
tent current account deficits. As a result, higdemand and unit labor costs
together with higher food and energy prices havardmted to higher inflation
rates. The process of CEEC economic transitionrbegth the liberalization of
foreign exchange markets and the provision of aggreconvertibility. These
drastic steps resulted in the initial deep undeat&n of national currencies. At
the same time, price liberalization was accompahiedery high inflation rates.
The result of this policy is that central bankghese three CEECs tend to look
beyond inflation and focus on other objectives adl,wmost prominently on
exchange rate changes.

Figure 1 displays the time paths of the RER inchla positive change in the
RER indicates real depreciation. We can clearlyenles structural shifts in the
trend of the data. Accordingly, it appears sendiblallow for structural breaks
in testing for a unit root (and/or stationarity)hél estimated time paths of the
time-varying intercepts are also shown in Figure 1.

A further examination of the figures indicatestttree all Fourier approxima-
tions seem reasonable and support the notion of $wings in RER. As men-
tioned earlier, trade barriers as well as interemst in the exchange markets
could motivate this nonlinear behavior.

Figure 1
Real Exchange Rate Convergence and Fitted Non-lingtes
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Source:Data are from the fourier unit root results anttetbin Eviews 8.0.
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Apparently, the stationary test with a Fourierdiion employed in our study
provided evidence favoring the long-run validity Béylor rules for the seven
CEECs under study. The major policy implicationttemerges from this study
is that Taylor rules can be used to determine thudibrium US dollar exchange
rate for these seven CEECs. They have strict infiatrgeting (when stabilizing
inflation around the inflation target is the onlpjective for monetary policy)
with flexible inflation targeting (when there aréditional objectives for monetary
policy). Our results also indicate that strict atiibn targeting implies a vigorous
use of the direct exchange rate channel for stafjliinflation on a short horizon.
In contrast, flexible inflation targeting ends upldlizing inflation on a longer
horizon, and thereby also stabilizes RERs and othdgables to a significant
extent. In comparison with the Taylor rule, thectemn function under inflation
targeting in an open economy responds to more nimdtion, particularly to
foreign disturbances. Our findings indicate thato&a use Taylor rules to predict
exchange rates and to determine whether a curierayer- or undervalued and
experiences a difference between domestic andgfoiaflation rates. Neverthe-
less, reaping unbounded gains from arbitrage mhettagoods is not possible in
these seven countries.

Conclusions

Using models that do not assume a linear adjugdirtfes study implements
a stationary test with a Fourier function propolgdEnders and Lee (2012) to test
the validity of long-run Taylor rules for a samplieCEECSs. Standard linear ADF,
PP, and KPSS statistics show that the data aretedisenon-stationary for these
countries. In contrast, when we adopt a Fourier naat test, which has a higher
power than a standard univariate and non-linedrraot statistic to reject a false
null hypothesis of unit root behavior, the empitiesidence suggests that the
real exchange rates based on Taylor rules arechalacterized in CEECs by
a non-linear mean-reverting process which exhp®tsods of structural breaks.
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