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Drivers of CO, Emissions in the Slovak Economy:
The Logarithmic Mean Divisia Index Approach
of Decomposition

Saleh Mothana OBADI- Matej KOREK**

Abstract

The paper examines driving forces of £€nissions of four sectors of the
Slovak economy. Our analysis was based on exteaa Identity framework
using Logarithmic Mean Divisia Index (LMDI) decomsfimn technique. We
applied chaining analysis for period 1997 — 2012 axamined contributions of
six effects. We found the primary mover of, @issions to be energy intensity
effect (52%) followed by activity effect 25%) awdreomy structure effect (16%).
The combined contribution of energy mix effectseimi factors effect and popu-
lation effect reached only approximately 7%, whiaplies that as much as 93 %
CO, emissions were determined to large extent by exageimpetuses. Our evi-
dence therefore suggests that the policies aimedrattural changes of econo-
mies are the most effective tool to address isB@®pemissions.

Keywords: energy policy, C@emissions, LMDI, Slovak republic
JEL Classification: P18, Q48

Introduction

The climate change policies aimed at greenhousesgeamissions abatement
have been integral part of EU’s foreign and segypiblicies for over decade
now. EU 2020 goal to reduce Greenhouse gases emidsy 20% till 2020 stip-
ulated in its 2020 Energy strategy with detailethogtments of individual coun-
tries has been followed by more vaguely drafted02BBergy strategy to reduce
greenhouse gases emissions by 40% till 2030 apisirecifics for individual
countries as a result of growing unwillingnesshieaten prospects of economic

* Saleh Mothana OBADI, University of Economics in @stava, Institute of Economics and
management, Dolnozemska cesta 1, 852 35 Brath|&lavak Republic; e-mail: ekonbadi@savba.sk

** Matej KORCEK, Institute of Economic Research SAS, Sancov&%4,05 Bratislava 1,
Slovak Republic; e-mail: matej.korcek@savba.sk



332

growth by Central and Eastern European memberseisaw/ several others hit

by economic crisis such as Finland or Italy. Asnofv, the most far reaching

plan to reduce greenhouse gases emissions by 8%-b9 2050 compared to

1990 levels is expressed in The Energy Roadmapth&le goals are based on
IPCC reports, although they do not reflect the geanin fifth report which basi-

cally excluded some of EU members from the grougl@feloped countries

(they belong to the group as Economies in tranmsjiowhich only helps to un-

derstand growing resentment to these long-termctemutargets.

To be clear, multiple of those countries fightiBY goals in emissions area
and Slovakia definitely being one of them have lme¢n much affected by EU
demands in this area due to changes in their indubase as well as the whole
economy and in many cases enterprises have bedefiitm improper setup of
policy tools such as EU Emissions Trading Systetd EH'S). National Energy
Policy of Slovak republic makes clear that thetadt of Slovak republic towards
greening initiatives is quite pragmatic (Slovakiesld try to angle its industry
in such way it could be beneficiary from these@w) and primarily shaped by
its international commitments. The Slovak Repubbs been a signatory to the
United Nations Framework Convention on Climate @ea(UNFCCC) since
1994 and a party to the Kyoto Protocol since 2082 ,(2012). Under the Kyoto
Protocol, it has bound to reduce its greenhousesgassions by 8% in the peri-
od from 2008 to 2012 relative to their 1990 levatcording to European Envi-
ronment Agency (EEA, 2014) report, Slovakia hasificantly over achieved
this target, when greenhouse gas emissions (GH®&) 43:7% below 1990 level
in 2012. Apart from that Slovakia has to complyhvU commitments under
the framework of EU climate and energy package whias aimed to lower EU
emissions by 20% compare to 1990 for the whole lHtissions trading system
covers 45% of European emissions and it aims toedse these emissions by
21% till 2020 against 2005 level. Since the begignof emission trading
scheme Slovakia verified emissions were below thely allocated allowances
by as much as 36% on average. This has howevegetiarpon the introduction
of third phase of EU ETS scheme and freely allataléowances did not cover
all the verified emissions. The emissions from meesttors (transport (except
aviation and international maritime shipping), dings, agriculture and waste)
not covered by EU ETS are subject to constraingsosad by mechanism of
Effort Sharing Decision which establishes bindimpaal greenhouse gas emis-
sion targets for Member States for the period 202820. The overall EU target
is to limit emissions by 10% by 2020 compared t02Cevel, with individual
member countries goals being set based on thativelwealth. Slovakian target
within this scheme is to limit GHG emissions intees not covered by the EU
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ETS to 13% above the 2005 level. Already in 2018v&kia's emissions were
10% below the target and according to its own mtajes, till 2020 emissions
belonging into this scheme should 37% below thegiai target.

In 2012 GHG emissions excluding LULUCF (land us&d use change and
forestry) in the Slovak Republic were around 43riilion tones of CQ equiva-
lent, or 19.4% lower than in 1995. Energy relatedissions in 2012, re-
spectively 1995 were 29.53 million GBg and 38.84 million C¢Eq which
represented 24% decline. According to IEA (201@prethe main driver to this
decline was the steep, although temporary, slowiregonomic activity, accom-
panied by the restructuring of the economy. An espm in the use of more
efficient technologies, the switch away from caaindustry and for electricity
generation, a reduction in the share of enénggnsive industry and a larger
share of services in GDP also played a role indngine in emissions over the
period, however this report does not suggest tiitance of individual factors.
Over the same period Slovakian GDP grew by 99% kvhiccumented decou-
pling between GDP and GHG emissions, while in 188¢h 1USRys of GDP
led to production of 0.88 kg of GCemissions, in 2011t was approximately
only 0.43 kg of CQ@ emissions/1USRes of GDP.

Figure 1
Sources of CQ Emissions of Slovak Economy in the Period 1995 -021
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! Data for 2012 were not available in IMF WDI datbat time of writing this article (July 2015).
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In terms of emissions by sector, according to \Wavelopment indicators
electricity and heat production 39.5% in 2011 whmekant decline by one per-
centage point since 1997. It was followed by seofananufacturing industries
and construction accounting for 23.7% compared8d% in 1997. Emissions
originating from Residential buildings and commat@nd public services de-
clined by 5 percentage point (p.p.) to some 15%liserved period. The only
sector where emissions increased was sector o§poaration (mostly due to
road transportation) which share increased frorfedr8 1997 to 20.8% in 2011.
According to OECD evaluation report of Slovakiansportation alongside with
industry might represent one of the risks threaigtihe accomplishment of mid-
term and long-term goals of emission reduction thmlarea will require further
environmental policies.

As of emissions sources, in 2011 the largest amou@O, emissions came
from coal combustion, representing 42% of total ssoins, followed by gas
(31%) and oil (23%), the percentage shares in 189%%&spective order were
47.3%, 31.3% and 17.7%. This shift has also be#acted in CQ intensity
(expressed as G(kg per kg of oil equivalent energy use) which desd from
2.27 to 1.98 illustrating so the influence of eryemgix on emissions reduction in
Slovakia.

The main objective of this paper is to analyze quantify factors that influ-
enced energy related G@missions in Slovakia's economy. Due to data avalil
bility and used methodology we did apply this stedyfour sectors of economy
— industry, construction, services and agricultmhéch account for approximate-
ly 40% of CQ emissions and we aim to quantify the contributiohsain driv-
ing factors responsible for decreasing of ,Gfnissions in Slovakia’s economy
during the period of high economic growth and shift structure of economy.
We are aware that there are some limitations inamalysis (due to the lack
of data the household sector has not been involiedpmpletely analyze all
sectors of the Slovak economy that influenced gneztated CQ@ emissions in
the country.

1. Literature review

Decomposition analysis is one of the most effectools for investigating the
mechanisms influencing energy consumption andntér@enmental side effects.
Two popular decomposition techniques are the indesxomposition analysis
(IDA) and the structural decomposition analysis £&3Dr'he original purpose of
IDA in the late 1970s was to study changes in itrtilsenergy consumption, or
more specifically electricity consumption in indystin contrast, SDA has been
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used to study other aspects of economic issuesebigéfiwas used to study energy
consumption and emissions in the 1970s and eaB@<l9Vhile SDA is based

on the input-output modeling framework, IDA usedldr number concept in

decomposition. In recent decades, index decompaosdalysis (IDA) has been
widely accepted as a decomposition methodologieedan the Laspeyres
and the Divisia indices. One basic drawback ofdbeventional Laspeyres and
Divisia index methods was the large residual teoomél in most applications,

leaving a significant part of the examined changeexplained (Steenhof,

Woudsma and Sparling, 2006). However, this problems been effectively

solved through the improved variants (Ang, 2004).

The advantage of the IDA is that it can readilydpplied to any available
data at any level of aggregation (Ma and Stern3P0@ultiple techniques have
been established under the scope of IDA framewatkabcording to Ang (2004)
the (LMDI) has increasingly become the preferredhoé as it has several ad-
vantages: it gives perfect decomposition, i.e.réselts do not contain an unex-
plained residual term; it can be applied to mosnttwo factors; there is a sim-
ple relationship between multiplicative and additidecomposition; it is con-
sistent in the aggregation and the estimates efffeat at the subgroup level can
be aggregated to give the corresponding effetteagtoup level. Another useful
feature of this methodology is that it is capaloldandle zero values by replac-
ing all the zeros in the data set may by smalltp@sconstant, e.g. between£0
and 10°°, while the computation proceeds as usual. LMDI firas used in 1998
to study the factor decomposition for the Cénissions of energy consumption
from China’s industrial sectors (Ang, Zhang and ICH®98). Since then its
scope of analysis has been broadened to includgsanaf energy supply and
demand, energy-related emissions, material flowderdaterialization, monitor-
ing of national energy efficiency trends and makimgss-country comparisons
of energy performance (Chen, Yang and Cheng, 2013).

Kaya identity (Kaya, 1990) is often being use@ssess the driving factors of
carbon intensity. An extended Kaya identity hasnbagplied using LMDI | in
a number of studies, e.g. Zhang and Ang (2001),g/v&men and Zou (2005),
Ma and Stern (2008). This form of decompositiodlittanally recognize several
influencing factors, namely overall economic atyivéffect, economy mix effect,
energy intensity effect and effects resulting frenmergy mix, emission factors
and population.

Recently, energy-related carbon emissions have lséedied by adopting
LMDI approach in different scale levels. Pani andkiopadhyay (2010) studied
the CQ emissions of 114 countries during 1992 — 2004gueMDI framework
and identified the effect of GDP on emission isstabtially larger than that of
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population, however with former being of more fluating nature than the latter
and with various differences across regions. Ather factors, they concluded
that majority of the countries have been successfiricreasing emission effi-
ciency and that both energy and emission intersitye crucial roles in deter-
mining the level of emissions and should be primalpject of environmental
policies. In a more sector focused study coverirgglit0 OECD countries Green-
ing, Ting and Davis (1999) found out that freight®r has historically shown
different patterns of aggregate carbon intensitpgared to other sectors. While
aggregate carbon intensity declined for all otlemtars, aggregate carbon inten-
sity for freight increased. They found out thatraases in aggregate carbon in-
tensity have been driven primarily by an increasadtivity. As changes in fuel
price and taxes appeared not to be effective im&nis for reducing energy
consumption for this end use they suggested tasfoowalternative policy options
such as less-carbon intensive fuels and technapgied reducing congestions.
Greening, Ting and Krackler (2001) also examinedghtterns of the evolution
of aggregate carbon intensity from residential eseds in 10 OECD countries
which show greater variability than other sectdisey found decrease in aggre-
gate carbon intensity for six of the countries; bwer, for all of the countries,
decreases were offset by shifts in end-use stmid¢tward more carbon-inten-
sive activities.

In the case of the European Union (EU), sevetaliss have used IDA tech-
niques in economic sectors. For instance, Diakoudeki Mandaraka (2007)
used refined Laspeyres model to determine the itmgfagutput, energy intensi-
ty, structure, fuel mix and utility mix effect ondg emissions in the manufactur-
ing sector of EU-14 countries during the period @992003. They found that
most EU countries made a considerable but not aveayficient decoupling
effort, while no significant acceleration is obsshin the post-Kyoto agreement
period. The decrease of GHG emissions in more tquemiod 1990 — 2012 was
subject of EEA (2014) study. EEA reported 19.2%réelase of emissions during
this period, 50.2% of which was accounted for byr@ny and UK. As of
sector wise analysis, Manufacturing and constractiere identified to be the
largest sources of emissions reductions, followggdwer and heat generation
and residential and commercial sectors. GHG origigan transportation sector
has on the other hand risen. Generally, the efftbetswere identified by EEA
as main emission decreasing drivers were lowerggnand carbon intensity,
improved transformation efficiency and energy mifeet. Switching to lower
carbon intensive fuel supposedly accounted for &8%nprovement in carbon-
-intensity of EU. On the other hand, negative intpac emissions resulted
primarily from increasing population and GDP pepita Further this study
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concluded that at least since 2005, decoupling émtweconomy performance
and GHG emissions existed with lower carbon intgnaf energy being a key
factor, while decrease in primary energy intengifs largest contributing factor
to lower CQ emissions from fossil fuel combustion. Despite algiding be-
tween GHG emissions and GDP, EEA claims that thirthe change in total
GHG emissions in the EU between 1990 and 2012yerage, can be explained
by changes in GDP (the relationship naturally \sageross the countries, being
stronger during the periods of economic recessidh)s however also means
that various factors and policies other than $yriebergy and environment have
had significant development on GHG emissions.

Case studies at the national level researchenhéne factors driving changes
in CO, emissions in different countries during differ¢ime periods, such as
Thailand (Bhattacharyya and Ussanarassame, 200dpaGChen, Yang and
Chen, 2013), South Korea (Choi and Ang, 2001),dn@aul & Bhattacharya,
2004), Brazil (Luciano and Shinji, 2011), Turkew(k et al., 2009). As of Eu-
ropean Union countries, several studies analyzedloement of CQ emission
of specific countries using this technique. Hatargeou et al. (2011) decom-
posed CQ emissions of Greece into four factors: incomeatffenergy intensity
effect, fuel share effect and population effectgeriod 1990 to 2002 and found
that the biggest contributor to the rise in {gnissions in Greece is the income
effect; on the contrary, the energy intensity dfiscmainly responsible for the
decrease in COQemissions. O 'Mahony, Zhou and Sweeney (2012) aedlyhe
driving forces of CQ emissions in eleven final energy consuming sedbers
tween 1990 — 2007 for Ireland. They found substhhtterogeneity in sectorial
performance. Growth in economic and transport dgtplayed major role and
while some improvements in energy intensity wereoréed in the economic
sectors, and declining emission’s coefficient efcélicity and decreasing energy
intensity of households have mitigating effect, rggerelated carbon emissions
grew considerably. Alves and Moutinho (2013) exadilttQ emissions inten-
sity and its components for 16 industrial sectorerdl996 — 2009 in Portugal.
They have shown that GGemissions intensity diminished significantly ireth
considered period mainly as the effect of loweredrgy intensity of economic
sectors, but substitution between fossil fuels plaged salient role.

Among others, Obadi and Kmk (2016) devoted a similar issue, one of
a few authors which examined the issue of, @@issions in Eastern Europe is
by Moutinho et al. (2015). In their paper in whiickentified the driving forces
of change in energy-related g@@missions in regions of Europe including
the region of Eastern Europe Moutinho et al. Haseduthe LMDI approach to
decomposition analysis, and they concluded that tlesults showed that GO
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emissions are correlated with the energy consumpifothe economy for the
group of countries under analysis, which is deteediby the change of popula-
tion among the various countries. Similarly, thewrfd that renewable energy
consumption is also determined by the size ancctsirel of the countries, as
reflected by the value added to the economy. Zaatiar and Kouvaritakis
(2003) also examined the G@missions in Central and Eastern Europe but only
from the sector of transport. As a long-term outltieey found that the transpor-
tation energy demand going to double and, @@issions to be 70% higher in
2030 compared to 2000. Al-mulali and Ting (2014ing econometric model,
they tried in their paper to explore the bi-direntil long run relationshimert
alia between trade, export and import and,@issions in six regions includ-
ing Eastern Europe. They did not find, during thkareined period 1990 — 2011,
in the region of Eastern Europe, a positive feekldang run relationship be-
tween the trade variables, energy consumption @de@ission.

Since the different methods used in the above iomeed papers (except the
methods used in Moutinho et al., 2015) it is difficto compare their results
with ours in this paper. Regardless of the abovaerhout papers, it is neces-
sary to carrying out many others paper in thisdsfecause the estimation of
importance of individual factors that led to deseén CQ emissions might be
of interest for policymakers in order to recognizieat policies might be effec-
tive in further process of decarbonisation of tber®mmy.

2. Data and Methodology

2.1. Data

This study covers the period from 1997 to 2012vidwich all the needed
data are available. The primary source of data statistical database of EU —
EUROSTAT. In this paper we consider four energyrsesi (electrical energy,
oil, natural gas and solid fuels) and four secwrg&conomy (agriculture and
fishing, construction, industry and services). tdev to apply LMDI methodolo-
gy we needed to get information on energy consumptCQ emissions, gross
valued added of individual economic sectors andufaipn figures. Data on
energy consumption were retrieved from EUROSTATIetdhrg_100a] and
these four types cover 88 — 96% of energetic neetisn of selected sectors
during the observed period.

As statistical data on sector emissions accortfidiyidual energy types are
not available, we estimated G@missions based on average conversion factors
used by BP Statistical review, where conversiomofgcare as follows: oil, 3.07
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tons CQ per ton; gas, 2.35 tons G@er ton of oil equivalent; coal, 3.96 tons
per ton of oil equivalent. In case of electricitye used power generation mix
as a base for our calculation and calculated thesgmn intensity of power gen-
eration as a simple weighted average. According toimputations emission
intensity of power generation reached just 0.83%t@0,/Toe in 2012 after
falling there from initial 1.36 tons C@roe. Such result is perfectly plausible
since power generation in Slovakia is in great mxéenission free due to signifi-
cant contribution of nuclear energy and hydro-epestich jointly accounted
almost for 70% of power generation mix in Slovakia2012 with other RES
adding another 4.7%. Even though this process tifhason is obviously not
absolutely accurate, comparison of such calculamissions against official
CO, emissions figures published by World Bank confidredequacy of this
approach.

The variable indicating level of economic activityeconomic sectors (ag-
riculture, industry, construction and services)resg value added (GVA) in
2005 constant prices was retrieved from Eurostaletfnama_nacel0_K]It
originally provided data for 10 branches, namelyiggjture and fishing, Con-
struction, Industry and seven other economic a@iiwhich we aggregated
under Service sector. Those four sectors whereteeladespite the fact they
cover only slightly over 40% of final energy congution and CQ. The reason
for that was limitation of this procedure and stdecvariable — GVA, since as
Marrero and Ramos-Real (2013) stated GVA is the bey to measure the
level of activity in productive sectors, but it i@t a good proxy to measure
activity in other sectors such as the transpotherresidential. Therefore it is
also worth noted that energy consumption in sergeetor does not consider
energy consumed in transportation as this is ndbsapecific (i.e. the energy
reported to be consumed in transportation is linkedctivities in all sectors)
and neither energy consumption of households asetiould lead to signifi-
cant distortions of results. It also needs to beedidhat with over 40% share on
CO, emissions these sectors of economy representesimglst important
source of CQ@ emissions outrunning both transportation and payesreration
and heating.

The data on population development was retrievech EUROSTAT table
[demo_pjan]

2 Namely: Wholesale and retail trade, transportpamnodation and food service activities,
Information and communication, Financial and insgeactivities, Real estate activities, Profes-
sional, scientific and technical activities; admtrétive and support service activities, Public ad-
ministration, defense, education, human healthsawial work activities, Arts, entertainment and
recreation; other service activities; activitieshmfusehold and extra-territorial organizations and
bodies.
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2.2. Methodology

In conducting an IDA, the analysis begins by dafina governing function
relating the aggregate to be decomposed to a nuwibpredefined factors
(O'Mahony, 2013). For decomposition of carbon emissioh Kaya suggested
the Kaya identity (Kaya, 1990), which can be expeesas follows:

C =Ex E x P
E GDP
where
C — carbon emissions,
E - energy consumption,
GDP - gross domestic product,
P — population.

As this formula does not allow for sector specditalysis, extended Kaya
Identity using logarithmic mean divisia index (LMDlhas been proposed by
Zhang and Ang (2001). This methodology has paditylplausible properties:
completeness, time reversal and zero value robssst(tdoekstra and van den
Bergh, 2003). Moreover it offers two ways of decasifion — additive and mul-
tiplicative which ease the interpretation of resuithile these forms are linked
through a simple mathematical relationship (And3)01In our study the Divisia
index is employed in both forms, chain-linked ybgryear. As claim Balezen-
tis, BaleZentis and Streimikiene (2011) chaininglgsis should be preferred to
period-wise comparison analysis as the correspgndisults provide a more
realistic measure of the real changes over the dimokis not dependent on selec-
tion of specific years. This allows for annual gsé& that can also be aggregated
by sub-period and over the entire period. Our LMiamework recognizes six
possible factors determining energy emissions, hamesrall industrial activity
(activity effect — Ge), economy mix (structure effect —; sector energy inten-
sity (intensity effect — ), energy mix effect (fx), emissions factors ()
and population effect (& Such idea can be expressed by following formulae

Z ZZQIXE‘ uquxPP

Q Q E K
where
C — the energy emissions in the economy,
G — carbon emissions from enerjgyy economic sectar,

Q =2Q; - total economic activity of all afsectors of economy, while relatiQyQ
describes the economic mix,

E/Q — the energy intensity of sectior

Q/P —economic activity per capita,

P —population.
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Carbon emissions further depend on energy mixwuoed in individual sec-
tors which can be expressed by equafigit; (share of consumption of energy
j in sectori on overall energy consumption by seddprcarbon emission coeffi-
cient (G/E; — carbon emissions from energpy sector in from consumption of
energyj by sector) — due to nature of our data this factor will hady mar-
ginal effect on overall emissions when electricgtythe only energy source that
has changing emissions coefficient. It needs taduked that using constant car-
bon emissions coefficients is standard procedugpgastical applications of this
methodology (Xu, He and Long, 2014).

In case of additive decomposition the change efggnconsumption between
periodsT and 0O gains following form:

ACio = c'-C= ACp¢t + ACy + ACgy+ ACyix + ACgmst+ 4Cp

And formulas of individual parts of total energgnsumption are computed
as follows:

—

-G
AC, =) —————
A Z‘ In CT In C,]

vuumo

m,IﬂL
N——

_Zméfﬁql
_ZInCT _lcr?OQf’ In( I\'\j'j;j
AC,,. =Zm§%ﬁql [LLJTJ,J
Acp=2h;g%;%%f"{égj

M; represents fuel mix variable calculatedEg&E and Uj is CO, emission
factor which we obtained using equatiofiE;.

—

o




342

In similar manner the multiplicative decompositiohthe change of energy
consumption can be obtained according following:rul

Dtot = CT/ CO = DAct DInt DStr DMix DEmf DP
while individual components are computed using das below:

QT
Do = X z(CF‘Q?)’('”(%T"”qOM LR
“ A (er-ct)i(inc” - inc?) | Q°

P
o GG g (s

Ds; =€Xp : (CT _(;0)/(|n(:T - InC°) I{?j
o (G -@) (G - @) (17

D =€Xp - (CT _CO)/(lnCT - InC°) ”{T]

o (G -G)/(InG - InG?) (U
‘ex'{%(c ~C)/(inc — InC) '{u_}

D, —ex Z:(ci —c;j:)/(mqT - In¢?) I’{p_;]
™ (cT-c%)/(InCT - Inc) "\ P
Results of our calculation enable us to quantifgacts of individual effects on
the overall year-over-changes by simply calculatingividual effect's shares
based on calculated values in their absolute foimerder to provide more com-
prehensible conclusion we also apply the aboveslogi sums the individual re-

sults of our chain linked calculations for the wdhobserved period which enables
us to express the importance of the individualaéfén their period wise form.

3. Results

The estimated annual G@missions of the four examined productive sectors
of Slovak economy recorded significant 33% declm@bserved period which
represents some 7 004 kt/year of LOhis decrease was unevenly split among
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the selected sectors. Sectors of agriculture, ooetgin and services lowered
their emissions by 56%, 59% and 54% respectivehylenemissions in sector of
industry decreased by more moderate 23%. Such onéeeelopment led to
increase of share of emissions originated from stigusector on total to 81.6%
in 2012 from 72% in 1997, on the other hand sh&sekvice sector decreased to
15.9% from 24% and these figures for agricultue 28 against original 3.2%
and from 0.8% to 0.5% for construction sector. Hesve in absolute terms
emissions decrease of 3 724 ktl/year in industryosegas only followed by
emission savings of service sector of 2 782 kt/yem emissions cut sectors of
agriculture and construction reached only negleg®®0 kt/year, and 108 kt/year
respectively.

This development resulted from interaction of mplétinfluencing factors as
we indicated in previous parts of the article. tRir# must be noted that eco-
nomic output of these economic sectors measure@\&s in constant prices
2005 increased by EUR 19.3 bil. or 71%. The steegresvth recorded industry
sector which output measured by GVA grew by 171%RE9.2 bil.), this indi-
cator in case of agriculture grew by 48%, and 4&%h lbor sectors of construc-
tion and services. Differing speed of growth ofiundual sectors obviously led
to changes in economy mix and Slovakia unlike nodsither developed econ-
omies has increased the importance of industryos@cteconomy mix (as de-
fined in this article) increasing from 20% in 19@732% in 2012 at the expense
of service sector which share during the same pieréd decreased by 10 per-
centage points (p.p.) vto 58%. The weights of adftice and construction sec-
tors changed only slightly — from 4% to 3%, andrir8% to 7% respectively.

The development of above mentioned indicators stimt decoupling be-
tween CQ emissions and economic activity is only partialeaonomic activity
still continue to determine development of emissi@ince higher economic
activity implied lower decline of Coemissions. The reason for that was lower-
ing energy intensity, which showed similar patteoismprovement across all
four observed sectors declining by 70% in agriceltand construction, 68% in
industry and 58% in case of service sector. Thetraoergy intensive sector
stayed industry with 324 TOE/mil. EUR, significagndbove intensity of service
sector with 48 TOE/million EUR, agriculture with §®E/million EUR and
construction with 10 TOE/ million EUR.

The last set of data which enters our equatiopoisulation effect, which
influence on CQ@ emissions was minimal in Slovakia, as number babitants
increased only by 0.47% (25 390 people). Furthempvoeeed to interpretation
of our results which enabled us to exactly quanitifjividual effects of above
mentioned changes in economy.
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As we already stated, G@missions in observed period in examined sectors
decreased by 7 004 kt/year as a result of contaglitorces affecting the CO
emission trajectory. The most salient factor wasrgy intensity effect which
would have caused emissions to decrease cumuiatiyeR0 249 kt/year itself
during observed period under ceteris paribus camdit/nder the same assump-
tion the other factors that pulled the Cémissions down were energy mix effect
with overall cumulative estimated effect of —1 9@0/ear and emission factor
effect with =820 kt/year resulting from changegower generation mix. Con-
trary, factors that were pushing €®missions into higher levels were activity
effect with supposed effect of 9 589 kt/year amdicstral effect with 6 356
kt/year resulting from economic growth accompanisd industrialization of
economy due to wave of industry reallocation atési targeted to newer EU
member states in first decade of'2Entury. Population effect would have been
only of minor importance with increase 80 kt/year.

Table 1

Results: CG, Emission Development (upper figure represents yeasver-year /y-o-y/
change in kt, lower figure represents y-0-y perceaage change)

Year Activity Structural Intensity Energy mix EMF Population
effect effect effect effect effect effect Total effect
395 854 -2 363 -56 —44 34 -1179
1998| (1.87%) (4.09%) | (~10.49%) (-0.26%) | (=0.21%) | (0.16%) (-5.38%)
64 -372 -218 -559 -88 21 -1152
1999 (0.32%) (=1.83%) (—1.08%) (=2.73%) | (-0.44%) | (0.11%) (=5.56%)
-157 1101 -84 141 -318 19 703
2000| (-0.78%) (5.68%) (=0.42%) (0.71%) | (-1.58%) (0.1%) (3.59%)
898 345 -2528 -711 -25 -70 -2 092
2001| (4.78%) (1.81%) | (-12.32%) (-3.63%) | (=0.13%) | (=0.37%) | (~10.31%)
762 67 -544 44 -156 1 173
2002| (4.26%) (0.37%) | (=2.93%) (0.24%) | (—0.85%) (0.%) (0.95%)
551 2055 -3 076 —-204 194 =14 —-493
2003 (3.09%) (12.01%) | (-15.61%) (=1.12%) (1.08%) | (—0.08%) (—2.68%)
709 1601 -2 679 1 22 -10 -399
2004|  (4.09%) (9.48%) | (~14.06%) (0.01%) | (—0.12%) | (=0.06%) (~2.24%)
1008 -107 -48 24 -100 3 779
2005| (5.81%) (-0.6%) | (=0.27%) (0.13%) | (-0.56%) | (0.01%) (4.46%)
1757 902 -2071 73 -79 1 582
2006 (9.94%) (4.98%) | (-10.57%) (0.4%) | (-0.43%) (0.%) (3.19%)
1857 163 -2 606 —-400 25 1 -959
2007 | (10.65%) (0.89%) | (-13.23%) (=2.16%) (0.14%) (0.%) (=5.09%)
1081 —-259 —-926 187 -73 10 19
2008| (6.23%) (-1.44%) | (-5.04%) (1.05%) | (=0.4%) | (0.05%) (0.1%)
-920 -1358 404 539 -11 20 -1327
2009| (-5.2%) (~7.58%) (2.37%) (3.18%) | (—0.07%) | (0.12%) (=7.41%)
796 1316 -1374 —434 -100 25 228
2010 (4.89%) (8.2%) (=7.91%) (=2.57%) (-0.6%) | (0.15%) (1.38%)
409 270 -1 359 —444 79 6 -1039
2011 (2.55%) (1.67%) (—8.01%) (=2.69%) (0.48%) | (0.04%) (—6.19%)
377 -221 —776 -162 -101 33 -849
2012|  (2.49%) (-1.43%) | (-4.94%) (-1.05%) | (=0.65%) | (0.22%) (-5.39%)

Source:Author's calculations.
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3.1. Activity Effect

Activity effect resulting from growing output ofxamined sectors was the
most significant factor pulling the emissions ujthvtotal cumulative aggregate
of 9 589 kt/year which overall represented contitsu factor to overall C9
emission of 25%. As can be seen on graph 2, aymart 2000 and 2009 (years
when Slovakia was affected by banking and credicand 2009 — Great reces-
sion), effect would always have lead to emissiomsvth. However, even apart
these two years activity effect shows great exténtariability when its impact
ranged from 64 kt in 1999 representing only 5%\adrall year over year change
to 1 857 kt in 2007 which explained as much as 87%0, emissions change.
Although, the largest importance of activity effegthin the presented matrix of
CO, took place in 2005 when activity effect could etplas much as 78% of
yearly change in emissions. More detail analysisaiivity effect reveals that
primary driver were, unsurprisingly, changes inpomitof industry sector that
have been accompanied by decreasing usage ofrubalight growth of natural
gas consumption within this sector. Fact that thpuat growth did not translate
into more significant activity effect can be expked by modernization of used
technology and replacement of capital assets iosimg due to transformation
from heavy industries towards automotive, electsmitc. that use more energy
efficient technologies and delivering higher addellie products.

3.2. Structural Effect

Unlike in case of other developed countries tratally (in terms of CQ®
emissions) benefit from changes in economy mixy&t@ has undergone the
process of industrialization which has been reflddh contribution of structural
effect to CQ emissions development. The overall effect of stnat effect in
given period represents increase of 6 356 kt of €missions or 16% of total
change. On average, yearly increments of, @@issions resulting from struc-
tural effect reached 2 p.p. however this is to ges#ent influenced by year 2009
and slump in industrial activity that was deepenpared to other observed sec-
tors. As Figure 2 illustrates, structural effecs hsed to be relatively influential
factor that pushed CQOemissions into higher levels in 9 out of 15 yediise
largest impact of structural effect came to exiséeim 2003 with 2 055 kt in-
crease of C® emissions representing 12% growth and having 34&6eson
overall emission change in that year, which camxmained by massive influx
of industrial from the beginning of the centundasommencement of industry’s
importance growth. The opposite extreme represeygad 2009 when structural
effect resulted into emission decline of 1 358 kt8& compared to previous
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year, and its total impact on overall €&missions development reached 42% as
industry as the main exporting sector was obviotlsyone most hit by global
bust in demand resulting from economic crisis. Tigleut the observed period,
structural effect was the most important factoluahcing CQ emission in year
2000 with 60% share on total change (+1 101 kt)haseconomic activity in
given year basically stalled, output of servicet@epartially decreased as a re-
sult of slump in financial and insurance activit@sd industry output grew only
negligibly which however increased its share inrgnenix to this extent.

To conclude, the analysis of development trenstroctural effect suggests that
its impact is getting lower over time, which seenwedbe plausible with respect
to recent development of Slovakia’s economy, howéweher influx of industry
related foreign direct investment can abruptly regehis trend once again.

Figure 2
Development of Slovakia CQ Emissions: Additive LMDI Decomposition
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Source:Authors calculations.
3.3. Intensity Effect

Intensity effect was single most important drieérCO, emissions. As we
already described, energy efficiency of all fouctees increased considerably
which overall led to decrease in emissions destitectural shifts in economy
mix as well as its growing size. During the couo$@bserved period intensity
effect saved 20 249 kt of G@missions meaning that it can be accounted for as
much as 52% of development trajectory of @&missions. Figure 2 also reveals that
apart from 2009, intensity effect has always fabteraenvironmental effect. The
greatest savings of G@missions occurred between 2001 — 2007, when efaep
two years energy efficiency gains (2002 and 20G&5gvin range from 11% to 16%.
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For instance, in 2003 alone, energy intensity sttiat as much as 3 076 kt of
CQO, did not get release into atmosphere which reptedel6% improvement on
y-0-y basis and explained 50% of emission developrtrajectory of that year.
The value of latter indicator was not any spediates energy intensity compo-
nent played the most salient part throughout tems/an the observed period and
its importance among the other factors seemed timtbet by the aftermath of
economic crisis and austerity measures adopteathygovernment and business-
es. Despite that however, it needs to be notedbibiht Figures 2 and 3 suggest,
when taking into accounts the real physical volwih€0O, emissions or even y-0-y
changes intensity effect was slightly diminishingce 2008. In total effect this
was hidden by lower C{ncrements that would have been accredited toipcti
effect, but our analysis suggests its decreasargitr

Figure 3
Development of Slovakia CQ Emissions: Multiplicative LMDI Decomposition

Activity effect
1,10

1,05
1,00

Population effect, 0 Structural effect

16,90
0,65 —1998
,80 —1999
2000

EMF effect Intensity effect
Energy mix
effect
Activity effect Activity effect
1,20 1,20

2
1,007 1,00
0,30" 0,
Population effect 0,60 Structural effect Population effect <A 60 Structural effect
0,40 0,40
—2001 —2004

0,20 0,20 [
- —2002 -

——2005
/ 2003 L 2006
EMF effect Intensity effect EMF effect =™ Intensity effect

Energy mix Energy mix
effect effect
Activity effect Activity effect
1,20 1,10

Population effect,

1,05
1,00,
Structural effect Population effect, 095 Structural effect
690 \
—2007 0,65 —2010
80/ —2011

3 —2008 0,
2009 2012
EMF effect Intensity effect EMF effect Intensity effect

Energy mix Energy mix
effect effect

Source:Authors calculations.



348

These development trends require deeper analysshvis not in scope of
our paper but we suppose they were caused by imfluXDIl which brought
more advanced and more energy efficient technadogtgich enabled the jump
shifts in all three analyzed components (enerdgieffcy, activity and structural
effect) during the 2000's and as this impetusesfatdisappearing in the wake of
economic crisis of 2008 as all these effects haenlflattening out since the
influx of FDI to Slovakia significantly slowed down recent years. In case Slo-
vakia would become target of another wave of imiisproduction offshoring,
the development trends we could expect, might b qimilar, though gains
resulting from improved energy intensity will likebe lower as a consequence
of historical gains. Therefore, further advanceman€O, savings could have
more likely result from economic strategy that wbaim on attracting service
oriented companies rather than those of industryth@ other hand, Slovakian
dependence on automotive sector creates assumpiofigther industrial spe-
cialization in this segment and sudden reorientatibeconomy can hardly be
expected. We also need to accept the fact that €@fissions of Slovakia in
global context, are basically negligible and noteraivhat happens to its econ-
omy they are going to stay on this level.

3.4. Energy Mix Effect, Emission Factors Effect and Population Effect

Contribution of these factors was significantlyatler than that of previous
three. When summarizing the aggregate effect fervthole period, it can be
said that energy mix was responsible for 5%, emms&ctors for 2% and popu-
lation effect for approximately 0.2% of total @@®missions development. To be
specific both energy mix and emission factors teddcrease of emissions while
population effect has the opposite impact. As past of our analysis would
have require more detail data which unfortunateéremot available to us we
stress these result are only approximate and reebé read with cautious. We
estimated that energy mix saved approximately 11Q68f CO, emissions dur-
ing the observed period, 820 kt could be attribwitedmission factors (resulting
from the changes in power generation mix) and emxeeof 80 kt of C®emis-
sions was the consequence of population growthrallve can be said that
changes caused by these factors were more grasitlén were not subject of
external shocks (in form of FDIs) as in case oivitgteffect, economic structure
effect and intensity effect, and y-0-y changesedifetween —4% to +3% for
energy mix effect —2% to +1% for emissions factmd less than 0.4% changes
as a result of population effect. These results dlisstrates the fact, that gradu-
ally changing energy mix have had only limited ufhce on emissions, despite
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18% drop of energy usage and significant shift tolwadess polluting energy
sources (i.e. replacement of coal and oil by galsedectricity).

Even though this pathway can certainly bring fertprogress, it can hardly
be expected do deliver anything more than gradoal snprovement of emis-
sions. With projected demographic development ofv&ia we can only sup-
pose that its contribution to G@missions will be only minor influencer of GO
emissions increments and expected negative populgtowth will most likely
become another factor driving G@missions down.

Conclusion

Slovakia was able to significantly decrease its, @@issions during the re-
cent period which by large margin outperformed ¢benmitments which Slo-
vakia bound to in multiple international agreemef@®, emissions in four sec-
tors of Slovak economy which we examined in thipgradecreased by impres-
sive 32% despite the record economic growth thawefliia has been registered,
clearly so suggesting possibilities of decoupliegaeen greenhouse gases emis-
sions and economic development. However, closenigaion revealed contin-
uing relation between those variables. Even maerestingly, our decomposi-
tion analysis using LMDI technique helped us taifylahe contribution of CQ
emissions drivers of selected sectors, which isithm contribution of our paper
in comparison with others conducted with similauis, since other studies (IEA,
2012; OECD, 2011) lacked such quantification crutma policymaking. We
found the primary mover of CQOemissions responsible for 52% development
was energy intensity effect pushing emissions domdmje the following two
effects — activity effect and economy structureeetfffcan be attributed 25%
and 16% respectively of overall change in C&nissions in observed sectors
during the period 1997 — 2012. In our opinion thésee effects were to large
extent driven by exogenous factors in form of FBigl therefore with certain
caution it can be stated that as much as 93% efmetants of C@ emissions
development happened to large extent regardlessatibnal energy policy,
which was basically confirmed by incoherence aeg shanges in contributions
of individual effects. Although it needs to be addkat regulatory environment
determining the environment impact of investmefianced by Slovakia mem-
bership in EU undoubtedly played an important rélee combined contribution
of other three effects to Slovakian €@missions that we examined — energy
mix effect, emission factors effect and populatdfect which can be character-
izes as effects depending on indigenous policiesehed only approximately 7%
(5% energy mix effect, —2.1% emission factor dffe0.2% population effect).
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Observations of our study are in line with thoseetimg other EU members for
instance Portugal, Greece (or Ireland (see part this paper) that identified

similar patterns of development. However, sincesoftapers, which examined
the similar issue in Eastern Europe, have useérdift methods (except of one
of them — see part 1 of this paper) or aimed tatifléng other factors, we can-

not compare their results with ours.

Based on our observations we conclude that deredopof CQ emissions,
despite its undisputable and desired significacrabse, were mainly result of
exogenous actions not deliberate results of ndtienargy policies. Further-
more, we assume that economy policy focused oacdittg investors from ser-
vice sector could enable further cuts in emissiddhough we need to accept
the reality of industrial specialization that Sl&izis subject to and which place
constraints on expectations of development of ewgnmix in near to medium
term time frames.

The other factor that needs to be taken in to @ucrs relative negligibility
of Slovakian CQ@ emissions in global context. Therefore, with resge cli-
mate change as a consequence of GHG emissionsatesansible standpoint
Slovakia can adapt, is to direct available funde sensible adaptation and miti-
gation measures.
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