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Biases and debiasing of decisions in ageing military
systems

WC Pelser∗

Abstract

Many of the administrative decisions that must be made in a military environment
are complex and rely on a rational analysis of situations. Decisions within the domain of
ageing systems are particularly difficult and often riddled with different biases. This paper
investigates why rational thinking is not always the norm, and suggests possible ways to
assist decision making. A few biases are identified, and available debiasing techniques are
discussed. It was found that research in this field is limited and must be expanded in order
to ensure optimal decision.

Key words: Cognitive bias, motivational bias, debiasing.

1 Introduction

Military leaders are confronted with decisions from strategic to tactical levels. They
encounter uncertainty, lack of information and forced abstraction on the different levels.
Defence forces face an operating environment characterized by volatility, uncertainty, com-
plexity, and ambiguity. Military decision makers must make sense of this paradoxical and
chaotic setting. Succeeding in this environment requires decision makers that are willing
to embrace improvisation and reflection. Decisions within the domain of ageing systems
are particularly difficult and often riddled with different biases.

Carl von Clausewitz’s metaphoric description of the condition of war is as accurate today
as it was when he wrote it in the early 19th century [2]: “Their judgement was based
more on wishful thinking than on sound calculation of probabilities; for the usual thing
among men is that when they want something they will, without any reflection; leave
that to hope, while they will employ the full force of reason in rejecting what they find
unpalatable. – Thucydides, History of the Peloponnesian War”.

This paper starts with a review of literature on the areas of risk management, cognitive
biases, and motivational bias. The paper then applies the insight to the life cycle man-
agement of ageing military systems to identify typical risks and biases and suggest ways
to mitigate such biases.
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2 Literature study

Kahneman & Tversky [4] confirmed the presence of common cognitive biases in the pro-
fessional judgements of laypersons and experts. They were dissatisfied with the discrepan-
cies of classical economics in explaining human decision making, and developed the initial
tenets of a discipline now widely known as behavioural economics.

“Cognitive biases are departures from purely rational thought. They are systematic errors
in thinking that prevent us from being entirely rational. There are a number of causes.
One common cause is complexity. The human mind is not equipped to deal with the
sheer number of factors and their relationships in many situations found in a modern,
technologically-complex society. In order to counter this, we commonly use heuristics
(rules of thumb) to help assess complex situations.” Examples of heuristics may be rules
of thumb, educated guesses, gut reaction or common sense [9].

Since Kahneman & Tversky’s ground-breaking work, behavioural decision researchers have
identified a large number of biases in human judgement and decision making, each bias
showing a deviation from a normative rule of probability or utility theory. Montibeller
& von Winterfeldt [5] focused on biases that are relevant for decision and risk analysis
because they can significantly distort the results of an analysis and are difficult to detect
and correct.

Montibeller & von Winterfeldt [5] define a cognitive bias as a systematic discrepancy
between the “correct” answer in a judgemental task, given by a formal normative rule,
and the decision maker’s or expert’s actual answer to such a task. Montibeller & von
Winterfeldt regard motivational biases, which include conscious and unconscious distor-
tions of judgements and decisions, made within an organizational context and because
of self-interest, fear and social pressure, as equally important. Montibeller & von Win-
terfeldt point out that the methods for reducing motivational biases is fundamentally an
unexplored research field.

Motivational bias is the adjustment of response motivated by perception of reward or
penalty. Motivational bias is different from cognitive bias, in which a discrepancy, usually
subconscious, is introduced by the manner in which the individual processes informa-
tion [5]. All motivational biases are hard to correct [5]. An example of a motivational bias
given by Montibeller & von Winterfeldt [5] is the underestimation of the cost of a project
to provide more competitive bids. This is definitely the case in decisions regarding life
cycle management of ageing military systems.

According to the United States (US) Army [7], research suggests that consequences of
intuitive decision making, and therefore of relying on heuristics and succumbing to cog-
nitive biases, become more prevalent in situations of greater complexity or uncertainty.
Insight into the nature of human decision making has important implications for the US
Army, its mission and the decisions military professionals make. The US Army [7] pro-
vides awareness of existing research on decision making in general and, more specifically,
cognitive biases, that may inform US Army efforts to prepare its soldiers and leaders for
the environment of the future.
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3 Reduction or mitigating of biases (debiasing)

Debiasing is the reduction of bias, particularly with respect to judgement and decision
making. According to Montibeller & von Winterfeldt [5], debiasing refers to attempts to
eliminate, or at least reduce, cognitive or motivational biases. Early attempts showed the
limited efficacy of debiasing tools, i.e., to which degree they reduced the bias and brought
judgments close to the required normative standard, but recently researchers have become
somewhat more optimistic about overcoming biases, particularly with the use of adequate
tools and methods [5].

Bias training can result in debiasing at a general level in the long term. Morewedge et al. [6]
found that training provides mitigating strategies that can reduce some biases. For ex-
ample, a person may learn or adopt better strategies by which to make judgements and
decisions.

Debiasing can occur as a result of changes in external factors, such as changing the in-
centives relevant to a decision or the manner in which the decision is made. Debiasing
can play an important role to improve decisions regarding life cycle management of ageing
military systems.

4 Application: Decision biases in the life cycle management
of ageing military systems

The following common scenario provides a practical example to discuss biases that influ-
ence decisions regarding ageing military systems.

Multiple factors conspire against optimal decision-making in the life cycle management
of ageing military systems. It is often the case that system deterioration develops due
to sustained under-resourcing and under-investment, especially in financially constrained
defence environments. This leads to perceptions of performance obsolescence when com-
pared to the latest state-of-the-art competitors. These deficiencies are often not as relevant
when it comes to the “simple” work-horses of defence, such as transport fleets. The typical
tendencies are numbered for ease of reference when discussing the possible biases.

1. Multiple operational and support challenges arising from a lack of proper investment
(underinvestment).

2. Pessimism and “challenge fatigue” among operational, maintenance and man-
agement staff.

3. Resulting perceptions of technological obsolescence, of being unable to logis-
tically support the system into the future, and of imminent end-of-system-life.

4. Inadequate expertise to analyse the cost and effectiveness of all system life-
cycle alternatives. These options include the following:

(a) Continue as-is;

(b) Logistic re-capitalisation;

(c) Life extension;

(d) Upgrade;
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(e) Phase-out with replacement;

(f) Phase-out without replacement (i.e., doing without a capability); and

(g) Phase-out and replacement with a non-materiel solution (i.e., delivering the
capability in some other way such as doctrine change, or via another existing
system).

5. The so-called “conspiracy of optimism” — that a new acquisition project will be
successful, within schedule and budget, and that a new system will be more effective,
efficient and economical despite frequent evidence to the contrary.

6. Ingrained preferences for specific systems, suppliers or countries of origin.

7. Vested personal interests, such as the opportunity to manage large programs,
often with attractive foreign deployments.

8. Political preferences, such as changing alliances.

4.1 Bias 1: Myopic problem representation

Myopia is also known as near-sightedness.

Description: This bias occurs when an oversimplified problem representation is adopted,
based on an incomplete mental model of the decision problem [5].

Evidence: This bias focuses on one option — to acquire a new system — regardless of
implications, that defies all logic. It focuses on a small number of objectives — a single
future state of the world — such as unfounded expectations of lower operations, acquisition
and support cost [5].

Relevant tendencies are the following:

• 1 — Under-investment; and

• 4 — Inadequate expertise to analyse cost and effectiveness.

Debiasing techniques are the following:

• Explicitly encourage thinking about more objectives [5];

• Encourage evaluating viable new alternatives [5]; and

• Encourage thinking of other possible states of the future [5].

4.2 Bias 2: Availability or ease of recall

Description: The bias occurs when the probability of an event that is easily recalled, is
overstated [8].

Evidence: In this case, the eagerness of having a new system is overstated. The expec-
tation of a new system without problems overshadows the train of thought. All elements
of life cycle costs of systems are often not taken into account.

Relevant tendencies are the following:

• 5 — Optimism conspiracy.
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New equipment tends to have a “honeymoon period” in which few problems are experi-
enced; institutional memory of this tendency provides an easily available metaphor.

Debiasing techniques are the following:

• Encourage thinking about other possible states of the future;

• Apply devils advocacy; and

• Provide facts and statistics [5].

4.3 Bias 3: Affect influenced

Description: This bias occurs when there is an emotional predisposition for — or against
— a specific outcome or option that taints judgements [5]. This is probably triggered when
facing a difficult decision and a “gut feeling” is used.

Evidence: Several studies [5] that assess the role of affect causing an inverse perceived
relationship between positive and negative consequences related to pandemics and human-
caused hazards. Affect influences the estimation of probabilities of events [5].

Relevant tendencies are the following:

• 3 — Perceptions of technological obsolescence;

• 7 — Vested personal interests; and

• 8 — Political preferences.

Debiasing techniques are the following:

• Avoid loaded descriptions of consequences in the attributes [5];

• Cross-check judgements with alternative elicitation protocols when eliciting value
functions, weights, and probabilities [5];

• Use multiple experts with alternative points of view [5]; and

• Enforce formal decision making methods.

4.4 Bias 4: Confirmation

Description: Confirmation bias is the tendency to find, interpret, favour and remember
information so that it confirms pre-existing beliefs [1]. This may lead to the unconscious
selective use of facts.

Evidence: Confirmation bias is evident in several experimental settings, such as in infor-
mation gathering, selection tasks, evidence updating, and own-judgement evaluation [5].

Relevant tendencies are the following:

• 3 — Perceptions of technological obsolescence;

• 7 — Vested personal interests; and

• 8 — Political preferences.

Debiasing techniques are the following:

• Use multiple experts with different points of view [5];
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• Generate and test alternative hypotheses;

• Challenge assessments with counter-facts [5]; and

• Probe for evidence for alternative propositions [5].

4.5 Bias 5: “Conspiracy of optimism” or optimism bias

Description: The bias occurs when the desirability of an outcome leads to an increase
in the extent to which it is expected to occur. It is also called “wishful thinking” or
“desirability of a positive event or consequenc” [5].

People tend to overestimate the probability of positive events and underestimate the prob-
ability of negative events happening to them in the future. A number of factors can explain
unrealistic optimism, such as perceived control [8].

Evidence: This bias is observed when people’s subjective confidence in their own ability
is greater than their objective (actual) performance. It is frequently measured by having
experimental participants answer general knowledge test questions; they are then asked
to rate on a scale how confident they are in their answers [1]. The UK Treasury now
requires that all ministries develop and implement procedures for megaprojects that will
curb so-called “optimism bias” [3].

Relevant tendencies are the following:

• 5 — Optimism conspiracy.

Debiasing techniques are the following:

• Use formal methods of decision making;

• Provide facts and statistics [5];

• Use multiple experts with alternative points of view [5]; and

• Use decomposition and realistic assessment of the facts [5].

4.6 Bias 6: Desirability of options or choice

Description: This bias leads to over- or underestimating probabilities, consequences,
values, or weights in a direction that favours a desired alternative [5].

Evidence: Only anecdotal evidence, such as the biased estimates of probabilities and
impacts in risk assessment [5].

Relevant tendencies are the following:

• 6 — Ingrained preferences.

Debiasing techniques are the following:

• Use analysis by multiple stakeholders with different backgrounds providing different
value perspectives; and

• Use multiple experts with different opinions for evaluation [5].
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4.7 Bias 7: Omission of important variables

Description: This is the tendency to overlook important aspects when making decisions.

Evidence: Important facts and decision variables are omitted to enhance a particular
choice.

Relevant tendencies are the following:

• 4 — Inadequate expertise to analyse cost and effectiveness;

• 5 — Optimism conspiracy;

• 6 — Ingrained preferences;

• 7 — Vested personal interests; and

• 8 — Political preferences.

Debiasing techniques are the following:

• Explicitly encourage thinking about more objectives [5];

• Use formal methods of decision making;

• Defining balanced expert groups;

• Encourage evaluating viable new alternatives; and

• Encourage thinking of other possible states of the future.

4.8 Bias 8: Pessimism

Description: The pessimism bias is a cognitive bias that causes people to overestimate
the likelihood that bad things will happen. This bias distorts people’s thought process,
and can be detrimental to your emotional wellbeing, which is why it is strongly associated
with various mental health issues, and most notably with depression.

Evidence: Undesirability of a negative event or outcome (precautionary thinking, pes-
simism) [5]. Pessimism will unquestionably influence the thought processes of decision
makers.

Relevant tendencies are the following:

• 1 — Under-investment;

• 2 — Pessimism and “challenge fatigue”; and

• 3 — Perceptions of technological obsolescence.

Debiasing techniques are the following:

• Use formal methods for the analysis;

• Use uninvolved, independent teams to provide cross checks; and

• Provide facts and statistics to inform decision makers.

Table 1 summarises typical tendencies, and possible biases underlying these tendencies.
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Biases
1 2 3 4 5 6 7 8

Tendencies Myopic Availability Affect Confirmation Optimism Choice Omission Pessimism

1
Under-

X X1
investment

X X

2
Pessimism

X2 X

3
Obsolescence

X X X3
perceptions

X X X

4
Inadequate

X X4
analysis

X X

5
Optimism

X X X5
conspiracy

X X X

6
Ingrained

X X6
preferences

X X

7
Personal

X X X7
interests

X X X

8
Political

X X X8
preferences

X X X

Table 1: Summary of tendencies and possible biases.

5 Conclusion

This paper summarised literature on the topic of cognitive biases. Some typical biases ap-
plicable to this scenario of decision-making in the life cycle management of ageing military
systems were identified and defined. Evidence to substantiate each bias was discussed, fol-
lowed by the specific relevant tendencies within the scenario of decision-making in the life
cycle management of ageing systems. Lastly, debiasing techniques that could be of value
in combating these biases and tendencies were suggested.

The article highlights the existence of typical erroneous tendencies and biases in decision-
making on life cycle management of military systems, and provides a conceptual basis for
a systematic approach to bias detection and mitigation. The conceptual basis can serve
as foundation for further analysis. It will ensure that all tendencies and biases are covered
and broadened to other decisions in a specific military environment, for example research
in support of developmental training.
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Comparing the efficiency of two picking policies in
a retail warehouse via simulation

P Cilliers∗ JH van Vuuren†

Abstract

A well-known logistics company is faced with the problem of deciding on the
most efficient stock picking policy of two possible strategies for the picking of multiple
frozen stock items in the freezer section of one of its retail warehouses. Both picking
strategies are aimed at picking frozen stock items for multiple customers along a
single delivery vehicle route at a time, and repeating this for various vehicles. The
picking strategies are referred to as Picking Policies A and B, where Picking Policy A
prioritises the picking of frozen stock items on a customer-by-customer basis, while
Picking Policy B prioritises the picking process on a stock item by stock item basis.
In order to compare the relative efficiency and practical workability of these picking
policies, an agent-based simulation modelling approach is adopted. The aim in the
stock picking simulation model developed for this purpose is to record the total time
spent by order pickers in the system when picking (according to the two picking
policies), packing and transporting stock items from the freezer section of the retail
warehouse to the dispatch area for each picking policy over time, based on historical
demand data. Due to stochastic elements involved in customer orders and order
picker behaviour, the study is carried out at a specific level of statistical significance.
The results show with 99% confidence that Picking Policy B outperforms Picking
Policy A. This result is intended as decision support for the investigated logistics
company, assisting it in making an informed decision in respect of the implementation
of a preferred picking policy.

Key words: Logistics, warehouse, picking policies, agent-based modelling, simulation.

1 Introduction

Modern logistics has become more and more customer-centric in recent years [3]. Retail
warehouses, therefore, continually strive to improve their responsiveness to customer or-
ders. Any underperformance in respect of order picking in a retail warehouse can lead to
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inefficiency in the operations of the warehouse, and consequently the entire supply chain,
potentially causing major customer dissatisfaction and/or lost opportunity cost. In order
to achieve the level of responsiveness expected by customers, retail warehouses primar-
ily aim to shorten the time required to consolidate orders from warehouse stock keeping
units (SKU). The travel time of an order picker when consolidating orders is typically
an increasing function of the travel distance covered by the picker within the warehouse.
Consequently, warehouse managers tend to pursue minimisation of expected order picker
stock picking duration as the primary objective in warehouse management optimisation.
A critical problem experienced in retail warehouses is to decide on an order picking pol-
icy aimed at pursuing this objective [2]. The development of high-quality order picking
policies for retail warehouses by exact or heuristic optimisation means has therefore been
among the top retail research topics in recent years [1].

The focus in this project is on a real-world case study of the picking policies within a retail
warehouse managed by an industry partner attached to the project. There is currently
uncertainty among the management of the industry partner’s Cape Town warehouse as to
which of the two proposed policies should be implemented (i.e., is superior in terms of the
objective mentioned above). An agent-based simulation model is therefore developed in
this paper for quantifying the effects of two different picking policies so that their relative
efficiencies can be compared within the frozen food section of the industry partner’s Cape
Town warehouse.

According to the first picking policy, henceforth referred to as Picking Policy A, order
pickers are required to pick all the stock destined for delivery to customers along a single
delivery vehicle route, but pick per customer along that route at a time. Order pickers
thus only pick what is required of a specific product for a single customer at a time and
may hence have to return later to a specific SKU to pick stock for a separate customer
by the same vehicle. According to Picking Policy B, on the other hand, order pickers are
also assigned to pick all the products for delivery along a single vehicle route, but are not
required to perform this picking process separately per customer. Order pickers therefore
pick all the necessary products required for the customers assigned to the entire route in
one go, and deposit the stock in a dispatch area where the orders then have to be separated
into customer consignments.

A comparison is carried out in this project of the aforementioned two picking scenarios
in an extensive computer simulation experiment. The objective of this experiment is to
gather statistical evidence according to which a decision support recommendation can be
made to the industry partner in respect of which policy to implement.

2 Simulation model

An agent-based modelling approach is adopted in this paper for implementation within the
AnyLogic software suite. AnyLogic offers continuous, discrete and, importantly, GIS
animation and mobility functionalities, which are useful in the context of this study [4].

Several components of the AnyLogic software suite are utilised to transform the underly-
ing dynamics and behaviour of the operations within the retail warehouse of the industry
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partner attached to this project into the computer simulation environment. The simula-
tion model components are object classes which represent distinct agents, or entities, in
the simulation model. Agents are viewed as the building blocks of the simulation model
and may represent physical or abstract entities. Picking trolleys, reach trucks, SKUs,
materials, and pallet batches are all instances of object classes employed in the simulation
model developed as part of this project. In order to translate the dynamics and behaviour
of the orders picked by the picking trolleys and the replenishment operations associated
with the empty SKUs into executable code in AnyLogic, several components of agents,
variables, parameters, functions and scheduled event triggers are adopted to construct
code sequences which define agents that mimic the behaviour of the order picking process
of the industry partner.

2.1 General model description

The primary entities responsible for the execution of the underlying simulation model
consist of agents referred to as picking trolleys, picked batches, material batches and
reach trucks. A picking trolley, which is manned by an order picker, is responsible for
the consolidation of customer orders. The flow chart constructed for the agent picking
trolleys in Figure 1 dictates the behaviour of a picking trolley. Picked batches function as
queues which facilitate storage of a pre-specified number of product units, while a picking
trolley travels from point to point with the picked batch present on it. Consequently,
the picked batch acts as a container in which the order picker can place product units.
Once the picked batch reaches its capacity or the end of an order consolidation list, it
is programmed to travel to the depot area where the picked batch is released. Material
batches, on the other hand, are used to store and batch each type of available product
unit into the corresponding batch sizes in which the product units are stored in the SKUs
of the retail warehouse. Once the material batch is empty, a reach truck is responsible for
the removal and replenishment of an identical material batch in the SKU.

Upon initiating a simulation run, the graphical user interface (GUI) is visually presented
upon execution to allow the user to enter input parameters for a desired comparison. For
both picking policies, the number of picking trolleys responsible for the order picking op-
erations and the number of reach trucks responsible for the SKU replenishment operations
are specified via the GUI so as to allow the user to observe and compare the effects of
various combinations of picking trolleys and reach trucks introduced.

Several assumptions were made with respect to the development of the simulation model.
These assumptions are as follows:

• An order picker’s travel speed is uniform at 3.5 m/s. This speed remains constant
regardless of the number of product units that are placed in the picked batch (which
is located on the picker’s picking trolley).

• A reach truck’s travel speed is uniform at 5 m/s. This speed also remains constant
regardless of whether it is travelling empty or carrying a material batch.

• Order pickers always remove the correct products from each picking bin.

• A material batch’s content decreases by the same number of product units as that
by which the order picked by an order picker increases.
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• The time taken by an order picker to pick a product unit from a picking bin and to
place it in the picking trolley’s picked batch is constant for each picking bin.

• Picking trolleys do not experience any warehouse traffic as a result of congestion
within SKU aisles.

• In cases where order pickers are required to pick a quantity of product units larger
than the current number of product units present in the associated material batch,
the material batch is removed from the SKU and is replenished, whereafter the
order picker picks the remaining product units from the replenished material batch.
Hereafter, the order picker continues with its picking operations as dictated by the
shipment order list.

Figure 1: Flowchart of the behaviour of a picking trolley when consolidating an order.

2.2 The dynamics of the model components

The order repacking operation is applied to sort all picked batches associated with a
single order consolidation list so that all product units destined for a single customer
order is located on a single picked batch. Although a customer’s order can be separated in
multiple picked batches, as illustrated in Figure 2(a), a customer order is preferably located
on a single picked batch if feasible according to the picked batch capacity constraint, as
illustrated in Figure 2(b).

As Picking Policy A is picked per customer, the order repacking process only occurs in this
case when a new customer’s product units are located in different picked batches due to



14 P Cilliers & JH van Vuuren

the behaviour adopted by an order picker. In cases where the product units of a customer
order are located in two different picked batches due to the order volume being larger than
the capacity available in a picked batch, as illustrated by Figure 3, no order repacking is
applied to these picked batches.

Figure 2: Nature of the repacking process. Different colours denote different customer orders

(all destined for delivery by a single vehicle).

Figure 3: Picked batches constituting a large customer order when picked according to Picking

Policy A. Different colours denote different customer orders (all destined for delivery by a single

vehicle).

The occurrence of repacking is thus smaller for Picking Policy A than for Picking Policy
B, as 100% of picked batches are required to be repacked when adopting Picking Policy
B (because consecutive entries in the shipment order list may be associated with different
customers). In cases where a customer order’s product units are located in multiple picked
batches, such a multi-picked batch is assumed to be repacked at a rate of 600 product units
per hour at the depot area, as six active employees are responsible for repacking. In the
simulation model, the order repacking process is only executed once all picked batches
have been completed (i.e., at the end of the simulated period, the length of which is one
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week for the purpose of this paper)1. Once all shipment orders have been completed for
the given time period, the model scans each picked batch and determines the number of
picked batches associated with each customer order. Any customer’s product units that
are located in multiple picked batches, cause those batches to be added to the repacking
list. Once the simulated repacking duration has been calculated, this time is added to a
total duration tally associated with the respective picking policy.

2.3 Picking policy simulation

The order picking list presented to each order picker prior to commencing picking opera-
tions conforms to the tabular format illustrated in Table 1. Picking operations carried out
according to Picking Policy A are picked per customer. All customer orders are therefore
picked separately (i.e., a customer order is completed before commencing picking oper-
ations for the next customer in the order picking list). Picking operations according to
Picking Policy B are not picked per customer. Instead, the product units required by all
customers associated with a single shipment are picked together, one product unit at a
time, so that order pickers never have to return to the same picking bin during the picking
operations of a shipment. While the same simulation model is applicable to both picking
policies, a modelling distinction between the two policies is made by presenting the model
with differently sorted picking lists, as illustrated in the table below.

Table 1: The original format of a picking list (that is, for Picking Policy A) and a picking list

according to Picking Policy B.

3 Simulation results

The key performance indicator (KPI) employed in this paper to measure the relative effi-
ciency of the two picking policies, is the total time it takes order pickers to complete both

1In the retail warehouse of the industry partner, vehicles despatch consolidated orders from the depot
daily. However, as the frequency of despatches, for the purpose of this comparison study, do not have an
effect on the outcome of this paper, vehicles are modelled as despatching consolidated orders weekly.
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a week’s shipment picking and repacking operations associated with actual historical de-
mand data, measured over multiple weeks. As customer demand and the sizes of customer
orders fluctuate over time, the number of order shipments to customers per week varies.
This results in a comparison of the relative efficiency of the picking policies over weekly
numbers of shipments ranging from 11 shipments (during week 5) to 68 shipments (during
week 7).

Because all batches picked according to Picking Policy B have to be repacked (at a rate
of 600 product units per hour), the total duration (measured in seconds) of consolidating
orders according to Picking Policy B is calculated as

Total Duration = Simulated Duration + 6(# of Picked Batches).

In contrast, only a proportion ρi of batches picked according to Picking Policy A that have
to be repacked is calculated separately for the simulation run of week i. The repacking
rate remains constant for both picking policies (600 product units per hour), and so the
total duration of order consolidation according to Picking Policy A is calculated as

Total Duration = Simulated Duration + 6ρi(# of Picked Batches).

Picking Policies A and B were simulated over the sixteen weeks for which demand data
were provided by the industry partner for a combination of three order pickers and two
reach trucks being available to carry out order consolidation for both picking policies
(these numbers were specified by the industry partner). The results obtained by applying
the simulation model to the aforementioned data are presented in Figure 4. The results
are reported separately for the sixteen weeks for which data were made available by the
industry partner. The fluctuations present in the results are due to varying customer
demand.
The results of Figure 4 are further consolidated in the form of box plots in Figure 5. From
these boxplots, the following conclusions may be drawn:

1. The variance of order consolidation durations for each picking policy is largely due
to fluctuating customer demand per week.

2. The quickest time to consolidate a week’s shipment orders was achieved via Picking
Policy B during week 5.

3. The longest time to consolidate a week’s shipment orders was achieved via Picking
Policy A during week 7.

4. The mean order consolidation time according to Picking Policy B is 27% shorter
than that of Picking Policy A.

The Friedman statistical test was employed to test whether the relative performances of
the two picking policies could be considered to be statistically distinguishable at a 99.9%
level of confidence (i.e., for a statistical significance of α = 0.001). The null hypothesis
H0 of the test was taken as “there is no significant difference between the mean order
consolidation time according to Picking Policy A and that according to Picking Policy B.”
The test statistic was computed as F = 16, while the relevant χ2-critical value was found
to be χ2

1,0.001 = 10.828. The ρ-value associated with the Friedman test was ρ = 0.00006.
The null hypothesis H0 was therefore rejected (i.e., it was shown with 99.9% confidence
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that there is indeed a significant difference between the mean order consolidation time
according to Picking Policy A and that according to Picking Policy B).

Figure 4: Order consolidation durations for three order pickers and two reach trucks.

Figure 5: Comparison of the weekly order consolidation durations over sixteen weeks according

to Picking Policies A and B, for three order pickers and two reach trucks in the modelled system.

4 Conclusion

The results and insights generated in this paper will allow the industry partner’s managers
to compare the two policies on equal terms. This ability is expected to bring valuable
additional facts to the discussion table, which will aid the industry partner in implementing
the superior picking policy. Furthermore, based on the level of detail incorporated into
the simulation model, as well as the fact that regular interaction was maintained with
a representative of the industry partner in respect of providing model input data and
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parameters, the manner of execution of this project caused the industry partner to develop
confidence in the model and the results that it yielded.
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Abstract

Scheduling is, at present, still considered a recurring problem in modern manufacturing
environments. The Job Shop Scheduling Problem (JSP) is one of the most difficult scheduling
problems to solve and is known to be an NP-hard problem. To solve the problem, researchers
have implemented several dispatching rules, heuristics and metaheuristics in the single and
multi-objective domain. Typically, metaheuristics have performed better than common rules
and heuristics, and have proven to be more effective in finding good schedules. In the past,
researchers used weakly conflicting objectives to find good solutions for the multi-objective
JSP. This paper provides a comparison of different metaheuristics for solving a stochastic bi-
objective JSP, where the makespan and total overtime objectives are to be minimised. The
makespan and total overtime objectives are shown to be conflicting. A novel ranking and
selection technique, Procedure MMY, is implemented to determine the approximate Pareto
set and guarantee the probability of correct selection of the best scenarios.

Key words: Job shop scheduling, Procedure MMY, ranking and selection.

1 Introduction

According to Yang & Gu [20] the scheduling problem is viewed as one of the most important
and hardest combinatorial optimisation problems due to its complexity and frequency in
practical applications. Furthermore, machine scheduling problems can be divided into,
but are not limited to, single machine, parallel machines, flow shop, flexible flow shop, job
shop, open shop, etc. This paper will focus on the Job Shop Scheduling Problem (JSP)
which is an NP-hard problem, when more than three resources are present [6, 12]. This
problem is not only NP-hard, but it also has the well-earned reputation of being one of
the most computationally stubborn combinatorial problems considered to date [2].

The JSP has previously been modelled and evaluated in the multi-objective optimisation
domain, by minimising several common performance indicators (e.g., makespan, average
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job tardiness, average flow time, etc.) as seen in [11]. These performance indicators are,
however, weakly conflicting. This paper therefore proposes a bi-objective optimisation
problem that minimises the makespan and total overtime objectives, which are conflicting
objectives.

This paper reports on part of a research project that has the objective to develop a
prototype real-time simulation scheduler for a sensorised job shop, which is to serve as a
decision support tool so that unexpected disturbances in the shop can be overcome by the
generation of new schedules with real-time data from the shop. The paper will focus on the
expansion of the developed system, as described in [15, 16, 17], from the single-objective
to the multi-objective domain. Several metaheuristics will be compared based on their
performance when solving the stated bi-objective JSP. The best performing metaheuristic
will then be used in conjunction with the recently developed MMY ranking and selection
algorithm [22] that ensures the probability of correct selection of alternatives.

A summary of the relevant literature is provided in §2, which is followed by a discussion
of the experiments that were conducted with the results detailed in §3. The outcome of
the ranking and selection is discussed in §4, and finally, a conclusion is provided in §5.

2 Literature review

In this section, the required literature to understand the JSP, as well as the methods
that were implemented to solve the bi-objective JSP, is provided. The previous use of the
stated objectives is also mentioned and discussed.

According to McKay et al. [10], management scientists became interested in the scheduling
problems faced by manufacturers during the 1950s and early 1960s. The JSP is one of
these scheduling problems and it is still attracting the attention of researchers due to its
complexity. The JSP can be defined as follows [5, 7, 8, 9, 24]:

• There is a set J of n jobs {J1, J2, . . . , Jn} that must be processed on a set M of m
machines {M1,M2, . . . ,Mm}.
• Each job i consists of a finite and predetermined sequence of j operations, Oi =
{oi,1, oi,2, . . . , oi,ji}, where the operation order is fixed.

• An operation may only be assigned to an available machine forming part of the set
M .

• A machine can process at most one operation at a time, and no preemption is allowed.

• Each operation oi,j has a processing time pi,j .

• The aim is to find a schedule for processing these n jobs on the m machines.

Dispatching rules are typically used to generate the schedules for processing these n jobs.
The dispatching rules indicate which job the operator must selected next, to start its
processing step on the machine. Typical dispatching rules that have been used to solve
the JSP include, but are not limited to, shortest processing time first, earliest due date,
first-come-first-served, most-important-job-first, etc. [4, 19]. Although these dispatching
rules are quite simple to implement, they are consistently outperformed by metaheuristics,
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which was observed in [17]. Due to this outcome, the study will focus on implementing
metaheuristics to find sufficiently high quality solutions to the stated JSP.

Due to the large amount of research that has gone into implementing different metaheuris-
tics to solve the JSP, as observed in a survey by Chaudhry & Khan [3], it is difficult to
choose a single best approach to solve any given JSP. For this reason, it was decided to
implement four different metaheuristics to solve the JSP presented in this research study.
The four metaheuristics that were implemented are the Multi-objective Simulated Anneal-
ing (MOSA) algorithm, which is a trajectory-based algorithm, the Non-dominated Sort-
ing Genetic Algorithm II (NSGAII) and the Multi-objective Genetic Algorithm (MOGA)
— which are biologically inspired population-based algorithms — and lastly, the Multi-
objective Optimisation Cross Entropy Method (MOOCEM), which is another population-
based algorithm with a stochastic basis.

After the selection of the metaheuristics, the objectives that need to be optimised had
to be determined. The objectives that have typically been used throughout literature to
solve the JSP, include the makespan, total tardiness and total idle time of machines, as
observed in [1, 11, 14]. These objectives are, however, not in conflict with each other. If
the makespan of a schedule is minimised, it would be expected that the total tardiness
of jobs and the idle time of machines would also be minimised, and vice versa. This
assumption was tested and the output of the test confirmed that when the makespan of
a schedule is minimised, the tardiness will also be minimised, as seen in Figure 1. The
correlation coefficient was determined to be 0.738 by conducting a correlation test. The
positive correlation between these two objectives, illustrated by the blue trend line in
Figure 1, therefore suggests that they are strongly related to each other and that they
should not be used in conjunction in a multi-objective JSP.

Due to the assumption that preemption is not allowed, the processing step of a job must
be finished without interruption. This can result in overtime if the processing step is still
ongoing at the closing time of the shop. It was therefore decided to use makespan and
total overtime as objectives. When the makespan of a schedule is minimised, it is expected
that more overtime is required and that the total overtime will increase. On the other
hand, if the total overtime is minimised, the makespan of the schedule will increase. This
assumption was also tested by conducting a correlation test. The correlation coefficient
was determined to be −0.066, which indicates that there is low correlation between these
two objectives. The correlation between the objectives are illustrated by the blue trend
line in Figure 2.

Overtime has previously been used as an objective in a multi-objective JSP, as seen in
[13, 23]. Rohaninejad et al. [13] studied a multi-objective flexible JSP with machine
capacity constraints. In the study, a hybrid genetic algorithm based on the ELECTRE
method was used. Zhang et al. [23] determined a robust schedule for a flexible job
shop scheduling problem with flexible workdays, by using either a goal-guided multi-
objective tabu search or a goal-guided multi-objective hybrid search. Both these studies
did, however, assume deterministic processing times, which may not adequately mimic a
real world job shop, as processing times are often stochastic. Therefore, what differentiates
this study from the previous studies, is the use of stochastic processing times. Both these
studies also focus on smaller instances for testing by limiting the number of jobs to sixteen
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in [13] and fifty in [23]. This study will, however, use three different test scenarios, i.e.,
50, 100 and 200 jobs, that must be processed on eight machines. In the next section, the
test scenarios and their results are discussed in further detail.
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Figure 1: Correlation of makespan and average job tardiness as objectives.
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Figure 2: Correlation of makespan and total overtime as objectives.

3 Experiments and results

A discussion of the test scenarios that were conducted, as well as the results that were
observed, is provided in this section. First, three test scenarios were created for the
purpose of testing the metaheuristics. Weber et al. [18] state that the standardisation
and systematisation of test data for the JSP is still lacking. This is also true for the
stochastic JSP, and, therefore, randomly generated test data for the three test scenarios
containing 50, 100 and 200 jobs, respectively, were used. In order to ensure that the
data would not favour a single method, careful attention was given when the data were
randomly generated. The processing times were sampled from a log-normal distribution
to introduce stochastic processing times. The log-normal distribution was chosen in this
study to ensure that the processing times that were sampled are all positive, as negative
processing times are not allowed.

Each of the chosen metaheuristics was then applied to the stated test scenarios, by con-
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ducting 500 experiments per metaheuristic for each scenario. To determine the best per-
forming metaheuristic, performance metrics needed to be selected in order to compare the
generated approximate Pareto sets. The metrics selected for the comparison tests are the
generational distance (GD), hyper-area ratio (HR) and maximum spread (MS), as pre-
sented in [21]. The results were compared with the paired t-test because the experiments
are independent and normality was assumed through the central limit theorem, as well as
unknown and unequal variances for the results. The mean performance metric value for
each metaheuristic and test scenario is provided in Table 1.

50 jobs 100 jobs 200 jobs
Metaheuristic GD HR MS GD HR MS GD HR MS

MOGA 7.232 0.937 0.515 96.002 1.064 0.421 129.163 1.116 0.406
NSGAII 3.788 0.909 0.647 54.052 1.020 0.543 77.466 1.080 0.561
MOOCEM 9.336 0.921 0.458 119.291 1.060 0.374 182.124 1.132 0.291
MOSA 5.738 0.939 0.586 77.555 1.048 0.479 97.240 1.136 0.530

Table 1: Mean performance metric values for each metaheuristic and the different test scenarios.

An example of a p-value table that was generated from the paired t-tests that were con-
ducted can be seen in Table 2. Because of a p-value of 0.744, it is evident that the
performance of the MOSA and MOGA metaheuristics for the HR performance metric of
the 50 job test are not statistically different. The performance of MOOCEM and NSGAII
are also not statistically different (with a p-value of 0.06). All the other comparisons
indicate that the metaheuristics are statistically different from the others for the HR per-
formance metric. Due to space limitations, the other p-value tables will not be provided.

MOGA NSGAII MOOCEM MOSA

MOGA – 0 0.015 0.744
NSGAII 0 – 0.060 0
MOOCEM 0.015 0.060 – 0
MOSA 0.744 0 0 –

Table 2: HR p-value table for 50 job test scenario.

The comparison tests that were conducted for all three test scenarios indicated that the
NSGAII consistently performed the best of all the metaheuristics. The NSGAII was there-
fore chosen to be used in conjunction with the recently developed ranking and selection
algorithm for stochastic systems, called Procedure MMY. The implementation of Proce-
dure MMY and results observed for the procedure are discussed next.

4 MMY integration and results

The MMY ranking and selection algorithm for discrete stochastic simulation problems was
proposed by Yoon [22]. There are three variations of the MMY algorithm, namely MMY,
MMY1 and MMY2. The MMY procedure was designed to find a relaxed Pareto set, while
MMY1 and MMY2 were devised to seek the true Pareto set without the indifference-zone
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(IZ) concept and the true Pareto set with the IZ concept, respectively. For this study,
the MMY procedure was selected for generating the relaxed Pareto set. This procedure
was selected because both the MMY1 and MMY2 procedures are very strict with the
inclusion of solutions into the Pareto set, while the MMY procedure would rather include
the solutions where indifference is present.

Before the MMY procedure could be applied, the NSGAII was again applied to the three
test scenarios created previously. The NSGAII then determined a set of fifty solutions,
consisting of dominated and non-dominated solutions, for each test scenario. For each of
these solutions the simulation model was run independently 1 000 times as a preliminary
step in order to estimate the unknown true means of the two objectives as best as possible.
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Figure 3: The estimated true means of the 50 solutions of the 50 job test scenario.

The estimated true means of the fifty solutions for the 50-job test scenario are presented in
Figure 3 (as an example). When the MMY procedure was applied to the generated data,
the IZ value for each objective was set to δ∗1 = 12 hours and δ∗2 = 7 hours, respectively,
for the 50-job test scenario. The IZ values, δ∗1 and δ∗2 , are the ranges that are defined
for each objective by the user of the system. If the objective values of two solutions are
within the IZ value of that objective, then the solutions are considered to be indifferent to
each other. The probability of correct selection P (CS) was chosen to be 0.95, and the first
stage sample size was set to be n0 = 10. When the true means in Figure 3 are examined,
true Pareto set Q = {12,50} is obtained. However, the MMY procedure identified that the
Pareto set with IZ is QIZ = {12,14,50}. The relaxed Pareto set can therefore be defined as
QR = {12,14,50} for the 50-job test scenario. The total number of simulation replications
assigned to the systems in QR were N12 = 95, N14 = 95 and N50 = 75. The observed
members of the Pareto set were selected with a guaranteed probability of correct selection,
due to Procedure MMY. The same process was repeated for the other test scenarios.

Table 3 provides the mean performance metric values for the different test scenarios af-
ter the MMY procedure was applied. The table also contains the number of simulation
replications required to find the relaxed Pareto set while still fulfilling the probability of
correct selection. The sets that were compared were the true Pareto set and the relaxed
Pareto set. Considering these performance metrics, the GD value should be zero and the
HR and MS values should be one for the relaxed Pareto set to be considered equal to the
true Pareto set. The MMY procedure did perform well in all three test scenarios, as it
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Test scenario GD HR MS Simulation replications

50 jobs 0.670 1.020 0.990
N12 = 95
N14 = 95
N50 = 75

100 jobs 3.744 1.000 0.990

N1 = 408
N4 = 406
N32 = 408
N43 = 392
N46 = 408

200 jobs 1.218 1.000 0.910

N3 = 713
N14 = 713
N27 = 713
N43 = 713

Table 3: Mean performance metric values for the MMY procedure and the different test

scenarios.

achieved small GD values compared to those in Table 1, as well as HR and MS values
close to one in all three test scenarios. The procedure also determined the relaxed Pareto
set while using considerably less simulation replications compared to the true Pareto set
that required 1 000 replications per member.

5 Conclusion

The comparison of the performance of different metaheuristics to solve a stochastic bi-
objective JSP were discussed. The results of these comparisons illustrated that the NS-
GAII performed best of the selected metaheurstics. This paper also contributes to the
limited research that has previously been conducted to solve the JSP using strongly con-
flicting overtime and makespan as objectives. Furthermore, this paper discusses the first
implementation of the MMY ranking and selection procedure on a stochastic JSP, to find
the relaxed Pareto set.
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Decision support for effective team selection in
Fantasy Premier League

R Dykman∗ T Schmidt-Dumont†

Abstract

Fantasy Premier League is a popular online sports prediction game, based on the English
Premier League, in which a user forms an imaginary team composed of real-world soccer
players. In this paper, a decision support system capable of accurately predicting player
performances and subsequently suggesting team selections such that a manager’s cumulative
points score may be maximised is proposed. This decision support system is based on an
integer programming approach. The effectiveness of the proposed system is evaluated in
the context of a real-world case study, comparing system performance to that of real-world
players. With the aid of the system, a player would have finished in the top 6.7% of players
worldwide during the 2017/18 season.

Key words: Integer programming, forecasting, sports.

1 Introduction

A fantasy sports game is a form of competition that is usually played in an online man-
ner in which each competitor forms an imaginary team composed of real-world players.
Each competitor, usually referred to as a manager, receives points based on the real-world
performances of the players in his/her team. Fantasy sports games have become an im-
mensely popular pastime activity, and it is common for a group of friends or co-workers
to compete against one another in a league that is privately run. Fantasy Premier League
(FPL), which is based on the English Premier League, is the largest fantasy competition
worldwide boasting more than 5.9 million players in the 2017/18 season. Due to the im-
mense popularity of FPL, cash and prize incentives are offered to players that perform
well in the competition.

In order to be able to compete at the highest level in FPL, effective team selection decisions
must be taken week after week. These decisions are highly constrained and must take
into account both short- and long-term rewards in terms of the cumulative points gain.
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Currently there are 533 players in the English Premier League that can be selected in
more than 1025 different team configurations.

Each player is assigned one of four playing positions, based on their real world position,
together with a monetary value in Great British Pounds. The positions are Goalkeeper,
Defender, Midfielder and Forward. At the start of each season, each FPL manager must
select a squad of 15 players, consisting of exactly 2 Goalkeepers, 5 Defenders, 5 Midfielders
and 3 Forwards, with the total monetary value of the squad not exceeding £100 million [3].
Furthermore, no more than three players from any one club may be selected.

All matches in the current FPL season are split into thirty-eight rounds called gameweeks
(GWs). During any specific GW, each team typically plays one match, although there
may be exceptions. Between GWs, FPL managers are free to purchase and sell players.
Managers are granted one free transfer per GW, while any additional transfers are pe-
nalised with a four-point subtraction from the manager’s cumulative score [3]. If the free
transfers are not used by a manager, these can accumulate to a maximum of two.

In order to succeed in FPL, it is of utmost importance to select the right players at the
right time. Players are subject to form, which refers to the current level of performance
of a player. In FPL, form is defined as a player’s average score per match, calculated over
the past thirty days [3]. The difficulty of an upcoming fixture may also have a significant
effect on the points score achieved by a player, as a striker is more likely to score, and thus
achieve a high score, when playing against a weak opponent. These factors thus have to
be taken into account when making effective team selection decisions.

2 Literature review

Fantasy sports leagues have drawn the attention of operations researchers around the world
in pursuit of optimal team selections. Limited amounts of work have, however, focused
on FPL specifically. Although not directly aimed at FPL, Bonomo et al. [2] developed
a mathematical programming approach towards optimal team selection in Gran DT, a
fantasy league based on the Argentinian professional soccer league. They did not, however,
detail the processes whereby player points forecasting was performed.

In a rare attempt at playing FPL specifically, Matthews et al. [9], developed a reinforce-
ment learning (RL) methodology with the aim of learning optimal team formations. In
their implementation, a belief state Markov decision process — based on a Bayesian belief
model of player abilities — was employed in order to simulate games and their outcomes.
Player points were estimated based on the simulated outcomes. The RL algorithm would
then be employed to suggest sets of players and possible transfers with the aim of max-
imising the points return. As a result of employing this approach, reported performance
placed them in the top 2.5% of players worldwide. The authors of this paper, however,
believe that similar performance may be achieved with a significantly simpler modelling
approach based on points forecasting and integer programming for team selection.
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3 Player points forecasting

As may be seen in Figure 1, no clear trend or seasonality emerges when a moving average
of the number of points scored per GW is plotted for a random sample of two FPL
players. This lack of seasonality was confirmed by performing the Webel-Ollech test [13]
for seasonality, yielding an average p-value of 4.8392×10−1 when performed for all players.
This characteristic poses a serious challenge, as many forecasting techniques, such as Holt
& Winter’s method [4], cater specifically for these characteristics. It was therefore decided
to aim to achieve the best possible results with simple forecasting techniques.
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Figure 1: A plot of the moving average of points scored in the last three games by two players

in the 2017/18 EPL season, not showing any sign of seasonality over consistent time periods.

3.1 Time-series forecasting

Three time-series based approaches were considered in this study [8]. These are (1) the
average of points achieved in all prior GW’s, (2) the moving average of points achieved by
a player during the last k GWs, and (3) exponential smoothing in order to attain a points
prediction [8]. The best performing value of k in the moving average implementation
was empirically determined as 5. The points prediction for player i is therefore simply
the average number of points scored during the previous five GWs. In the exponential
smoothing implementation, the points prediction is given by

Fi,T = Fi,T−1 + αei,T−1, (1)

where α denotes the smoothing factor, and ei,T−1 denotes the forecast error during the
previous GW, T − 1. The best-performing value of α was determined empirically as 0.8.

3.2 Explanatory forecasting

Various regression approaches were employed for determining the relationship between
various independent variables and the points scored by each player. These variables include
the average of points scored in all GWs to date, the moving average of points achieved
in the past five GWs, the points score achieved in the previous GW, a player’s so-called
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Influence, Creativity and Threat (ICT) index, the upcoming Fixture Difficulty Rating
(FDR), and the net number of transfers of a player into or out of squads by all human
managers. The ICT index and the FDR are metrics published by the FPL organisers
and pertain to a player’s ability to influence the outcome of a game, provide assistance
to teammates, and a player’s threat on goal, while the FDR provides a measure of the
difficulty of the upcoming fixture based on the opponent [3].

To take multiple variables into account, multiple linear regression (MLR) [7] was imple-
mented. Employing a backward elimination [11] approach, it was determined that all
variables do, in fact, have a statistically significant influence on the points prediction for
a player. The points forecast by MLR is then given by

Fi,T = b0 + b1ai,T + b2mai,T + b3pi,T−1 + b4ICTi,T + b5FDRi,T + b6Ti,T , (2)

where ai,T denotes player i’s average number of points until time T , mai,T denotes player
i’s moving average of points over the past five GWs leading up to time T , pi,T−1 denotes
player i’s points score during the previous GW, ICTi,T denotes player i’s ICT index at time
T , FDRi,T denotes player i’s FDR for the upcoming GW, and Ti,T denotes the number of
net transfers of player i into and out of managers’ teams between GWs T − 1 and T . A
summary of the best-performing constants, b0, . . . , b6, may be found in Table 1.

Beta value Std. Error t-statistic p-value

(Intercept) 9.6551× 10−1 4.9233× 10−2 1.9611× 101 6.7128× 10−85

Moving Average 3.1400× 10−1 1.5591× 10−2 2.0140× 101 2.1360× 10−89

Average 7.2384× 10−2 1.9961× 10−2 3.6262× 100 2.8825 × 10−4

FDR −2.1717× 10−1 1.5265× 10−2 −1.4226× 101 1.0101× 10−45

Previous GW Points 7.8639× 10−2 8.4542× 10−3 9.3018× 100 1.5077× 10−20

ICT Index 2.4846× 10−1 1.2923× 10−2 1.9227× 101 1.0499× 10−81

Net Transfers 1.5088× 10−6 4.2180× 10−7 3.5771× 100 3.4819 × 10−4

Table 1: The results of the ANOVA of the multiple linear regression model using all indicators.

(A p-value smaller than 0.05 indicates statistical significance.)

Apart from MLR, Decision Tree Regression (DTR) and Random Forest Regression (RFR)
were also implemented [10]. For these implementations, the standard implementations as
in the R packages rpart [12] and randomForest [6] were employed. For the RFR, it was
found that increasing the number of trees to above 500 did not yield statistically signifi-
cant improvements at a 5% level of significance with respect to the forecasting accuracy
achieved. Therefore, 500 trees were employed in this study.

A statistical comparison of the different forecasting techniques was performed using the
player points data from the 2017/18 season. As may be seen in Figure 2, exponential
smoothing achieved the best accuracy. Its performance was, however, found to be statis-
tically similar at a 5% level of significance to that of MLR, DTR and RFR. Exponential
smoothing, MLR, DTR and RFR were, however, able to outperform both the average and
moving average methods for forecasting player points values at a 5% level of significance.
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Figure 2: A box plot illustrating the difference in performance between the various forecasting

methods using data from the 2017/18 FPL season.

4 A mathematical approach towards team selection

A three pronged modelling approach is employed within the DSS. The first integer program
(IP) is solved in order to generate an initial squad at GW = 1 with which to start the
season. A second IP is then solved periodically in order to suggest valid transfers for each
GW ∈ [2, . . . , 38]. Finally, a third IP is solved in order to select the starting team for each
GW. The R package lpSolve [1], which employs a Branch and Bound method for solving
IPs to optimality, is employed to solve the IPs. When solving the IPs, a single forecast
points value is employed for each player for each GW to solve the IP to optimality. At
the start of an FPL season, a manager is required to select his/her entire squad, filling all
positions in the process.

The objective when selecting the initial squad is to

maximise f(x) =
I∑

i=1

pixi, (3)

where

pi =

{
total score for player i in the previous season if GW = 1, or
the forecasted points value for player i,

(4)

xi =

{
1 if player i is selected, and
0 otherwise,

(5)

and I denotes the set of all players i. The maximisation is performed subject to the
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constraints

I∑
i=1

cixi ≤ 100, (6)

I∑
i=1

xi = 2 where i ∈ G, (7)

I∑
i=1

xi = 5 where i ∈ D and i ∈M, (8)

I∑
i=1

xi = 3 where i ∈ F , (9)

and
J∑
j=1

I∑
i=1

ti,jxi ≤ 3, (10)

where J denotes the set of all teams j, G,D,M and F denote the sets of Goalkeepers,
Defenders, Midfielders, and Forwards, respectively, and ci denotes the cost of player i.
Finally,

ti,j =

{
1 if player i plays for team j, and
0 otherwise.

(11)

Constraint (6) is included to ensure that no more than the initial budget of £100 million
is spent. To ensure that all required positions are filled according to the FPL guidelines
set out in §1, constraints (7)–(9) are included. Finally, constraint (10) ensures that no
more than three players from any one club are included in the team.

The objective function for the transfer suggestion model is modified so as to

maximise f(x) =
I∑

i=1

pi,gxi,g − qg, (12)

where qg denotes the points penalty deducted in GW g if the number of transfers made
exceeds the number of available free transfers. In addition to the constraints (7)–(10), the
following constraints are implemented:

− qg + 4(tg − fg) ≤ 56y, (13)

tg − fg ≤ 56(1− y), (14)

15−
I∑

i=1

xi,g−1xi,g = tg, (15)

fg, tg ∈ Z, (16)

qg, fg, tg ≥ 0, and (17)

fg ≤ 2, (18)
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where tg denotes the number of transfers made in GW g, fg denotes the number of free
transfers available during GW g, and y denotes a binary variable employed to implement
the if-then constraints (13)–(14). Constraint (15) is included to determine the value of tg,
while fg is an input parameter read from the FPL database. Constraint (15) may give the
illusion of non-linearity, but as the model is solved periodically, xi,g−1 is, in fact, an input
parameter during GW g.

Finally, the model for selecting the starting eleven during each GW is presented. The
objective now is to

maximise f(s)

I∑
i=1

pi,gxi,gsi,g, (19)

where

si,g =

{
1 if player i is in the starting eleven during GW g, and
0 otherwise.

(20)

The set of players included in the current squad xi,g is now available as input parameter.
The maximisation is constrained by

I∑
i=1

si,g = 11, (21)

I∑
i=1

Gi, si = 1, (22)

I∑
i=1

Disi ≥ 3, (23)

and ∑
i=1

Fi, si ≥ 1 (24)

to ensure all positions are filled. Finally, the manager may assign captaincy and vice-
captaincy to two of his/her players. In any GW, the captain’s points are doubled, and
in cases where the captain did not play, the vice-captain’s points are doubled. The cap-
tain and vice-captain are simply those players with the highest and second-highest points
forecasts.

5 Numerical results

The data from the completed 2017/18 season were employed in order to assess the per-
formance of the developed system. These data may be extracted directly from the FPL
database using the fplR package [5]. The results achieved are summarised in Table 2.

Adjusting the time-series predictions with the FDR resulted in significant improvements
in respect of the points achieved over the course of a season. The forecast points values
are adjusted according to

ρi,g =
pi,g

a(FDRi,g)
, (25)
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where a denotes a weighting factor to control the impact that the FDR has on a forecast
points value. This formulation, as well as the best-performing values for the weighting
factor a, was empirically determined. It was found that the best-performing values for
a were 1.4, 0.7 and 1.4 for the Average, Moving Average and Exponential Smoothing
methods, respectively. With the adjusted points forecasts, these methods achieved scores
of 2 021 points, 2 028 points and 2 119 points, respectively. The score of 2 119 achieved
with Exponential Smoothing would have resulted in the manager finishing in 393 762th

place, finishing in the top 6.7% worldwide.

Forecasting method Score Rank Percentile

Average 1 847 2 446 932 41.40%
Moving Average 1 820 2 653 841 44.90%
Exponential Smoothing 2 028 960 971 16.26%
Multiple Linear Regression 2 109 445 014 7.53%
Decision Tree Regression 1 788 2 906 664 49.18%
Random Forest Regression 1 756 3 145 659 53.22%

Table 2: The final score and rank obtained using the different forecasting techniques for the

2017/18 season.

6 Discussion

Although the performance of the system is not quite on par with that achieved by
Matthews et al. [9], the results achieved are promising, with the points forecasting proving
the problematic area. If the ICT index achieved by a player during a specific GW were
available before the GW, and thus could be incorporated in the forecast (drastically im-
proving the prediction accuracy), the system could have achieved a score of 2 512, which
would have resulted in the manager comfortably winning the FPL season. This provides
validation of the mathematical modelling approach while highlighting that forecasting
accuracy is critical for system performance improvement. Improving on the forecasting
accuracy is the focus in an ongoing project on decision support for FPL at Stellenbosch
University.
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Decision support for the design of bus routes in a
public transit system

G Hüsselmann∗ JH van Vuuren†

Abstract

The problem considered in this paper is that of providing decision support for aiding a
bus company in deciding upon efficient bus routes. The design criteria adopted are the
simultaneous pursuit of minimising the average passenger travel time and minimising the
system operator’s cost (measuring the latter as the sum total of all route lengths in the
system). This bi-objective minimisation problem is solved approximately in three distinct
stages — a solution initialisation stage, an intermediate analysis stage and an iterative
metaheuristic search stage during which high-quality trade-off solutions are sought. The
model takes as input an origin-destination demand matrix for a fixed set of bus stops, along
with the corresponding road network structure, and returns as output a set of potential bus
route solutions. The decision maker can then select one of these route sets based on the
desired trade-off between the aforementioned transit system design criteria. The model is
applied to a special case study involving the Matie Bus service provided by Stellenbosch
University to its students.

Key words: Simulated annealing, strategic planning, transportation, vehicle routing.

1 Introduction

Transport is increasingly becoming an urgent problem in urban areas. The need for, and
possibilities of, transport seems to be growing, and this results in increasing travel times
for commuters [11]. There are different approaches towards alleviating traffic congestion
problems. One such approach is to encourage the use of public transport — the situation
where more people are transported in fewer vehicles.

In the context of Stellenbosch University, a very unique problem arises in this general
context. The town was originally designed for a small population, but with the ever-
increasing size of the university population and the town’s increasing attractiveness from
a tourism perspective, transport demand has also increased in recent years [9]. This
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problem induces considerable frustration in terms of traffic congestion, parking deficits,
illegal parking, long walking distances to and from parking spaces and the time delays
associated with each of these. These challenges may, of course, be addressed to some
extent by the introduction of adequate public transport [9]. The Matie Bus is a service
initiative that has been launched by Stellenbosch University for this purpose [15]. The
service caters for students’ transportation needs. Some questions have, however, arisen in
respect of the effectiveness of this service.

The problem considered in this paper is that of providing decision support to the Matie
Bus service in terms of deciding upon a redesign of the bus routes in its transit system. A
mathematical model is derived for this purpose and takes as input an origin-destination
(OD) travel-pairs demand matrix of prospective passengers, and produces as output a
set of potential routes for the buses. The decision maker is able to specify the desired
trade-off pursued between minimising passenger travel time and operator cost in route set
recommendations produced by the model.

The three remaining sections of this paper are organised as follows. Section 2 is devoted to
a brief literature review. In §3, a mathematical model of the urban transit routing problem
(UTRP) is derived, validated and verified. Finally, §4 is a special case study in which the
model of §3 is applied to the route design problem for the Matie Bus service.

2 Literature review

The global transit planning process requires certain inputs, such as passenger demand,
the area underlying the transport network (including its topological characteristics), the
available transport vehicles and the drivers of these vehicles. The end goal is to establish
a set of transport routes or lines together with their associated timetables [8]. According
to Ceder and Wilson [3], the planning process for transit networks can, in general, be
partitioned into a sequence of five distinct steps. These steps are network design, frequency
setting, timetable development, bus scheduling and driver scheduling. The UTRP pertains
to the first of these steps only.

In the UTRP, the goal is to find a configuration of various transit routes that minimises or
maximises a pre-selected set of objective functions subject to a set of constraints [2]. The
UTRP requires design choices to be made from a set of alternatives, and can often be mod-
elled in the form of integer or mixed integer programming models [8]. Moreover, various
trade-offs typically have to be considered that mainly affect the passengers and operators
of the transport network. Finding a suitable trade-off between the design objectives poses
a significant challenge [8].

In the literature, however, mathematical models of the UTRP have primarily been con-
cerned with minimising an overall cost function, typically in the form of a linear combina-
tion of passenger and operator costs [2]. According to Baaj and Mahmassani [1], the most
popular objective function considered in UTRP models takes the form of the weighted
sum of the passenger average travel time (ATT) and operator total route time (TRT),
both measured in units of time.

The UTRP is a variation on the well-known vehicle routing problem in the operations re-
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search literature [16]. Furthermore, the UTRP has been established as an NP-hard, mixed
combinatorial optimisation problem [1]. For this reason, the exact solution of problem
instances is unattainable in almost all cases according to Baaj and Mahmassani [1]. Solu-
tion approaches applied to instances of the UTRP in the literature can be partitioned into
three classes: Practical guidelines or ad hoc procedures, analytical optimisation methods
for idealised situations, and metaheuristic approaches for more practical problems [1, 7].

When dealing with transit networks of realistic sizes, where many variable values have to
be determined, the aforementioned practical guidelines and analytical approaches do not
work well. In such cases, the inherent complexity involved in instances of the UTRP call
for methods that can deal effectively with the larger sizes of realistic transit networks. For
this reason, metaheuristics have often been applied to UTRP instances [7, 8].

(Meta)heuristic solution methods applicable to the UTRP can be classified into four main
families according to Guihaire and Hao [8]. These are specific and ad hoc heuristics that
often follow a greedy construction principle, neighbourhood searches (such as simulated
annealing (SA) and tabu search), evolutionary searches (such as genetic algorithms), and
hybrid searches in which two or more solution methods are combined.

3 Mathematical model for the UTRP

Each vehicle is assumed to traverse back and forth along its assigned route, reversing
its direction each time a terminal vertex is reached [10]. The inconvenience caused to
passengers when having to transfer from one vehicle (route) to another is represented by
a fixed constant transfer penalty of 5 min for each transfer incurred. This value is in line
with assumptions in previous studies [4].

The following assumptions, due to Mumford [12], are also made in this paper. The pas-
senger demand, expected travel time and distance matrices associated with the UTRP are
assumed to be symmetric. The passenger demand exhibits a many-to-many pattern, but
is fixed over time. The total travel time of a passenger comprises only in-vehicle travel
time and transfer penalties. Each passenger’s route choice is assumed to be based on the
shortest expected travel time, regardless of the number of transfers required. The vehicle
stops have already been determined, as is the case in most UTRP instances, and the aim is
only to design a vehicle route set servicing these stops. An OD demand matrix is specified
in terms of these vehicle stops. It is assumed that zero, one or two transfers between bus
routes are acceptable for passengers, and whenever a passenger needs to make more than
two transfers in order to travel to his/her destination, the situation is considered as unmet
demand.

The ATT per passenger and the total route traversal time are the transport system per-
formance measures minimised simultaneously within the modelling approach adopted in
this paper, because the aim is to vary bus routes so as to reduce the cost of inconvenience
to passengers and the route maintenance cost to the operator. John et al. [10] proposed a
mathematical model formulation for the UTRP based on graph theoretic concepts that is
more intuitive than earlier integer programming model formulations for the UTRP. Their
general modelling paradigm is adopted in this paper.
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Suppose the road network in respect of which the UTRP must be solved is modelled by an
edge-weighted graph G = (V, E), where V = {v1, . . . , vn} is a set of vertices representing
the required transit vehicle stops and E = {e1, . . . , em} is a set of edges, each of which
is incident with two vertices in V. These edges represent shortest-time direct road links
between pairs of vertices in G (i.e., not containing any intermediate transit vehicle stops).
The weights of the edges of G are specified in the form of an n × n weight matrix W
whose entry in row i and column j denotes the expected travel time along the direct road
link represented by an edge joining vi and vj if there is such an edge present in G, or ∞
otherwise. An n× n demand matrix D is also associated with G, which contains as entry
in row i and column j the passenger demand between vertices vi and vj .

A transit route is defined as a simple path in G, represented by an ordered sequence of
distinct vertices of G, each successive pair of which are adjacent in G. A transit route
therefore contains no loops or repeating vertices. Let GR = (VR, ER) be the subgraph
induced in G by the vertices in a transit route R. A set R of transit routes is considered
an infeasible solution to the UTRP unless each vehicle stop is contained in at least one
route R ∈ R [10]. Stated mathematically, the transit route set R is considered infeasible
unless ⋃

R∈R
VR = V. (1)

A minimum and maximum number of vehicle stops is also specified per route in the transit
route set R [10]. That is, it is required that

mmin ≤ |VR| ≤ mmax, R ∈ R. (2)

It is, of course, also required that the subgraph of G induced by the vertices of all the
routes in a feasible set of transit routes be a connected graph [10]. That is,

GR =

( ⋃
R∈R
VR,

⋃
R∈R
ER

)
must be connected. (3)

The cardinality of the required set of transit routes is finally also specified. That is, a
requirement of the form

|R| = r (4)

is specified for some natural number r.

In general, passengers prefer to travel to their destinations in the shortest possible time
while avoiding the inconvenience of having to make transfers if this is possible. The
length of a shortest path for an OD pair vi, vj ∈ V along a transit route set R, denoted
by αvi,vj (R), is measured in units of time and can be computed by applying Dijkstra’s
algorithm to the subgraph GR of G. This shortest path length includes both transport
time and transfer time (if transfers between different routes in R are required). Mumford
[12] measured the passenger (time) cost associated with a route set R as the ATT for all
passengers, measured in units of time, which leads to the ojective of

minimising f1(R) =

∑n
i=1

∑n
j=1Dvi,vjαvi,vj (R)∑n

i=1

∑n
j=1Dvi,vj

, (5)
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where the numerator represents the total travel time of all passengers and the denominator
represents the total number of passengers in the system.

A simple proxy was proposed by Mumford [12] for operator cost. This is the sum of the
TRT along each route (in one direction), and results in the objective of

minimising f2(R) =
∑
R∈R

∑
(vi,vj)∈R

W vi,vj . (6)

When solving the above model for the UTRP, both objective functions (5)–(6) are min-
imised simultaneously in order to establish a Pareto front representing effective trade-offs
between minimising passenger costs and minimising operator costs. The UTRP solution
methodology proposed by Fan and Machemehl [6, 7] consists of three main components,
namely an initial candidate route set generation procedure (ICRSGP), a network analysis
procedure (NAP), and an SA algorithm-based meta-heuristic search that combines the
ICRSGP and NAP. Fan and Machemehl [7] have found that SA outperformed a genetic
algorithm with respect to the quality of route sets achieved in the UTRP. SA was therefore
selected as the solution method implemented in this paper due to its simplicity and the
high-quality results that it reportedly achieves, providing near-optimal results within very
reasonable time frames [6].

The ICRSGP iteratively generates r random routes, containing between mmin and mmax

(inclusive) nodes each, until constraints (1)–(4) are satisfied, yielding an initial feasible
solution R. This feasible solution to the UTRP model (1)–(6) is then taken as the starting
point for the NAP, during which the objective function values f1(R) and f2(R) associated
with a transit route set R are assessed [7]. For this purpose, the graph GR has to be
analysed so that values for αvi,vj (R) may be determined for all OD pairs vi, vj ∈ V
in terms of the weight matrix W . The SA algorithm employed here incorporates the
ICRSGP and NAP, and guides the candidate solution generation procedure within an
iterated search framework [6, 7]. The particular version of SA implemented in this paper
is the dominance-based multi-objective SA algorithm proposed by Smith et al. [13]. After
extensive parameter evaluation, the geometric cooling schedule was selected with a cooling
rate of 0.95. The minimum number of accepted moves per search epoch was set to four,
and the maximum number of epochs that may elapse without the acceptance of any new
solutions was also set to four (the stopping criterion). The maximum allowable number
of iterations per epoch was set to 700.

Mumford [12] published results for Mandl’s well-known Swiss network UTRP benchmark
problem obtained by an evolutionary algorithm. The Pareto set approximation of Mum-
ford is presented graphically in Figure 1(a) together with the attainment front obtained
by twenty different initialisations of our SA search process. As may be seen in the figure,
the SA search procedure produces competitive results with the evolutionary algorithm of
Mumford.

4 Matie Bus case study

Problems that arise with the implementation of the fixed Matie Bus routing system, shown
in Figure 2, include the fact that the routes do not meet students’ destination requirements
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Figure 1: (a) Attainment front for sets containing six routes together with the 2013 results of

Mumford [12] for the Swiss network UTRP benchmark instance of Mandl [11], and (b) the newly

proposed approximate Pareto set of solutions for the Matie Bus case study.

sufficiently, that the buses do not have enough capacity to satisfy transport demand, and
that the buses are not at the required locations at the required times. It has been suggested
that an effective redesign of the routes of the bus service may lead to a larger portion of
students potentially being serviced. This section is devoted to a case study on the Matie
Bus service with a view to propose an alternative set of high-quality bus routes that may
be implemented in service of a larger portion of the student population.

The accuracy of OD demand data is crucial for the design of a transit system aimed at
meeting the demand of passengers effectively. These data are usually estimated, but with
the emerging technology of Bluetooth and Wi-Fi sensors [5], it is nowadays possible to
generate accurate OD demand matrices. The Stellenbosch Smart Mobility Lab [14] has
launched a project to install such sensors across the campus of Stellenbosch University
that will enable this type of data gathering, within ethical boundaries. The data are
expected to be available during 2019 and may then be used in conjunction with the model
of §3 to design bus routes that can effectively meet the demand of the students. Due
to these data not being available at present, an estimate of the OD demand matrix was
made which maps out the anticipated demand patterns of Stellenbosch University students
across campus. The route sets uncovered by the model of §3 are displayed in objective
function space in Figure 1(b).

The extremal points, depicted by A and B in Figure 1(b), represent respectively the best
results obtained by the model from the operator perspective, denoted by A, and from the
passengers’ perspective, denoted by B. The objective function values, route decomposition
and the graphical depiction of these two route sets superimposed on a map of Stellenbosch
can be seen in Figure 3. Figure 3(a) represents the best route set from the operator
perspective, due to the TRT being a minimum (therefore requiring to maintain shorter
routes), but this comes at a trade-off in that passengers will incur a longer ATT due to
there being fewer routes to choose from for their respective trips. Figure 3(b), on the
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Figure 2: The current Matie Bus routes for the day shuttle service [15].

TRT = 39 min, ATT = 10.32 min TRT = 145 min, ATT = 5.24 min

(a) Solution A (b) Solution B

Figure 3: The best route sets from the perspective of (a) the operator and (b) passengers

returned by the SA algorithm of §3 for the Matie Bus case study.

other hand, represents the best route set from the passengers’ perspective, yielding the
minimum ATT, due to more route accesibility and the presence of more direct routes
without incurring transfers. This gives more flexibility to the transit system, but at the
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trade-off of longer routes for the operators to maintain. The new route sets and the current
Maties Bus routes’ transportation networks cannot be compared directly with each other.
This is due to their transportation network orders not being the same, and therefore
the potential unmet demand of the current Matie Bus network, due to its underlying
graph having fewer vertices, would distort the values of the objective funtions in such a
comparison. It can, however, be noted that it may hold considerable value for the students
of Stellenbosch University if a larger portion of the student population could potentially
be served by the new routes.
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Exact approaches towards solving generator
maintenance scheduling problems

TK van Niekerk∗ SE Terblanche†

Abstract

Generator Maintenance Scheduling (GMS) is concerned with finding a schedule for
planned maintenance of power generation units while satisfying operating, maintenance, fi-
nancial and national grid demand constraints. The practical use of two mixed integer linear
programming (MILP) formulations are considered in this paper to solve realistic industry-
sized GMS problems. The first MILP formulation is based on a popular time index formu-
lation, which is frequently applied in the literature to solve GMS problems. The novelty of
this study is the application of a second MILP formulation, which is based on a network
flow representation of the well-known resource constrained project scheduling problem. Com-
putational results presented in this paper show that the second MILP formulation has the
potential to improve computing times when considering realistic GMS problem instances.

Key words: Generator maintenance, scheduling, mixed integer linear programming, network flows.

1 Introduction

Power generation is the conversion of chemical and mechanical energy into electrical en-
ergy. Electricity can be generated by utilising specialised process plants to convert the
energy stored in coal, oil, gasoline, gas, uranium, wood, water, solar and wind sources into
electricity. Coal-fired power stations contribute to more than 40% of global electricity
generated [6]. Although there is a big drive for renewable energy production, developing
countries like South-Africa still mainly rely on fossil fuel for power generation.

Power plant manufacturers and original equipment manufacturers recommend preventative
maintenance to avoid breakdowns that may amount to significant financial expenditure
compared to the actual cost of routine repairs. Therefore, planned maintenance is imper-
ative for ensuring availability and reliability of a power generation plant while maximising
production time [3].

A generator maintenance schedule is a timetable showing the allocated maintenance op-
portunities of each generating unit over a specific planning horizon [4]. In general, a typical
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generator maintenance schedule provides a one-year to five-year maintenance plan. These
schedules may be amended based on available reserves, plant conditions, finances, mainte-
nance crew, maintenance contracts and statutory requirements while aiming to maximise
financial gain and improve availability and reliability. Moreover, an improved mainte-
nance schedule can increase generator life which could, in turn, allow capital to be spent
on building new power stations or development of renewable energy technology in order
to meet the future national electricity demand requirements.

In this paper, the practical use of a time index and a resource flow problem formulation
are considered to solve realistic industry-sized GMS problems. These two formulations
are applied in the literature for solving general resource constrained project scheduling
problems. The objective of this study is to empirically investigate the computational
properties of these two problem formulations when applying a commercial off-the-shelf
mixed integer linear programming (MILP) solver.

Contrary to the variety of objective functions proposed in the literature for solving GMS
problems (e.g., Lindner [5]), the objective function proposed in this paper prioritises the
maintenance of more expensive power generation units over less expensive ones. The
argument is that by removing the more expensive units from the grid for maintenance
purposes, the corresponding savings in operational costs will maximise the financial gain
of the power utility. More specifically, by introducing more cost savings early on during the
maintenance planning horizon, the overall net present value (NPV) of the power utility will
be maximised. This provides an opportunity for financial growth due to interest gained
over time or possible investments in new capital ventures. In this study, the maximisation
of the discounted merit order operating costs [7], which prioritises the maintenance of more
expensive power generation units, is used as a proxy for the maximisation of NPV.

2 Mathematical Modelling Approach

The modelling approach followed in this paper differs from what is commonly found in
the literature by formulating the GMS problem as a general resource constrained project
scheduling problem. The maintenance activities required on a power generation plant
typically involve multiple resources, e.g., maintenance crews, spares, special tools etc.,
and units may only be scheduled for maintenance if these resources are available. The
GMS problem, therefore, naturally lends itself to be formulated as a resource constrained
project scheduling problem.

Let N = {1, 2, ..., |N |} denote the index set of all generating units. Each power station
p ∈ P has a specific number of power generating units. The subset N (p) ⊆ N denotes
the set of generating units belonging to power station p ∈ P. Each generating unit i ∈ N
is allowed only one maintenance opportunity throughout the planning horizon T , where
T = {1, 2, ..., |T |}. The maintenance duration of a unit i ∈ N is di time periods. The
value ci represents the merit order operating cost of each unit i ∈ N . For the purpose
of formulating an objective function that maximises the discounted merit order operating
costs, the discount rate I is introduced.

During maintenance execution each unit i ∈ N requires certain resources, e.g., main-
tenance crews, spares, special tools etc. The index set of all resources is denoted by
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R = {1, 2, ..., |R|}. Within the GMS environment, these types of resources are common
among most generation units. Units can therefore only be scheduled for maintenance
if the required resources are less than or equal to the available resources Ur during the
maintenance phase. Let vir denote the amount of resource r ∈ R required for performing
maintenance on a unit i ∈ N .

Due to the use of auxiliary steam for the start-up of units within a power station and the
existence of geographical transmission constraints, not all power generation units can si-
multaneously be scheduled for maintenance within the same power station or geographical
region. For this purpose, a so-called precedence graph H(N ,Z), with vertex set N and
arc set Z, is adopted to enforce a sequencing order when scheduling the maintenance of
the units. The arc (i, j) ∈ Z stipulates that activity i ∈ N should precede activity j ∈ N
for a given scheduling solution.

2.1 The Time Index GMS Model

Conceptually, the time index GMS (TI-GMS) model is based on the discretisation of time
[2]. More specifically, the binary decision variable xit ∈ {0, 1} takes the value of 1 if the
maintenance of unit i ∈ N is scheduled to start during time period t ∈ T , and 0 otherwise.
It is important to note that each unit is subjected to a fixed maintenance philosophy based
on turbine running hours, statutory requirements and best practice intervals to ensure
reliability of generating units. More specifically, the earliest and latest starting times Sb

i

and Se
i , dictate the specific time period in which each unit i ∈ N can be considered for

maintenance. The subset T (i) ⊆ T with Sb
i ≤ T (i) ≤ Se

i denotes the set of allowable time
periods of maintenance for unit i ∈ N .

The binary decision variable yit ∈ {0, 1} is used to enforce a continuous maintenance
duration di for each unit i over the planning horizon T . The maintenance duration di is
dependent on the type of scheduled maintenance, e.g., an inspection outage or a general
overhaul. The binary variable yit takes the value of 1 if unit i ∈ N is in maintenance
during time period t ∈ T , and 0 otherwise.

The objective of the TI-GMS formulation is to

maximise
∑
i∈N

∑
t∈T

ci
(1 + I)t

xit (1)

s.t.
∑

t∈T (i)

xit = 1, ∀ i ∈ N , (2)

∑
t∈T

yit = di, ∀ i ∈ N , (3)

(t+di−1)∑
k=t

yik ≥ dixit ∀ i ∈ N ,∀ t ∈ T , (4)∑
i∈N

viryit ≤ Ur, ∀ r ∈ R, ∀ t ∈ T , (5)∑
t∈T

txjt ≥
∑
t∈T

(txit + (di − 1)xit), ∀ (i, j) ∈ Z. (6)
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The objective function (1) maximises the discounted operating costs, with the result that
the more expensive units are scheduled for maintenance first while committing the cheaper
units to satisfy the national electricity demand. Constraint set (2) ensures that each unit
i is only allowed to be maintained once within the planning horizon T . Constraint set
(3) ensures that the maintenance duration is enforced while constraint set (4) prevents
discontinuity within the maintenance schedule. Constraint set (5) is utilised to efficiently
distribute resources between generating units while preventing resources from being over-
committed for each time period t. Constraint set (6) ensure that the sequencing order of
units in the solution is according to the precedence graph H(N ,Z).

2.2 The resource flow GMS model

The idea to make use of a resource flow representation in solving resource constrained
scheduling problems is due to [1]. The resource flow GMS (RF-GMS) formulation utilises
a graph G(N ,A) with the set of arcs A representing the flow of resources r ∈ R among the
nodes N . Each node i ∈ N in this graph corresponds to a power generation unit within
the generation fleet, where N = {0, 1, ..., N}. The index 0 is used to define an auxiliary
source unit and the index N an auxiliary sink unit. The balance of resource flows dictate
that the source and sink node resource requirements v0r and vNr, respectively, should be
set equal to the availability of the resources Ur for all r ∈ R. The notation (i, j) ∈ A(i)
represents a set of arcs where node i denotes the source and (i, j) ∈ A(j) represents a set
of arcs where node j denotes the target.

The decision variable Sb
i ≤ si ≤ Se

i determines the maintenance start time of a generation
unit i ∈ N and the decision variable fijr represents the flow of resources r ∈ R for each
arc (i, j) ∈ A. Allocation of resources vir among units is dictated by the binary scheduling
decision variable zij . When flow of resources from node i to j is permitted, zij will take
the value of 1 and 0 otherwise.

The resource flow formulation does not naturally lend itself to a MILP formulation that
maximises the discounted merit order operating costs due to the non-linear objective
function

max
∑
i∈N

e−I×sici. (7)

Therefore, the approximation approach in [8] is adopted in this paper for the purpose
of formulating the RF-GMS problem. Let (kiv, hiv) be the data points of the piecewise
linear approximation of the non-linear objective function (7), where i ∈ N and v ∈ V =
{0, 1, ..., V − 1}. Two auxiliary decision variables λiv ≥ 0, with v ∈ V and liv ∈ {0, 1},
with v ∈ V \{0}, are introduced into the resource flow formulation. The former allows the
decision variable si to be defined as the convex combination of the data points kiv and hiv,
respectively, while the latter is a decision variable which indicates the appropriate line
segment selection with reference to the linear approximation of the objective function.
The decision variable ni represents the discounted merit order operating costs for each
unit i ∈ N as determined by the piecewise linear approximation. The decision variable liv
takes the value of 1 when a line segment has been selected and 0 otherwise.
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The objective of the RF-GMS formulation is to

maximise
∑
i∈N

ni (8)

s.t. sj − si − (di +M)z(i,j) ≥ −M, ∀ (i, j) ∈ Z, (9)∑
(i,j)∈A(i)

fijr = vir, ∀ i ∈ N \ {N},∀ r ∈ R, (10)

∑
(i,j)∈A(j)

fijr = vjr, ∀ j ∈ N \ {0}, ∀ r ∈ R, (11)

fijr −min{vir, vjr}z(i,j) ≤ 0, ∀ (i, j) ∈ A, ∀ r ∈ R, (12)

si =
∑
v∈V

kivλiv, ∀ i ∈ N , (13)

ni =
∑
v∈V

hivλiv, ∀ i ∈ N , (14)∑
v∈V

λiv,= 1, ∀ i ∈ N , (15)

λi0 − li1 ≤ 0, ∀ i ∈ N , (16)

λiv − liv + li(v+1) ≤ 0, ∀ i ∈ N , ∀ v ∈ V\{0, V − 1}, (17)

λi(V−1) − li(V−1) ≤ 0, ∀ i ∈ N , (18)∑
v∈V

liv,= 1, ∀ i ∈ N . (19)

The objective function (8) allows the discounted operating cost to be maximised while
constraint set (9) along with the linear ordering variable zij ensures that resources can
only be allocated to service unit i after the preceding unit j’s maintenance has been
completed according to si + di. The parameter M in (9) is selected as the latest possible
completion time of the scheduling calendar. Constraint set (10) represents the flow of
resources from a node i, while constraints (11) represent the flow of resources into a node
j. Constraint set (12) allows the flow of resources between units based on the solution of
the linear ordering variable zij . Constraint sets (13) and (14) express si and ni as convex
combinations of the linear piecewise segments of the objective function. Constraints (15)
enforce convexity while constraints (16)–(18) allow activation of decision variable λiv to
take appropriate values based on the linear line segment selection as dictated by constraint
set (19).

3 Computational Results

The data used in this paper for comparing the computational efficiency of the two pro-
posed GMS formulations is based on historical and predicted data from the South African
National power utility Eskom. The input data generated correspond well with the outage
planning tool Tetris used by the National Power utility to plan maintenance opportunities
based on the grid constraints. Information on a total of ninety-two generation units is
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included in this data set over a planning horizon of 365 days (see [9] for more detail). For
the computational results below, only two resources were considered. The first resource
relates to the crew requirement during maintenance of each power generation unit and the
second resource relates to the maximum allowable power generation capacity that may
be removed from the grid while still satisfying national demand. Implementing the latter
is achieved by assigning the maximum design output of a unit i ∈ N to the resource
consumption parameter vir of the said unit. The capacity Ur associated with this specific
resource is defined as the excess reserve of the entire grid, which is calculated as the to-
tal generation capacity of the entire fleet of units minus the national demand (plus some
safety factor).

For the purpose of comparing the scalability of the two proposed GMS formulations,
problem instances comprising 5, 10, 20, 40 and 92 units, respectively, were created. Both
the TI-GMS and RF-GMS model formulations were solved by means of the commercial
solver CPLEX on a Dell i7-7500U laptop with 6GB of RAM.

Number of units Time index (TI-GMS) Resource flow (RF-GMS)

5 Units 00:02:62 00:01:10
10 Units 00:03:84 00:02:20
20 Units 00:07:29 00:03:92
40 Units 00:22:86 00:02:88
92 Units 00:44:50 00:04:37

Table 1: Computing times (minutes) for the TI-GMS and RF-GMS problem formulations.

The computing times recorded when solving the problem instances with 5, 10, 20, 40
and 92 units, respectively, are provided in Table 1. Each problem instance was solved to
optimality for both the TI-GMS and RF-GMS problem formulations. From the results
it is clear that the resource flow model formulation is significantly faster in providing an
optimal generator maintenance schedule, compared to the time index formulation. This
is especially true for larger problem instances. The computational time of the time index
formulation is almost directly proportional to the number of units considered. This may
be explained by the fact that the planning horizon is discretised for each unit in the
time index formulation, leading to a significant increase in the number of binary decision
variables.

Figure 1 is a graphical representation of the results in Table 1. This clearly shows the
superior scalability of the resource flow formulation compared to the time index formula-
tion.

4 Conclusion

In this paper, the computational efficiency of two mixed integer linear programming for-
mulations was investigated when solving the generator maintenance scheduling problem.
The TI-GMS is a time index formulation, which is based on the discretisation of time, and
the RF-GMS is a resource flow-based formulation. The linear approximation adopted in
the resource flow-based formulation allows for the computation of optimal solutions within
an average error margin of 0.1%.



Generator Maintenance Scheduling 51

Figure 1: Time index formulation vs. resource flow formulation of the GMS problem.

The objective function proposed in this paper maximises the discounted operating cost of
each power generation unit. By doing this, priority is given to the maintenance of more
expensive units, which may be considered as being equivalent to minimising operational
risk while maximising financial gain. The motivation is that by removing the more expen-
sive units from the grid, the corresponding savings in operational costs will maximise the
financial gain of the power utility. More specifically, the maximisation of the discounted
operating cost is used as a proxy for the maximisation of NPV.

Computational tests were performed on data from Eskom — the South African National
power utility. Initial tests demonstrated that the RF-GMS formulation achieves supe-
rior scalability, which allows the solution of a problem instance with ninety-two power
generation units to be computed within five minutes.
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Abstract

Technological innovation has transformed transportation into a more personal and
customer-driven experience. Traditional public transport, such as trains and buses, is limited
to pre-defined routes that are fixed. Consequently, riders have to travel along one of these
routes regardless of their destination. Technology-driven companies, such as Uber, Bolt and
Lyft, are so-called Transportation Network Companies (TNCs) that provide riders with the
option of selecting any pick-up and drop-off location. The nearest available driver (to the
rider’s pick-up location) is then assigned to the rider; thereafter the driver proceeds to pick
up the rider who is then dropped off at their destination. A basic agent-based simulation
model based on past pick-up data of a well-known TNC has been developed in an effort to
analyse the operation of such a system. It is envisaged that the model may aid the decision
making process related to various important facets of such a system, e.g., choosing suitable
waiting locations for drivers with the aim to minimise rider waiting times. The developed
simulation model is subjected to a verification process in order to ensure it is correctly
implemented with respect to the conceptual model.

Key words: Agent-based model, transportation, simulation.

1 Introduction

The digital age is characterised by the ability to easily collect, transfer and process in-
formation at an unprecedented scale [4]. Technological innovation has transformed the
way people go about their daily lives. Activities that were typically regarded as time
consuming, such as banking and commerce, have been transformed into trivial processes
performed by almost any individual by means of an easily accessible platform, i.e., a
website or mobile application. Transportation is no exception — the ability to request a
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personal ride service that is tailored to the needs of the riders is now at the fingertips of
many. The continuous development of these services has resulted in greater control over
the routes that can be travelled.

Transportation is evidently evolving into a more personal experience. So-called Trans-
portation Network Companies (TNCs) are at the forefront of this phenomenon. These
technology-driven companies provide web- or application-based services that enable riders
(i.e., individuals in need of transportation) to match and secure a ride-request with a
driver [3]. Riders typically use a mobile application to input their pick-up location —
usually their current location — together with their drop-off location (destination) which
is then processed by the TNC. The estimated time of arrival (ETA), together with the
estimated cost of the ride, is presented to the rider (via the application), which must first
be accepted before the service is initiated. Upon acceptance, the nearest driver is typically
assigned to the rider based on the travel distance between the driver and the rider. After
the rider is picked up by the driver, the driver then proceeds to drop off the rider at the
requested destination. The driver then waits to be requested again. A driver may either
be requested at a waiting area, or whilst travelling towards a waiting area.

A model that accurately simulates the operation of such a system may prove useful as it
facilitates further analyses, especially with respect to the implementation of potentially
beneficial strategies that can be employed by TNCs. One such an example is the recom-
mendation of improved driver waiting locations with the aim to minimise rider waiting
times. To this end, a review of what is known about the operation of TNC services, as
documented in the literature, is first presented in §2. This is followed in §3 by a discussion
on the manner according to which the operation of such a system may be implemented in
the agent-based simulation model, along with the relevant assumptions made. An intro-
duction into the basic concepts of agent-based modelling is given in §3.1, which is followed
in §3.2 by a description of the data set that forms the basis of the work presented in this
paper. This is followed in §3.3 by a description of how the movement of drivers is modelled
in the AnyLogic environment. In §3.4, a verification of the model against the documented
process and the model assumptions is performed so as to ascertain the accuracy with
which the abstraction and reconstruction is achieved. The paper then closes in §4 with
some recommendations with respect to possible future work.

2 Review of the operation of TNC ride services

Simulation models of the operation of TNCs have been developed by Shaheen [15]. A
simulaiton model was also developed by Lokhandwala & Cai [9] to model ride sharing (i.e.,
where a ride is shared by riders whose routes overlap either fully or partially) using ride
sharing services, such as UberPool and Lyft Line, and autonomous taxis. A popular topic
of discussion in the literature, similar to TNCs, is the taxi industry. The traditional yellow
taxis are the only vehicles in New York City that are allowed to pick riders up anywhere
in New York City by means of street-hailing (i.e., picking-up a rider from the street who
has not reserved a ride) and by means of pre-arranged ride-requests. Drivers of TNCs,
however, may only pick riders up by means of pre-arranged ride-requests. Simulation
models have been developed by Cheng & Nguyen [2], Grau & Romeu [6] and Kim et al.
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[7], among others, to study certain behaviours of this system. Studies have also been
conducted by Lee et al. [10] and Zhao et al. [17] in which the aim is to find suitable
locations (or hotspots) where taxi drivers should wait to be requested.

3 Simulating the movement of drivers

An agent-based model of drivers and riders of TNCs has been designed and developed in
the AnyLogic Personal Learning Edition 8.3.2 software suite. This model simulates the
movement of drivers and the interactions (i.e., pick-up and drop-off) between drivers and
riders. A general operation of this process is illustrated graphically in Figure 1. Once a
rider requests a ride, the nearest available driver is identified and assigned to the ride-
request. Some TNCs provide the option of selecting a larger vehicle or a luxury vehicle,
however, an assumption of homogeneity is made — i.e., all vehicles are assumed to be the
same. An available driver may either be at a waiting area (waiting for a ride-request) or
driving towards a waiting area after completing a ride. Waiting areas can include well-
known (established) hotspots, i.e., areas known for having a high pick-up concentration
(based on historical data). In this model, the waiting areas are restricted to known parking
areas. Once all the available drivers are identified, the driver closest to the rider, i.e., the
driver having the shortest driving distance to the rider, is selected and the ride-request
is confirmed. If there are no available drivers, the model re-checks for available drivers
until one is found. The waiting time experienced by a rider is therefore affected by the
availability of drivers.

Rider requests ride

Drivers available? Wait

Assign request to 
nearest available driver 

Driver moves to 
pick-up location Rider enters vehicle

Driver moves to 
drop-off locationRider exits vehicle

Driver moves to 
waiting area

Driver waits for request

Yes

No

Figure 1: A flowchart of the general operation of a TNC service.

Once a driver is assigned to a ride-request and the driver is no longer available for other
ride-requests, movement towards the rider is initiated. When the driver arrives at the
pick-up location, the rider enters the vehicle after which the driver travels to the drop-off
location. Upon arrival, the rider exits the vehicle and the driver moves to a parking area
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(i.e., an open area where individuals may park their vehicles) to wait for the next ride-
request. This parking area is selected at random; however, this may be changed to select
the parking area closest to the driver or only to select vacant parking areas, i.e., parking
areas currently unoccupied by another driver. It is assumed that the driver always travels
along the fastest route. AnyLogic employs the speed limits of the various road segments
to determine the fastest route. It is possible to incorporate traffic information to further
enhance model realism; however, this was excluded for the sake of simplicity.

3.1 Introduction of agent-based modelling

In an agent-based modelling paradigm the interactions of several objects or agents are
modelled. These interactions describe (give rise to) the characteristics of the system as
a whole. An object may be considered an agent if the following conditions hold true: It
acts in an autonomous manner; it is a discrete entity; it interacts with other agents or its
condition or state changes over time [11]. AnyLogic employs the icon to identify an
agent type, i.e., an object class.

An agent performs various actions which are dependent on its state. This may be de-
scribed using statecharts which comprises states and transitions. A transition moves an
agent between different states once it is initiated (or activated) and may be initiated by
using a timeout, rate, condition, message or arrival trigger. A timeout trigger, illustrated
graphically in Figure 2(a), indicates that once an agent has entered State A, it remains
in State A for a specified time period before transitioning to State B. A rate trigger, il-
lustrated in Figure 2(b), is similar to a timeout trigger; however, instead of specifying a
constant time interval, some probability distribution (e.g., exponential) can be applied.
In Figure 2(c), a condition trigger is illustrated graphically. Accordingly, after an agent
enters State E, it only moves to State F when a specified condition is true. A message
trigger, illustrated in Figure 2(d), allows an agent to move from State G to State H when
the agent receives a message. This transition may be set to trigger on any message or only
on a specific message. Lastly, according to an arrival trigger, as illustrated in Figure 2(e),
an agent transitions from State I to State J once it has arrived at its destination [16].

State A

State B

(a) Timeout

State C

State D

(b) Rate

State E

State F

?

(c) Condition

State G

State H

(d) Message

State I

State J

(e) Arrival

Figure 2: Different types of transition triggers.

An agent may have parameters associated with it which are indicated in AnyLogic by the
icon. Parameters are used to represent characteristics of the agent which usually do

not change during a simulation run. An agent may also have variables which are indicated
in AnyLogic by the icon. Variables may be used to store results of the simulation or to
model agent characteristics that change over time.
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3.2 Description of the data set

The data set forming the basis of the work presented in this paper contains the location
and time of pick-ups of a well-known TNC that occurred on the 1st of April 2014 in New
York City [5]. The drop-off locations, however, were omitted from the original data set. To
account for this, the drop-off locations were randomly sampled from another data set which
captured the pick-up and drop-off locations of taxi services in New York City [12]. This
ensures that the drop-off locations accurately represent potential real-world destinations.
A sample of the data set is shown in Table 1.

Pick-up date and time Pick-up Pick-up Drop-off Drop-off
latitude longitude latitude longitude

2014/04/01 09:00:00 AM 40.7841 -73.9542 40.67358 -73.80718
2014/04/01 09:02:00 AM 40.7426 -73.9963 40.73845 -73.73162

...
...

...
...

...
2014/04/01 11:49:00 PM 40.7661 -73.9693 40.71436 -73.90057
2014/04/01 11:54:00 PM 40.7610 -73.9768 40.59303 -73.77763

Table 1: A sample of the data set employed. Indicated is the pick-up and drop-off time and

locations of riders on the 1st of April 2014.

3.3 Description of implemented process in AnyLogic environment

In the simulation model, drivers and riders agent types exist to facilitate the be-
haviours of the driver and rider, respectively. Another agent type called parkingAreas
exists and is used to specify the different parking areas. This additional agent type is sup-
plementary as it allows for complexity to be added, e.g., specifying the occupancy of the
parking area. As can be seen in Figure 3(a), an agent of the drivers agent type enters
the simulation and assumes the AtParkingArea state immediately. This state indicates
that the driver is currently at a parking area waiting for a ride-request. An agent of the
riders type enters the simulation and immediately assumes the Idle state, as can be seen
in Figure 3(b). An agent in this state is not active in the simulation and is therefore
invisible in the animation as a ride-request has not yet been made by this agent. The
parkingAreas statechart comprises only one state, the Active state. The driver remains
in the AtParkingArea state until a message is received from a rider that has transi-
tioned into the Request state upon which it becomes visible in the simulation. A rider
transitions into this state when the time in the simulation is the same as its pick-up time.
This message is only sent to the nearest available driver. A driver’s availability depends
on whether it is in the AtParkingArea state or in the DrivingToParkingArea state.
A driver will transition into the DrivingToParkingArea state once the rider has been
dropped-off. If an available driver cannot be found, the rider re-enters the Request state
and continues searching for an available driver every five seconds until one is found.

When an available driver in the AtParkingArea state receives a message from a rider, the
driver transitions into the DrivingToRider state, as indicated by the message transition
trigger. The rider responsible for sending the message transitions to the WaitingDriver
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(a) Statechart of driver agent. (b) Statechart of rider agent.

Figure 3: Statecharts of the driver agent and the rider agent.

state. The driver then moves towards the location of the rider that sent the message. Upon
arrival (at the rider’s location) the driver transitions into the AtPickUp state, indicated
by the arrival transition trigger. The rider then transitions into the FinalState, indicated
in the statechart with the icon. The rider enters this state on the condition that the
driver and the rider are at the same location. When a rider enters the FinalState, it is no
longer visible in the simulation as the rider is regarded as inside the driver’s vehicle. The
transition between the AtPickUp state and the DrivingToDropOff state is a timeout
trigger. This is used to simulate the time it takes for a rider to enter the driver’s vehicle.

Upon entering the DrivingToDropOff state, the driver processes the drop-off location
from the rider and travels towards it. Two parameters are employed in order to store
the latitude and longitude coordinates of the drop-off location, namely DropOffLat
and DropOffLong, respectively. Once again, an arrival transition trigger is employed
in order to transition the driver into the AtDropOff state upon arrival at the drop-off
location. A timeout trigger transitions the driver into the DrivingToParkingArea state
to simulate the time it takes for a rider to exit the driver’s vehicle. When the driver is
in the DrivingToParkingArea state, a random agent of the parkingAreas agent type
is selected and the driver moves towards it. The driver may leave this state by means
of two transitions. The first transition is triggered upon receipt of a message by a rider
indicating a ride-request. A driver receiving a ride-request whilst driving to a parking
area is therefore simulated. When a driver receives this message it immediately transitions
into the DrivingToRider state and the driver continues to move through the states as
discussed previously. If the driver arrives at the parking area without being requested by
a rider, the arrival trigger activates and the driver transitions into the AtParkingArea
state and the driver continues to move through the states as discussed previously.
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3.4 Verification

Verification is a method of testing whether a model has been implemented correctly and
performs as intended [8, 14]. A model that is verified as functionally correct and logically
sound can be used to answer pertinent research questions regarding the relevant domain.
One method of verification is to test the model over a range of parameter values in order
to determine whether the results of these changes are reflected by the model [1]. The
model developed in this study is verified by changing the number of drivers whilst keeping
the number of riders and parking areas constant. The positioning and time corresponding
to the moment when a rider requests a ride are kept constant. The positioning of the
parking areas is also fixed. The resulting effect on the assignment waiting time (AWT),
i.e., the time elapsed between when a rider requests a ride and when a driver is assigned,
is then recorded and stored in a variable called AssignWaitTime. It is expected that
an increase in the number of drivers will result in a decrease in the AWT — ascribed to
the increased availability of drivers to be assigned.

In the first experiment that forms part of model verification, a one hour period of historical
ride-requests were considered. The one-hour period comprised forty-two ride-requests. In
addition, a total of seventy parkingAreas were randomly drawn from a dataset containing
the parking lots in New York City [13]. A screenshot of the simulation model in AnyLogic
(during runtime) is shown in Figure 4. In the top left hand corner a white box indicating
the number of drivers and the number of riders in the simulation is included. Drivers
and riders are visually denoted by simple illustrations of cars and silhouettes, respectively.
The silhouette is blue when the rider is in the Request state and red when the rider is in
the WaitingDriver state. The parkingAreas are represented visually by black dots. The
console (on the right) displays information related to the length of time each rider had
been waiting before being assigned to an available driver. Due to the fact that there are
only five drivers in this experiment and that the simulation started with all drivers being
available, the first five ride-requests were assigned to drivers immediately and therefore
have an AWT of zero seconds (as shown in the console). The number of driver agents

Figure 4: Screenshot of the simulation model during runtime.
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employed in the simulation model and the corresponding resulting average AWT is shown
in Table 2. By increasing the number of drivers, the average AWT is decreased. As stated
previously, this is an expected outcome which is both logical and intuitive. The average
AWT equates to zero once a critical number of drivers are present, ascribed to the fact that
there are enough drivers available to be immediately assigned to riders upon ride-requests.

Number of Average AWT
driver agents (seconds)

5 7420.00
10 2691.55
15 1201.55
20 448.81
25 126.31
30 0.00
35 0.00

Table 2: The number of driver agents used in the simulation model together with the corre-

sponding average AWT of rider agents.

The second method of verification is to test the impact of different waiting strategies on
the total waiting time (TWT), i.e., the time elapsed between when a rider requests a
ride and when he/she is picked up by a driver. The first waiting strategy is to assign
drivers to parking areas with the highest number of pick-up requests received in the past
hour within a 10km travel distance. According to the second waiting strategy, drivers are
assigned to the parking areas with zero pick-up requests received in the past hour within
a 10km travel distance. For both strategies, the TWT is recorded and stored in a variable
called TotalWaitTime. The drivers in Strategy 1 should be able to access the riders
sooner than the drivers in Strategy 2 and the riders should therefore have a lower average
TWT. For both scenarios, there were a total of twenty drivers available. The results of this
simulation are shown in Table 3. As expected, the riders in Strategy 1 have a markedly
lower average TWT than those in Strategy 2.

Strategy number Average TWT (seconds)

1 1237.04
2 1906.21

Table 3: The number of driver agents used in the simulation model together with the corre-

sponding average TWT experienced by the rider agents.

4 Conclusion and future work

The manner in which the operation of drivers and riders of TNCs has been modelled within
an agent-based simulation paradigm was described in this paper. The modelling approach
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simulated the interactions of three agent types, namely, drivers, riders and parking areas.
This model was then verified by observing and quantifying the impact of a change in the
number of drivers on the average AWT. In addition, different driver waiting strategies were
evaluated. It was found that when drivers wait in areas with a high number of surrounding
ride-requests, the TWT is less than in the strategy with drivers who wait in areas having
no surrounding ride-requests. Based on the results of the two verification tests performed,
it is evident that the simulation model developed represents, to an extent, the operation
of such a system.

This simulation model forms part of an on-going project at Stellenbosch University aimed
at identifying suitable waiting areas for drivers in order to minimise total rider waiting
time. These waiting areas will be determined using an unsupervised machine learning
technique called clustering. The clusters are formed based on historical rider pick-up lo-
cations (also in New York City). The parking areas used in the model (as mentioned in
this paper) will be replaced by the waiting areas corresponding to the clustering tech-
nique. The average total rider waiting times of the two approaches will be compared. The
first approach will represent the waiting areas found using clustering, whereas the second
approach will represent the waiting areas selected based on nearby hotspots and parking
areas. Along with this, a decision support system will be developed in order to assist the
drivers in selecting a waiting area.
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An optimisation model for supporting mobile rural
healthcare services

I Guess∗ SE Terblanche†

Abstract

The use of day clinics is for a large proportion of the South African population the only
way currently to gain access to public healthcare. Some of the day clinics in the country
have to provide healthcare services to as many as 32 000 inhabitants per district, with
an average of only four nurses on duty per day. Apart from the lack of resources within
the day clinics, for some patients, a trip to the nearest day clinic may take up to several
hours. In this paper, the viability of adopting mobile healthcare is explored as a means
of bringing healthcare services closer to the patient. Such a service will be complimentary
to the day clinics with the primary objective to provide better quality healthcare to the
rural population. A mathematical programming formulation is proposed to deal with the
operational management of a mobile healthcare service, and a fictitious problem instance is
used to demonstrate the functionality of the formulation.

Key words: Rural healthcare, mobile clinics, scheduling, mathematical programming.

1 Introduction

Within rural communities, healthcare is not always easily accessible. According to Neely
& Ponshunmugam [6], the main reasons are resource scarcity, transportation networks not
designed around healthcare services, and families that are split between rural and urban
areas. Patients sometimes live too far from day clinics or government hospitals, and they
struggle to find or afford transportation [4]. In the past decade, various countries have
investigated and tested the feasibility of mobile clinics. In India, for instance, the Ila
Trust was founded in 1994 to provide mobile healthcare to rural communities [1]. Mobile
clinics go to predefined locations and operate according to a fixed weekly schedule. The
treatment of general ailments and chronic diseases, such as AIDS and diabetes, is provided
by a staff complement of doctors, nurses, pharmacists and drivers. Due to the fixed mode
of operation, resource allocation and logistical management are simplified.
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In this paper, alternative operational models to manage mobile clinics are considered.
More specifically, instead of only routing mobile clinics to the same predefined locations
according to a fixed weekly schedule, the possibility of scheduling mobile services according
to patient demands is explored. With the extensive coverage of mobile networks in South
Africa, as well as the increasing affordability of smartphone technologies, the use of a
mobile application for gathering patient demands could be a viable option in providing
better patient-oriented healthcare services. If patients could indicate their preferences
towards certain treatment locations as well as appointment times, it may be possible to
determine a feasible schedule and route which may accommodate as many patients as
possible. The use of mobile phones in poor and remote areas of South Africa provides
unique opportunities to improve healthcare access [8].

In the following section, different models are discussed that support the operational man-
agement of mobile clinics. In §3, a novel mathematical programming formulation is pro-
posed to deal with a semi-flexible operational model when managing a mobile clinic ser-
vice. The proposed model is a combination of the well-known resource constrained project
scheduling problem and the facility location problem. The proposed model is applied to
a fictitious problem instance in §4 for the purpose of demonstrating the behaviour of the
model. The paper is concluded in §5.

2 Operational models for mobile clinic services

In this study, three different operational models are considered. In the following subsec-
tions, a short description of each conceptual model is provided, and possible advantages
and disadvantages are discussed.

2.1 A fixed schedule operational model

Several countries are busy implementing mobile clinics within their cities as well as rural
areas [2, 5]. Their operational models are typically based on a fixed schedule and routing
plan for a week. It is, therefore, the patient’s responsibility to ensure that they arrive at
the predetermined time and location to receive medical treatment from the mobile clinic.
The approach typically followed to set up the service schedule is based on historical patient
data, and it uses a cost and distance analysis to determine the optimal route. This model
does not use any patient inputs to determine the schedule and routing of mobile clinics.

The Yale Clinical & Community Research department implemented an initiative called the
Community Health Care Van, which makes use of a fixed schedule routing model. Patients
have access to the schedule of the Healthcare Van via their website [5]. Furthermore, in
2007, the Global AIDS Interfaith Alliance obtained funding from the Elizabeth Taylor
HIV/AIDS Foundation to deploy two mobile clinics in Malawi. Their operational model
is based on a fixed scheduling and routing approach [2].

Some of the advantages of using a fixed schedule operational model are, for instance, sim-
plified operational planning and a predictable schedule that allows patients to know when
and where a mobile clinic will be to provide medical services. The disadvantage, however,
is that the approach does not take into account the availability of patients according to
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their own circumstances and, furthermore, it has no way of prioritising patient cases. It
may happen, for instance, that mobile clinics are stationed where no one needs medical
assistance, thus wasting time and resources.

2.2 A user-driven operational model

A user-driven operational model provides more flexibility to patients in terms of the treat-
ment locations and the time of availability of healthcare services. That is, the final sched-
ule and routing of a mobile clinic are based entirely on patient demand information. The
treatment locations may vary from day to day, depending on the ability of a patient to
be present at a particular place during a specific time of the day. The time spent at each
treatment location may also vary, and multiple stop locations within a day could also be
a possibility. The viability of implementing a user-driven operational model relies on the
assumption that the healthcare service provider has access to the demand information
provided by patients.

The AitaHealth initiative in South Africa provides a platform for collecting patient in-
formation within rural communities [3]. The current use of the AitaHealth mobile phone
application is to provide community-oriented healthcare services. The mobile phone appli-
cation is used by community health workers who are responsible for visiting patients on a
frequent basis. The responsibilities of the community health workers may include the de-
livery of medication and to update patient’s information on the AitaHealth database. The
success of the AitaHealth initiative has been celebrated by registering one million patients
on their database by 2018. This is an indication that a user-driven operational model
is plausible, provided that a mobile phone application such as AitaHealth is available to
patients. Additional functionality may be added to the application for patients to enter
their preferences towards mobile treatment locations and appointment times. Although
this type of operational model may be perceived as placing more of a logistical burden
on the healthcare service provider, the use of mathematical modelling approaches and
information technology could support the cost-efficient implementation of a user-driven
model.

The major advantage of a fully user-driven operational model is that there is complete
control over the prioritising of patient cases. More specifically, mobile clinics will only be
stationed where patients need medical assistance, thus always using time and resources
effectively. Patients can request their appointment time most suitable to their schedule.
The disadvantage of this operational model is that it will be data-intensive and require
solving complex optimisation problems. Furthermore, high initial capital layout may be
expected to implement the supporting information technology.

2.3 A semi-flexible operational model

The two operational models introduced above are extremes to the spectrum of possible
operational models. In proposing a semi-flexible operational model, an attempt is made to
compromise between a low cost fixed schedule and a more expensive fully user-driven op-
erational model. A semi-flexible model will still allow patients to specify their preferences
towards appointment times, but with a fixed list of treatment locations. The time and
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duration spend by a mobile clinic at a treatment location will be based on the patient’s
ability to be at a specific location during a preferred time slot. Patients will be allowed
to indicate their preference for multiple treatment locations during different time periods.
For example, it may be possible for a patient to be at a specific treatment location dur-
ing the morning on the way to work, or at another treatment location in the afternoon
while returning from work. By applying a tailored optimisation model, a schedule may
be calculated that maximises the overall patient preference to treatment locations and
appointment times.

The anticipated advantage of a semi-flexible operational model is that a list of predeter-
mined treatment locations is used for providing medical services. The time and duration
of delivering the services at each location will be based, however, on patient demand in-
formation. By applying an optimisation model, optimal use of resources may be achieved
while still taking patient demand information into account. Compared to the fully user-
driven operational model, the disadvantage of this approach is that not all patients may
be accommodated during a first round of scheduling. Patients will have to be informed
when their preferred treatment locations and appointment times are infeasible in order to
provide them with the opportunity to make another appointment.

3 An optimisation model for a semi-flexible service

The optimisation model proposed in this paper to support a mobile healthcare service is
based on a semi-flexible operational model. The basic assumption for this model is that a
list of predetermined treatment locations is available to the patients. A patient will have
the opportunity to indicate his or her preference towards making an appointment at one
or more of these locations — in advance — by using a mobile phone application. The
routing of the mobile clinics between the different locations and the time spent at each
location will be based on patient preferences as well as the availability of resources.

The formulation of the proposed optimisation model is based on a combination of a facility
location problem and a resource constrained project scheduling problem. For the latter,
the time-indexed formulation of Pritsker et al. [7] is adopted. Within the context of
the resource constraint scheduling problem, the project activities correspond to the time
spent by a mobile clinic at a predefined treatment location. More than one activity is,
however, associated with a treatment location since a mobile clinic may visit it more than
once during a week. Consider an example with three possible treatment locations, namely,
A, B and C. The order in which these locations may be visited is determined as part of
the solution. Figure 1 illustrates how, over a two-day schedule, more than one activity
is associated with each location. For instance, activity 1 is associated with location A
during day 1, and activity 5 is associated with location A during day 2. The arrows
in Figure 1 implies a certain sequencing order. For example, activities 1–3 during day
1 may be scheduled in any order, as long as they complete before activity 4 (the clinic).
This implies that the mobile unit has to return to the clinic at the end of the day.

Let I = {0, 1, . . . , |I|} be the index set of activities which are associated with locations
where healthcare services will be provided. The breakdown of the activities per scheduling
day, as illustrated in Figure 1, is facilitated by a non-cyclic precedence graph H(I,Z), with
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Figure 1: Associating scheduling activities with mobile treatment locations A, B and C over a

two-day schedule.

vertex set I and arc set A. The requirement of stopping at location i prior to stopping at
location j is enforced by including the arc (i, j) in the arc set A.

When a mobile clinic is stationary at one of the predetermined treatment locations, re-
sources are consumed while providing the required healthcare services. These resources
may include, for instance, the medical staff, medication, medical testing kits and other
medical equipment. The set of resources are denoted by R. Let vir be a numerical value
for the quantity of resource r ∈ R consumed per hour at a location i ∈ I, and let hrij be
the expected delay when transferring a resource r ∈ R from treatment location i ∈ I to
j ∈ I. The amount of resources available per hour for a resource r ∈ R is given by Ur.

Let T = {1, 2, . . . , |T |} be the set of time periods. The duration of each time period t ∈ T
is considered to be, for example, one hour. The binary decision variable xit ∈ {0, 1} is
used to indicate whether a mobile clinic is scheduled to stop at a location i ∈ I during
time period t ∈ T . The total duration (in hours) required of a mobile clinic to stop at a
predetermined location i ∈ I to allow for patient appointments, is specified by di. The
capacity ci of a mobile clinic is defined as the maximum number of patients treatable
during a time period t ∈ T . The decision variable zij ∈ {0, 1} is introduced to facilitate
the sequencing order of the treatment locations. More specifically, if zij = 1, then the
treatment location j is allowed to be visited after completion of treatment service at
location i.

The set of patients is denoted by the index set P = {1, 2, . . . , |P|}. Within the context of
the facility location problem, each location where a mobile clinic has to stop to provide
healthcare services is considered to be a facility. Therefore, the binary decision variable
yip ∈ {0, 1} is used to determine whether a mobile clinic at location i ∈ I will be providing
a healthcare service to patient p ∈ P. Each patient p ∈ P has a preference level lip
towards receiving medical care at a location i ∈ I. Greater values of lip will indicate
higher preferences towards a specific location. In addition to a preference towards specific
locations, each patient p ∈ P also has to provide a preferred timeslot [Eip, Lip] for an
appointment, with Eip and Lip the earliest and the latest available time for an appointment
at a location i ∈ I.
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The objective of the proposed optimisation model is to

maximise
∑
i∈I

∑
p∈P

lipyip, (1)

subject to the constraints ∑
t∈T

xit = 1, i ∈ I, (2)

∑
t∈T

txit −
∑
t∈T

txjt ≤ −di, (i, j) ∈ A, (3)

zij + zji = 1, i ∈ I, j ∈ I, i 6= j, (4)

∑
t∈T

txit −
∑
t∈T

txjt + (M + di + hrij)zij ≤ M, r ∈ R, i ∈ I, j ∈ I, (5)

∑
i∈I

t∑
k=t−di+1

virxik ≤ Ur, r ∈ R, t ∈ T , (6)

∑
i∈I

yip ≤ 1, p ∈ P, (7)

∑
p∈P

yip ≤ ci, i ∈ I, (8)

∑
t∈T

txit + (M − Eip)yip ≤ M, i ∈ I, p ∈ P, (9)

−
∑
t∈T

txit + Lipyip − di ≤ 0, i ∈ I, p ∈ P. (10)

The objective function (1) maximises the overall patient preferences. Constraints (2)–(6)
are the usual constraints found in the formulation of the standard resource constrained
scheduling problem. Constraint set (2) ensures that healthcare services are scheduled at
each location. Constraint set (3) applies the routing policy of the mobile clinics based on
the precedence graph H(I,A). Together, constraint sets (4) and (5) enforce the expected
delay in transferring a resource r ∈ R from a treatment location i ∈ I to j ∈ I. The
resource availability for each time period t ∈ T is modelled by constraint set (6).

The remaining constraints in the problem formulation are responsible for selecting the
optimal location that a patient is assigned to for receiving medical treatment. Constraint
set (7) is required to model the assignment of a patient to at most one location. The
maximum number of patients treatable at a specific location associated with an activity
i ∈ I, is formulated according to constraint set (8). A higher value of the parameter
ci in constraint set (8) implies that more patients may be treated during a time period
t ∈ T . Constraint sets (9) and (10) allow a patient to be treated at a specific location and
appointment time, provided the associated activity is scheduled to overlap the preferred
time slot of the patient.
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Max 2 patients per hour Max 4 patients per hour Max 6 patients per hour
Location Start End Location Star End Location Start End

Day 1 C 08:00 10:00 C 08:00 10:00 B 08:30 10:30
A 11:00 13:00 A 11:30 13:30 A 11:30 13:30
B 14:00 16:00 B 14:30 16:30 C 14:30 16:30

Day 2 A 08:30 10:30 A 08:30 10:30 A 08:30 10:30
B 13:00 15:00 B 11:30 13:30 B 11:30 13:30
C 16:00 18:00 C 18:00 20:00 C 16:30 18:30

Table 1: Results for a fictitious problem instance having three treatment locations and thirty-

two patients.

4 Model behaviour and computational results

A fictitious data set was created to demonstrate the application of the proposed opti-
misation model for determining a semi-flexible operational service schedule. Although
the proposed problem formulation above may accommodate several resources, the only
resource included in the fictitious problem instance is the availability of a single mobile
clinic. In a real-life application, the proposed model may be applied to find an optimal
service schedule that includes more than one mobile clinic as well as multiple resources.

For illustrative purposes, only three treatment locations and a total of thirty-two patients
were included in the data set. The time spent at each treatment location by the mobile
clinic (given by the parameter di), is fixed at two hours. The travel times between the
three locations (captured as the transfer delay parameter hrij) are assumed to be an hour
between locations A and B, half an hour between B and C, and an hour between locations
A and C. It is assumed that each patient may have certain preferences towards specific
treatment locations as well as appointment times. Therefore, for each treatment location
associated with an activity i ∈ I and patient p ∈ P, the parameters lip, Eip and Lip were
generated randomly.

The results obtained by applying the proposed optimisation model to the fictitious problem
instance is provided in Table 1. The problem was solved by specifying a maximum number
of patients per treatment location of two, four and six, respectively. By doing this, three
sets of results were obtained. For each set, the order in which the different treatment
locations has to be visited are indicated by the associated start and end times. For
instance, for a maximum of two patients per hour, the mobile clinic has to be at location
C from 08:00 to 10:00 during the first day of the schedule, then at location A from 11:00
to 13:00 and, finally, at location B from 14:00 to 16:00, before returning back to the
clinic. The following day, the mobile clinic has to be at location A from 08:30 to 10:30,
then at location B from 13:00 to 15:00 and, finally, at location C from 14:00 to 16:00.

Although the objective of the problem is to maximise the overall preference of the patients,
some patients may not get their first choice or may not be accommodated at all. For
instance, in the case where a maximum of only two patients is treated at a specific location,
not all of the thirty-two patients could be accommodated during the two-day schedule.
More specifically, the proposed treatment schedule indicates that a total of twenty-three
patients will not be accommodated.

For the case where a maximum of four patients is treated per hour, a total of seventeen pa-
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tients will not be accommodated by the suggested treatment schedule. When a maximum
of six patients is allowed per treatment location, eleven patients will not be accommodated
by the treatment schedule.

From Table 1, it is observed that idle times are present in the proposed schedule. For
example, in the case where a maximum of two patients is treated per hour, the allocated
treatment times at locations A and B during day 2 are from 08:30 to 10:30 and from
13:00 to 15:00, respectively. Since the travel time from location A to B is only one
hour, there is an idle period of an hour and a half. This is due to the objective function
that attempts to maximise the overall patient preferences, without taking into account
the possible waste in resources.

5 Conclusion

In this paper, a mathematical programming formulation is proposed to deal with the
operational management of a mobile healthcare service. The problem formulation is based
on a semi-flexible operational model, which allows patients to specify their preferences
towards both the location and the time of appointment for receiving medical treatment.
The objective of the optimisation model is to maximise overall patient preference while
taking into account resource availability. Results for a fictitious problem instance were
presented for the purpose of demonstrating the model behaviour when considering different
levels of treatment capacities.

This study is still work in progress and extensions to the model proposed in this paper
may include, e.g., a more flexible model in which the time spent at a treatment location is
determined as part of the solution, and not taken as a fixed input parameter. Furthermore,
a more realistic data set may shed light on the appropriateness of the model assumptions,
as well as the computational requirements of the solution approach.
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Resource constrained project scheduling
approaches to fibre network deployment
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Abstract

Optical fibre networks are currently considered the most suitable option for providing
high-speed bandwidth for both access and long haul data networks. Despite the decrease in
optical fibre costs, deploying fibre networks is still considered expensive. Existing project
management tools do not take complex objective functions into account and are unable
to cater for telecommunication-specific side constraints. By formulating the fibre network
deployment planning problem as a general resource constrained project scheduling problem
(RCPSP), various solution approaches may be followed to generate solutions. Computa-
tional results, which are based on benchmark instances from the literature, demonstrate the
practical application of constraint programming and mixed integer linear programming in
solving the fibre network deployment planning problem.

Key words: Fibre network deployment, resource constrained project scheduling, mixed integer linear

programming, constraint programming.

1 Introduction

Fibre optic deployment typically involves two separate activities — the first step involves
the design of the fibre network, followed by the physical deployment. Considerable work
has been done in the last decade to provide the telecommunications industry with auto-
mated fibre network design tools [11]. A typical objective of fibre network design models
is to provide the least cost network design, based on demand projections and topology
information. With an “optimal” network design at hand, the next step is to put a project
management plan in place for the physical deployment.

Fibre uptake by businesses as well as home users is rapidly increasing due to the ability
of fibre to provide high-speed bandwidth for both access and long haul data networks.
The challenge faced by operators, however, is that the payback period for the operator’s
investments is too long. The critical issue for operators is to reduce fibre deployment cost
through improved resource allocation and project scheduling.
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If fibre deployment companies can improve their deployment schedules based on net present
value (NPV), it would lead to financial benefit to the network operator as well as improve
end-users satisfaction. In a publication by Ding [3], reference is made to a study by
the Iternational Telecomunnications Union (ITU) that states “if broadband penetration
increases by ten percentage points, GDP rises by 1.3 percent, employment rises by two to
three percent, productivity increases five to ten percent, and innovation rockets fifteenfold.
At the same time, greenhouse gas emissions fall by five percent.”

The objective of this paper is to formulate the fibre network deployment planning problem
as a general resource constrained project scheduling problem (RCPSP). Solving an RCPSP
involves the scheduling of project activities over time such that the total resources con-
sumed by the activities do not exceed the resource availability. An additional requirement
is that activities must be scheduled according to predefined sequencing rules, which are
typically captured by a so-called precedence graph. Various model formulations and al-
gorithmic approaches for solving the RCPSP exist in the literature, which may affect the
quality of the solutions obtained as well as computational efficiency.

2 Technical background

Although different architectures may be considered for the deployment of an optical fibre
network, a passive optical network (PON) is considered the most suitable since it has no
active devices requiring electric power. PON architectures are popular for the deployment
of fibre-to-the-home (FTTH). Figure 1 is an illustration of a typical PON configuration.
A PON consists of a central office (CO), which is connected to several splitters. Each
splitter requires a separate fibre to be connected to the CO. The splitters then split the
signal coming from the CO to allow multiple fibres to be connected to optical network units
(ONUs), which are the demand points in the fibre network that represent the end-users.
In order to save on trenching costs, operators may place fibres in the same conduit — a
technique known as fibre duct sharing.

Figure 1: Elements of a simple fibre network.
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Telecommunication companies typically formulate deployment plans by applying techno-
economic analysis. Techno-economic analysis evaluates the technical requirements of the
project (e.g., amount of fibre, splitters, optimal network design, etc.) as well as the
economic viability thereof (e.g., cost and profitability).

Azodolmolky & Tomkos [2] developed a techno-economic model to assist network planners
and service providers in selecting a deployment strategy and network design. Their model
provides high-level insight into Ethernet fibre-to-the-business (FTTB) deployment through
capital expenditure (CAPEX) and operating expenditure (OPEX). The results are based
on a case study for an Ethernet FTTB deployment in Athens, Greece.

Jerman-Blazic [4] compared and evaluated suitable methods for delivering broadband ser-
vices at municipal and backbone level. The model is based on a network value analysis that
also involves CAPEX and OPEX calculations. The financial assessment for technology
deployment is reflected through techno-economic evaluations such as NPV. The results
are based on a case study for the Telekom Slovenia company and deals with upgrading the
current network backbone while considering future development and trends of broadband
services in the country.

Further work by Kampouridis et al. [5] provided a framework that encapsulates existing
techno-economic models by using a genetic algorithm (GA) as a decision support tool when
it comes to deciding which areas fibre networks should be deployed to first. Although this
model searches for deployment areas that return the highest profit, it does not attempt
to further increase profit by scheduling the order in which activities need to be executed
when examining a specific deployment area.

In fibre network deployment scheduling, the project activities involve the construction of a
central office; the excavation of trenches; and the installation of conduits, fibre, splitters,
and ONUs. Other time-consuming activities include the splicing and testing of fibre cables.
The renewable resources are the number of excavation tools; man-hours of the workforce;
and the availability of fibre, splitters, and ONUs.

The cash flow associated with each activity may either be an expense (negative cash
flow) or an income (positive cash flow). Within the context of fibre deployment, positive
cash flows are produced by ONUs once the connection to the CO has been completed.
When areas that contain high-value customers who have the desire to spend money on
fibre, is supplied first, the uptake will be high and service providers can start producing
revenue at the early stage of deployment. Negative cash flows are the costs associated
with constructing the CO, trenching and installing the fibres, the splitters and the ONU
equipment.

By using the above information on a fibre network deployment project, an RCPSP ap-
proach may be applied to obtain a deployment schedule that adheres to resource and
sequencing constraints while maximising NPV.

3 Resource constrained project scheduling

In general, a project comprises activities indexed by the set N = {1, 2, ..., |N |}. The
project is completed when all activities have been processed. Each activity i ∈ N has



Fibre network deployment 75

an expected processing time di. There is a set R of renewable resources that may be
used during the processing of the activities. The resources are called renewable because
their full capacity is available in every time period t ∈ T = {1, 2, . . . , |T |}. While being
processed, activity i ∈ N requires some quantity vir of resource r ∈ R. Resource r has
a limited instantaneous capacity of Ur during the processing of activities. A so-called
precedence constraint determines the order in which activities may be processed. For this
purpose, a non-cyclic graph G(N ,Z) is defined, where N is the set of vertices and Z the
set of arcs. The arc (i, j) ∈ Z states the precedence requirement that activity j ∈ N is
preceded by activity i ∈ N .

Let si ≥ 0 denote the starting time of an activity i ∈ N . Note that the starting time si
does not necessarily have to coincide with the start times of the scheduling periods, and the
duration di may not necessarily be divisible by the specified period duration. Therefore,
to facilitate the conceptual formulation of the RCPSP, the function φ(i, t, si) is used to
calculate the proportion of resources being consumed by activity i ∈ N during time period
t ∈ T , if the activity is scheduled to start at time si. The implementation details of the
function φ(i, t, si) will depend on the solution approach adopted. Therefore, the model
provided below is only a conceptual model, and the solution approaches described in the
next section will dictate the explicit implementation of the function φ(i, t, si).

If ci represents the cash flow associated with an activity i ∈ N , and α is the NPV discount
rate, the objective function of the RCPSP is to

maximise
∑
i∈N

e−αsici, (1)

subject to
si − sj ≤ −di, (i, j) ∈ Z, (2)∑

i∈N
φ(i, t, si)vir ≤ Ur, r ∈ R, t ∈ T . (3)

The objective function (1) maximises NPV based on the continuous compound application
of the discount rate α. Constraint set (2) enforces the precedence requirement according
to the graph G(N ,Z), and constraint set (3) limits the resource consumption per time
period.

4 Solution approaches

Several algorithmic approaches may be followed to generate solutions for the conceptual
RCPSP formulation provided in the previous section. In this paper, the computational
efficiency when employing both a constraint programming (CP) and a mixed integer linear
programming (MILP) approach, is investigated. Although the implementation of a CP
model is typically technology-dependent, there are three main components to formulating
the RCPSP as a CP [8]:

• Interval variables — decision variables in CP that represent an interval of time
relating to an activity in a schedule. In a CP model, the variables si in the conceptual
model (1)–(3) above are defined as interval variables.
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• Precedence constraints — constraints in CP expressed in terms of interval variables
which ensure the relative position of the activities in the scheduling solution. Con-
straint set (2) in the conceptual model above are implemented in CP as precedence
constraints.

• Cumulative expression constraints — constraints in CP that limits the accumulation
of resource usage over time. Constraint set (3) in the conceptual model above are
implemented in CP as Cumulative expression constraints.

In this paper, the commercial solver CP Optimiser, a product by IBM, was employed to
solve the fibre deployment planning problem as an RCPSP.

Several formulations of the RCPSP as a MILP are provided in the literature. The most
popular formulations include a time index formulation [9], an event-based formulation
[7] and a resource flow formulation [1]. A time-indexed formulation of the RCPSP was
adopted by Van Riet, Terblanche & Grobler [12] to solve the resource allocation and
scheduling of fibre deployment projects. In this paper, the resource flow formulation
by Terblanche [10] is adopted due to the duration characteristics of some of the fibre
deployment project activities. More specifically, trenching activities may take up to several
weeks to complete, depending on civil and infrastructure restrictions. Empirical results
provided by Terblanche [10] demonstrate that the resource flow formulation of the RCPSP
is computationally more efficient when solving problem instances that are characterised by
activities with extended completion times. The MILP solver, IBM cplex, was employed in
this study to solve the resource flow formulation of the fibre deployment planning problem.

5 Computational study on benchmark instances

In order to validate the application of an RCPSP model to solve the fibre deployment
planning problem, the Dassierand suburb of Potchefstroom in South Africa is considered
as an example of a fibre deployment project. Figure 2 shows the fibre network configura-
tion for the suburb, comprising 300 ONUs that are connected to a central office through
ten different splitters. A total of 632 activities are associated with the corresponding
deployment plan.

The resources that were available for the execution of the deployment plan include man-
hours of the workforce, the availability of fibre, splitters, and ONUs. The project activities
with a negative cash flow entail the construction of a central office; the excavation of
trenches; and the installation of conduits, fibre, splitters, and ONUs. Positive cash flows
are considered to be the revenue that ONUs produce once a single path from the CO
through to one of the ONUs has been completed.

The Dassierand deployment planning problem was solved on an Intel Core i5-3470 pro-
cessor with four cores operating at 3.2 GHz and 8GB RAM. As a first attempt to obtain
a solution, the resource flow formulation of the RCPSP was solved with the commercial
MILP solver, cplex. Due to the computational complexity of the problem, optimality
was not reached after ten hours of computing time, and only a feasible solution could be
computed. However, by employing CP to solve the problem, an improvement of 60% in
objective function value was achieved.
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Figure 2: PON topology input for the Dassierand dataset.

In order to assess the computational efficiency of applying CP in general, a comparative
study between MILP and CP was conducted by considering benchmark RCPSP problem
instances from the literature. For this purpose, the project scheduling problem library
(PSPLIB) [6] was considered. The PSPLIB repository contains three sets of data, namely,
j30, j60 and j90. The data sets contain RCPSP instances comprising thirty, sixty and
ninety activities, respectively. There are 480 instances in each set, which all differ in
complexity. Each RCPSP instance includes a set of four resources.

The PSPLIB problem instances were modified with longer activity durations in order to
be more reflective of the type of activities to be found in a fibre deployment planning
problem. The duration di of all activities were adjusted by a factor of ten, i.e., di = 10di.
The adjusted datasets are referred to below as the j30(10x), j60(10x) and j90(10x).

The time limit imposed on each computational run was based on the number of activities
of the problem instance being solved. That is, a total of ten seconds of computing time
was allocated to each activity in the problem instance. For example, the j30(10x) dataset,
where each of the 480 problem instances included thirty activities, the total computing
time allowed for each of the j30 instances was 300 seconds.

As part of the comparative study on the computational efficiency between a MILP and
a CP approach, a hybrid approach combining the two approaches was also considered.
More specifically, for each of the problem instances solved, CP was used to generate
feasible solutions, which in turn were then applied within the MILP approach as initial
starting solutions. The hybrid approach is set within the exact framework of MILP and,
therefore, provides a quality guarantee on solutions computed.
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Dataset
Number of
activities

Approach Avg. NPV
Avg. solution

time(s)
Feasible solution

instances (%)

j30(10x) 30 MILP 540.93 43.24 100.00
CP 535.07 0.12 100.00

Hybrid 541.01 19.87 100.00

j60(10x) 60 MILP 573.18 258.26 95.00
CP 546.01 0.62 100.00

Hybrid 580.75 183.45 100.00

j90(10x) 90 MILP 497.88 600.89 51.46
CP 556.39 1.42 100.00

Hybrid 593.11 890.22 100.00

Table 1: The maximisation of NPV on the extended activity duration datasets — resource flow

formulation.

Table 1 provides information on the average solution times and the percentage of instances
for which a feasible solution could be computed within the allocated time limit, when
considering the application of MILP, CP and the Hybrid approach. As a first observation,
it is clear that the average computing time when applying only MILP is significantly higher
than CP, but CP on its own does not perform that well in maximising NPV, except for
the j90(10x) case. The Hybrid approach is successful in reducing computing time when
compared to MILP, and improving the NPV when compared to CP, for both the j30(10x)
and j60(10x) problem instances. Although the Hybrid approach does improve NPV for
the j90(10x) data set, it is not successful in reducing computing times when compared to
the MILP.

6 Conclusion

In this paper, the fibre deployment planning problem is formulated as a general resource
constrained project scheduling problem (RCPSP). A conceptual model formulation was
presented, which was implemented as both a constraint programming model and a mixed
integer linear programming model. Validation of the two solution approaches was per-
formed by considering a real-world data set. Computational results were reported to
demonstrate the use of constraint programming as a warm-start heuristic for solving the
fibre deployment planning problem within an exact mixed integer linear programming
framework. Solving the fibre deployment planning problem within an exact framework
has the benefit that quality guarantees can be obtained for the computed solutions.
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Abstract

This paper explores the role of spatial spillovers in the context of poverty and social
exclusion across 141 Nomenclature of Units for Territorial Statistics (NUTS) 2 European
Union (EU) regions for the 2016–2017 period. An attempt was made to model the behaviour
of poverty and social exclusion at the EU regional level on the basis of two versions of spatial
econometric models. Based on the quantifications and statistical verifications of the direct,
indirect and total impacts of chosen indicators, it was found that the spatial spillovers of
economic, social and demographic indicators among the EU regions do matter, i.e., there is
a link not only between these indicators and poverty and social exclusion within the region,
but that there are spillovers to neighbouring regions.

Key words: Poverty and social exclusion, spatial spillovers, spatial autocorrelation, spatial econometric

model, NUTS 2 EU regions.

1 Introduction

Poverty reduction is one of the most challenging issues for economic development. The
Europe 2020 strategy [3] promotes social inclusion, in particular through the reduction
of poverty, by aiming for twenty million less people to be at risk of poverty and social
exclusion. Fighting poverty is a part of inclusive growth declared by the European Union
(EU) strategy 2020. Inclusive growth captures a high-employment economy delivering
economic, social and territorial cohesion. It is also essential that the benefits of economic
growth spread to all parts of the EU, including its outermost regions, thus strengthening
territorial cohesion. Also, for the next long-term EU strategy 2021–2027, the topic of
poverty is a part of a strategic goal — “a more Social Europe” — presented by the
European Commission [4].

In 2017, there were 112.8 million people in the EU-28 who lived in households at risk of
poverty or social exclusion, equating to 22.4% of the entire population. Indicator At risk
of poverty or social exclusion includes people who were in at least one of the following
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nozemská cesta 1, 852 35 Bratislava, Slovakia, email: furkova.andrea@gmail.com. This work was sup-
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ities in the EU based on spatial econometric approaches.
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situations: at risk of poverty after social transfers (income poverty), severely materially
deprived, or living in households with very low work intensity [6]. We can notice some
positive trends in the fight against poverty within the EU. If we compare years 2016 and
2017 (see Figure 1), the number of people at risk of poverty or social exclusion in 2017
had decreased by 5.1 million, equivalent to a 1.1 percentage point decrease in the share
of the total population in the EU-28 (23.5%–22.4%). As such, the share of the EU-28
population at risk of poverty or social exclusion fell to a level that had not been recorded
since data became available in 2010. Unfavourable information is that approximately a
third of the population was still at risk of poverty or social exclusion in three EU member
states (Bulgaria, Romania and Greece).

Figure 1: At risk of poverty or social exclusion rate (share of total population) 2016 and

2017 [6].

It has become clear that economic factors explain a large amount of variation in poverty
(see, e.g., Levernier et al. [10] who studied poverty across US counties). However, eco-
nomic factors alone are not sufficient to explain nor reduce poverty. Other social, political,
demographic and spatial factors should be taken into account. Generally, raising educa-
tional attainment levels is considered as one of the means of moving people out of poverty.
On the other hand, Rupasingha & Goetz [12] point to that investments in human capital
do not occur automatically if other complementary factors are not also in place. Cer-
tainly geographic variation and concentration of poverty rates remain a major aspect of
the poverty problem. Goals formulated in the strategic documents of the EU and national
social policies distinctly indicate the need of analysing poverty at regional and local levels.
Regional differences and marginalization of some EU regions is one of the main areas of
interest of the EU integration policies [11].

In this paper we incorporate economic, social, demographic, and spatial factors into one
model that explains variation in poverty rates in the EU at the regional level. At risk
of poverty or social exclusion rate in 2017 was chosen as a dependant variable of the
spatial econometric model. The aim will be to verify the role of potential spatial spillover
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effects (SSEs) in relation to regional poverty at the EU. Our main hypothesis is that
the spatial spillovers of chosen economic, social and demographic indicators among the
EU regions do matter, i.e., there is a link not only between these indicators and poverty
within the region, but that there are spillovers to neighbouring regions. The selected
spatial econometric model will be used to quantify the direct, indirect and total impacts
of chosen indicators. The rest of the paper is structured as follows: Section 2 provides
brief theoretical backgrounds of the study. Data and empirical results are presented and
interpreted in §3. The paper closes with concluding remarks in §4.

2 Methodology

The main methodological framework upon which our empirical analysis is based, will be
very briefly presented in this section. Geographic variation and concentration of poverty
rates seem to be a major aspect of the poverty problem. Generally, in situations where
geographic location of regions matter, spatial autocorrelation is present. In order to avoid
the misspecification problems due to spatial dependencies, tools of spatial statistics and
spatial econometrics should be applied. A generalized version of the spatial econometric
model is called the General Nesting Spatial (GNS) model. This model includes all types
of spatial interaction effects, and the GNS model for cross-sectional data in matrix form
can be written as follows:

y = ρWy + Xβ + WXγ + u,

u = λWu + v, v ∼ N (0, σ2vIN ),
(1)

where y represents the vector of the observed dependent variable for all N observations
(locations); X denotes an N × k matrix of exogenous explanatory variables (k denotes
the number of explanatory variables); β is a k × 1 vector of unknown parameters to
be estimated; u is an N × 1 error vector which follows spatial autoregressive process
u = λWu + v; v ∼ N (0, σ2vIN ) is an N × 1 vector of random errors; σ2v is the random
error variance; IN is an N -dimensional unit matrix; and W is an N -dimensional spatial
weighting matrix (the issues related to the spatial weighting matrix — see, e.g., Anselin
& Rey [1] or Chocholatá [2]). Model (1) includes all types of interaction effects, namely
endogenous interaction effects among the dependent variable (Wy), the exogenous inter-
action effects among the independent variables (WX), and the interaction effects among
the disturbance term of the different units (Wu). Hence, the k × 1 vector γ, and pa-
rameters ρ and λ represent spatial autoregressive parameters; their statistical significance,
value and mathematical character indicate the direction and the strength of spatial de-
pendence [7]. Estimation of GNS models and other spatial autoregressive models require
special estimation methods. A review of the models and estimation methods is presented,
e.g., by Anselin & Rey [1].

Since spatial regression models contain spatial lags of explanatory variables and/or de-
pendent variables, interpretation of the parameters is not as straightforward as in linear
regression models. The expected value of the dependent variable in the ith location is
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no longer influenced only by exogenous location characteristics, but also by the exoge-
nous characteristics of all other locations through a spatial multiplier (IN − ρW)−1 =
IN +ρW+ρ2W2 +ρ3W3 + .... LeSage & Pace [9] suggested summary impact measures of
the average total, direct and indirect impacts based on the Sr(W) [9]. Consider the Spatial
Autoregressive (SAR) model1, (Spatial Autoregressive) model which can be formulated as
follows:

y = ρWy + lNα+ Xβ + u (2)

where lN represents an N × 1 vector of ones associated with the constant term α and all
remaining components are as defined before. An overview of the average total, direct and
indirect impacts for this model is shown in Table 1.

SAR model: Sr(W) = (IN − ρ̂W)−1(IN β̂r)

Average total impact (ATI) ATI = N−1lTNSr(W)lN
Average direct impact (ADI) ADI = N−1tr(Sr(W))
Average indirect impact (AII) AII = ATI −ADI

Table 1: Overview of the ATI, ADI and AII impact measures for the SAR model.

3 Data and empirical results

The data set used in the empirical part of this paper is obtained from the regional Euro-
stat statistics database [5] and it covers 141 NUTS 2 EU regions from thirteen countries
surveyed over the 2016–2017 period. The selection of the model variables and time pe-
riod was influenced by significant lack of the data (especially poverty rates) for regions
in the NUTS 2 structure. Another data set reduction had to be done due to isolated
observations. In order to verify the research hypothesis (defined in the introduction of
the paper), two spatial econometric models are used. The response variable is Poverty —
people at risk of poverty or social exclusion (% of total population) in 2017. The chosen
explanatory variables are GDP per inhabitant (at current market prices in Euro) in 2016,
variable Employment — employment rates (in % of population aged 15–64) in 2016, vari-
able Education — educational attainment level — less than primary, primary and lower
secondary education (in % of population aged 25–64) in 2016, and variable Density —
population density (inhabitants per square kilometre). The themeless map presented in
Figure 2(a) and the box map presented in Figure 2(b) give an overview of regions in-
cluded in the analysis. Interesting information can be found in the box map where one
can notice no outliers in the first quartile, but up to fifteen outliers in the fourth quartile.
The highest poverty rates are evident for the regions of Bulgaria, Romania and southern
regions of Italy and Spain. In addition, upper outliers are not localized irregularly, but
these regions are considerably clustered. A statistically significant value of global Moran’s
I statistic (0.6579) (e.g., Getis [8]) for Poverty showed the existence of a strong positive
spatial autocorrelation process.

1The SAR model is presented because this model is applied in an empirical part of the paper.
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(a) (b)

Figure 2: Themeless NUTS 2 EU regions map, 2(a), and box map (four categories) for People

at risk of poverty or social exclusion rate in 2017, 2(b). Source: author’s elaboration in ArcGISPro

and GeoDa.

Indicated significant spatial patterns will be taken into account in the following economet-
ric analysis. In line with the “from general to specific” strategy, we begin with Ordinary
Least Square (OLS) model estimation — OLS model, and next we proceed with spatial
specification estimations — Spatial Autoregressive (SAR) model and Spatial Error Model
(SEM). These spatial econometrics models are derived from the GNS model defined in (1)
by imposing restrictions on one or more of its parameters. The estimations of the SAR
model and the SEM model were based upon the specification (3) and (4), respectively.
SAR specification:

y = ρWy + lNα+ Xδ + u, (3)

SEM specification:

y = Xβ + u,

u = λWu + v, v ∼ N (0, σ2vIN ),
(4)

where W is a spatial weight matrix of the queen case contiguity form [9] and the remain-
ing model terms are as defined before. The estimations were performed by the Spatial
Maximum Likelihood (SML) estimator. The estimation results are given in Table 2.

Although OLS estimation provides statistically significant estimation of all parameters,
statistical significance of the Moran’s I applied on the OLS residuals, as well as the
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Lagrange Multiplier test specification statistics and their robust versions (see Table 2)
confirmed the presence of spatial dependencies. The Lagrange Multiplier test specification
statistics suggested SEM model specification (4); however, we also decided to perform SAR
specification estimation. The choice of SAR specifications has been supported by our
assumption of the existence of global spillover effects in relation to modelling of regional
poverty and social exclusion. Unlike the SEM model, the SAR model allows spillover
effects at the global level (due to the presence of spatial lag of the dependent variable
in the model) which means that changes in the ith region activate a series of responses
in others, potentially in all regions. SML estimations of models (3) and (4) produced
statistically significant estimates of all parameters and almost of them had expected signs.
Adequacy of spatial lag explicit incorporation into both the models was confirmed by the
Likelihood Ratio test. Since the SAR model is a model with global spillover effects, one
needs to be careful about verifying the statistical significance of the parameters and their
interpretation. Statistical inference of the individual impacts associated with the changes
in the explanatory variables should be based on the summary measures of impact. Tables
3–4 summarise the cumulative impacts (see Table 1) of all explanatory variables calculated
on the basis of the SAR estimates. Testing the statistical significance of these cumulative
impacts was based on a simulation approach [9].

OLS model SAR model SEM model
Estimation OLS SML SML

α 9.4836*** 6.7351*** 9.3717***
β1(ln GDP) -0.2252*** -0.1709*** -0.2177***
β2(ln Employment) -1.1211*** -0.8226*** -1.1375**
β3(ln Education) 0.1239*** 0.1000** 0.1146***
β4(ln Density) 0.0360* 0.0412** 0.0625***
ρ – 0.3267*** –
λ – – 0.5093***
R-squared 0.5669 – –
Log likelihood – 4.7432 10.3197

Moran’s I (residuals) 5.8400*** – –
Lagrange Multiplier (SAR) 15.3932*** – –
Robust Lagrange Multiplier (SAR) 0.0559 – –
Lagrange Multiplier (SEM) 24.6976*** – –
Robust Lagrange Multiplier (SEM) 9.0400*** – –
Likelihood Ratio test – 15.2450*** 26.3981***

Table 2: Estimation results — OLS, SAR and SEM models. Symbols ***, **, and * indicate

the rejection of the null hypotheses at 1%, 5%, and 10% level of significance, respectively.

All cumulative impacts are statistically significant. Our assumption about spatial spillovers
among regions can also be perceived as verified because of the statistical significance of
all indirect impacts as well as the differences between parameter estimates and average
indirect impacts (see Table 4). Next, take a closer look at the impacts associated with,
e.g., the variable Education — educational attainment level — less than primary, primary
and lower secondary education. It was assumed that the higher the proportion of people
with low levels of education, the higher the proportion of poor residents. This assump-
tion was confirmed by positive signs of all impacts of educational attainment level (see
Table 3). The average direct impact does not match the estimate of the parameter β3
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(lnEducation). The difference between the average direct impact (0.1032) and the value
of the parameter estimate (0.1000), is 0.0032, which is the amount of feedback that arises
from the effects passing through the neighbouring regions, and is reversed by the region
itself. Average total impact can be interpreted as elasticity, since the variables were ex-
pressed in logarithmic form. For example, based on average total educational attainment
level impact, we can conclude that a 1% increase in the proportion of people with low
levels of education will cause on average 0.1486% increase in the proportion of people at
risk of poverty or social exclusion, while approximately 69% of this impact is attributed
to direct impact, and 31% to indirect impact (see Table 4).

Direct impact Indirect impact Total impact

lnGDP -0.1763*** -0.0775*** -0.2538***
lnEmployment -0.8490*** -0.3728** -1.2218***
lnEducation 0.1032** 0.0453* 0.1486**
lnDensity 0.0424** 0.0186* 0.0610**

Table 3: Cumulative impacts of GDP, Employment, Education and Density.

lnGDP lnEmployment lnEducation lnDensity

Parameter estimate -0.1709 -0.8226 0.1000 0.0412
Average direct impact (ADI) -0.1763 -0.8490 0.1032 0.0424
Difference ADI and parameter estimate -0.0054 -0.0264 0.0032 0.0012
Average indirect impact (AII) -0.0775 -0.3728 0.0453 0.0186
Average total impact (ATI) -0.2538 -1.2218 0.1486 0.0610
AII/ATI 0.3056 0.3051 0.3048 0.3049
ADI/ATI 0.6948 0.6949 0.6949 0.6951

Table 4: Summary of direct, indirect and total impacts.

4 Conclusion

The paper was aimed at the verification of the role of spatial spillovers in relation to
regional poverty and social exclusion at the EU. In order to verify the hypothesis that
there is a link not only between the chosen indicators and poverty within the region but
that there are spillovers to neighbouring regions, two specifications of spatial econometric
models were used. Based on the SAR model and calculated summary impacts, it can be
concluded that neighbouring regions significantly participate in the share of total impact
of each variable included in the model. Therefore, geographical location of the EU regions
plays a significant role in explaining regional poverty and social exclusion. This conclusion
was also confirmed by the results of model SEM. However, this model does not allow spatial
spillovers at global level; it provides information only about direct effects in the form of
parameter estimates. These effects are slightly different from direct effects calculated based
on the SAR model, but both models indicated strong spatial interactions and significance of
the chosen economic, social and demographic indicators. Constant monitoring of poverty
at a regional level is needed in order to adequately allocate EU funds aimed at combating
poverty and social exclusion and assess the effectiveness of their spending.
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The simultaneous optimisation of price and
loan-to-value

M Smuts∗ SE Terblanche†

Abstract

In a competitive financial industry, one of the challenges faced with secured retail
lending products is to determine the optimal prices (i.e., interest rates) that maximise both
the loan take-up probability and expected revenue to the lender. We discuss a response model
which relates take-up probabilities with price and loan-to-value (loan amount expressed
as a percentage of the value of the underlying asset), taking into account a customer’s
willingness to pay for a loan. With the objective to maximise the expected net present interest
income (NPII), a non-linear and piece-wise linear approximation approach was followed to
simultaneously determine the optimal price and loan-to-value (LTV) for a potential customer
while still adhering to the risk distribution constraints on the portfolio. By following a piece-
wise linear approximation approach, logical decision making capability is introduced into the
model, allowing for the exclusion of customers from the portfolio based on a trade-off between
risk and profitability.

Key words: Simultaneous optimisation, price, loan-to-value, piece-wise linear approximation.

1 Introduction

Traditionally, cost based pricing was used to determine the prices of secured retail lending
products. For these products, the costs included a risk premium based on the risk category
of the customer. However, in recent years, pricing methodologies moved away from cost-
based pricing towards demand-based pricing [3]. In demand-based pricing, the demand
of a potential customer is mathematically captured by a price elasticity model (response
model or logistic regression model) where the demand is expressed as a function of price.
In secured retail lending products, the demand is referred to as the probability that the
potential customer will take up a loan.

With demand-based pricing, the probability of take-up can be related to the change in
price using a response model. In this paper, a response model is proposed that relates
take-up probabilities with not only price, but also loan-to-value (loan amount expressed
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as a percentage of the value of the underlying asset). This allows the lender to determine
optimal levels of price and loan-to-value (LTV) through the application of an explicit
optimisation model. The optimisation model considered in this paper is based on the
work of Phillips [3] and Terblanche & De la Rey [4]. To the best of our knowledge, price
and LTV optimisation had not yet been considered previously in secured retail lending
products.

A piece-wise linear approximation approach is followed to simultaneously find the optimal
price and LTV. In addition, the linear problem formulation allows for the introduction of
logical decision variables, hence, allowing for the exclusion of customers from the portfolio
based on a trade-off between risk and profitability.

2 A non-linear approach to price and LTV optimisation

Suppose a secured retail credit portfolio consists of customers C = {1, 2, ..., C}. Consider
Table 1 below, in which some of the parameters used in the credit retail price optimisation
problem for each customer c ∈ C are shown.

Symbol Description

ac loan amount approved
nc loan term
pc probability of default
rc repurchase rate
vc underlying asset value
lc LTV

Table 1: Parameters used in the credit retail price optimisation problem.

Let δ denote the loss given default and assume that δ = 1. An approximation of the net
present interest income (NPII) for a price xc, c ∈ C, is given by [3]

I(xc) := I(xc|nc, ac, rc, pc) = ncac

(xc
12
− rc

12

)
− acpcδ. (1)

An approximation of the probability of take-up (obtained from fitting a single logistic
regression model to the data) for a price xc, c ∈ C, is given by the following response
function [4].

R(xc) := R(xc|nc, ac, lc, rc, pc) = 1/(1 + e(−(β0+β1ac+β2nc+β3pc+β4rc+β5xc+β6lc))), (2)

with the regression coefficients β0, β1, ..., β6 estimated using maximum likelihood. Figure 1
illustrates how take-up of a credit product is expected to decrease with an increase in price.

An approximation of the expected NPII is then given by the product of (1) and (2) and
the unconstrained price optimisation problem is to

maximise
∑

c∈C R(xc)I(xc)

s.t. xc ≥ 0,



90 M Smuts & SE Terblanche

Figure 1: Relationship between price and take-up probability.

where xc is the only decision variable (unknown variable) to be determined. A unique
optimal solution for this price optimisation problem is guaranteed provided that I(xc) is a
linear approximation, R(xc) has the increasing failure rate property [3] and the constraints
are from a convex feasible region [1].

The objective of this study is, however, to maximise the expected NPII by finding the
right balance between price and LTV according to the price elasticity model. For this
purpose, the decision variable yc, with c ∈ C, is introduced to express LTV in terms of the
loan amount (a) and the value of the underlying asset (v), that is

yc =
ac
vc
. (3)

The effect of LTV on take-up probability is illustrated by the graph in Figure 2. The
take-up of a credit product is expected to increase with an increase in LTV, especially
for first-time property owners who do not necessarily have enough funds available for the
required deposit amount.

Writing equation (3) in terms of ac and substituting the expression for ac into equations
(1) and (2), approximations of the NPII and the probability of take-up for a price xc and
LTV yc are

I(xc, yc) := I(xc, yc|nc, vc, rc, pc) = ncvcyc

(xc
12
− rc

12

)
− vcycpcδ (4)

and

R(xc,yc) := R(xc,yc|nc, vc, rc, pc) = 1/(1 + e(−(β0+β1vcyc+β2nc+β3pc+β4rc+β5xc+β6yc))), (5)

respectively.

The expected NPII for a customer c ∈ C is then given by the product of (4) and (5). That
is

f(xc, yc) := R(xc,yc)I(xc, yc).

Hence, the price and LTV optimisation problem, without any constraints, is to

maximise
∑

c∈C f(xc, yc)

s.t. xc, yc ≥ 0.
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Figure 2: Relationship between LTV and take-up probability.

A risky portfolio can be regulated by incorporating constraints on the portfolio’s risk
distribution [3]. Let C(g) be the set of customers having a risk grading g ∈ G =
{Low,Medium,High}. Furthermore, let Ug denote the upper bound for the propor-
tion of customers having a risk grading of g ∈ G, i.e., for the unconstrained optimisation
problem Ug = {1, 1, 1}. Let tc be an auxiliary variable denoting the take-up probability
of a customer c ∈ C. The objective of the non-linear price and LTV optimisation model,
which incorporates risk distribution constraints, is to

maximise
∑

c∈C f(xc, yc) = R(xc,yc)I(xc, yc)

s.t. tc = R(xc,yc), ∀ c ∈ C,∑
c∈C(g) tc ≤ Ug

∑
c∈C tc, ∀ g ∈ G,

xc, yc ≥ 0, ∀ c ∈ C.

3 A linear approach to price and LTV optimisation

By using a linearisation approach to solve the price and LTV optimisation problem, proven
optimal solutions are obtained and the option of introducing logical decision-making vari-
ables is made possible. More specifically, by introducing binary decision variables into
the price and LTV problem formulation, it is possible to model the exclusion of certain
customers from the credit portfolio, based on the required level of risk and the objective
of maximising profitability.

The linear approximation approach entails dividing the price range into equally spaced
intervals I = {1, 2, ..., I} for each c ∈ C. Furthermore, let xci denote the price at the end
point of the interval i ∈ I0 = I ∪0 = {0, 1, ..., I}, where i = 0 denotes the starting point of
interval 1. Similarly, divide the LTV range into equally spaced intervals J = {1, 2, ..., J}
for each c ∈ C. Also, let ycj denote the LTV at the end point of the interval j ∈ J0 =
J ∪ 0 = {0, 1, ..., J}, where j = 0 denotes the starting point of interval 1. The expected
NPII at the grid point (xci, ycj) is given by

fcij := f(xci, ycj) = R(xci,ycj)I(xci, ycj) = RcijIcij .



92 M Smuts & SE Terblanche

To interpolate between grid points, the price xc and LTV yc are expressed as convex
combinations of the grid points (xci, ycj), for all i ∈ I0 and j ∈ J0. For this purpose, the
decision variable λcij ∈ [0, 1] is introduced such that

xc =
∑

i∈I0
∑

j∈J0 xciλcij , (6)

yc =
∑

i∈I0
∑

j∈J0 ycjλcij , (7)

Vc =
∑

i∈I0
∑

j∈J0 fcjλcij , (8)

with Vc the corresponding expected NPII. Note that, for an optimal solution to the lineari-
sation problem, not all of the λcij variables may take on a value. More specifically, only
the λcij variables corresponding to the vertices of the rectangle that contains the point
(xc, yc) may be allowed to take on a value [2]. The illustration in Figure 3(a) shows the
grid points that form the vertices of the rectangle that contains the point (xc, yc). The
corresponding function values that form a rectangle containing the expected NPII value,
Vc, are shown in Figure 3(b).

(a) (b)

Figure 3: (a) Convex combination of grid points; (b) Function approximation.

The activation of the appropriate rectangles is facilitated by the binary decision variable
scij ∈ {0, 1}, i ∈ I and j ∈ J . For the illustration in Figure 3, by letting sc,(i+1),(j+1) = 1,
the optimal price, LTV and expected NPII, are expressed as the following convex combi-
nations:

xc = xciλcij + xciλci,(j+1) + xc,(i+1)λc,(i+1),j + xc,(i+1)λc,(i+1),(j+1), (9)

yc = ycjλcij + yc,(j+1)λci,(j+1) + yc,jλc,(i+1),j + yc,(j+1)λc,(i+1),(j+1) (10)

and

Vc = fcijλcij + fci,(j+1)λci,(j+1) + fc,(i+1),jλc,(i+1),j + fc,(i+1),(j+1)λc,(i+1),(j+1), (11)

respectively. The final selection of customers to be included in the credit portfolio, is
facilitated by introducing the binary decision variable zc ∈ {0, 1}, for each customer c ∈ C.
If zc = 1, the customer will be made a loan offer at an interest rate of xc and an LTV of
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yc. The objective of the linear price and LTV optimisation problem with risk distribution
constraints is to

maximise
∑

c∈C Vc (12)

s.t. Vc ≤
∑

i∈I0
∑

j∈J0 λcijfcij + (1− zc)M, ∀ c ∈ C, (13)

Vc ≥
∑

i∈I0
∑

j∈J0 λcijfcij − (1− zc)M, ∀ c ∈ C, (14)

Vc ≤ Mzc, ∀ c ∈ C, (15)

Vc ≥ −Mzc, ∀ c ∈ C, (16)

xc =
∑

i∈I0
∑

j∈J0 xciλcij , ∀ c ∈ C, (17)

yc =
∑

i∈I0
∑

j∈J0 ycjλcij , ∀ c ∈ C, (18)

tc ≤
∑

i∈I0
∑

j∈J0 λcijRcij + (1− zc)M, ∀ c ∈ C, (19)

tc ≥
∑

i∈I0
∑

j∈J0 λcijRcij − (1− zc)M, ∀ c ∈ C, (20)

tc ≤ Mzc, ∀ c ∈ C, (21)

tc ≥ −Mzc, ∀ c ∈ C, (22)∑
j∈J0 λc0j ≤

∑
j∈J sc1j , ∀ c ∈ C, (23)∑

j∈J0 λcij ≤
∑

j∈J (scij + sc,(i+1),j), ∀ c ∈ C,∀i ∈ I/{I}, (24)∑
j∈J0 λcIj ≤

∑
j∈J scIj , ∀ c ∈ C, (25)∑

i∈I0 λci0 ≤
∑

i∈I sci1, ∀ c ∈ C, (26)∑
i∈I0 λcij ≤

∑
i∈I(scij + sci,(j+1)), ∀ c ∈ C,∀j ∈ J /{J}, (27)∑

i∈I0 λciJ ≤
∑

i∈I sciJ , ∀ c ∈ C, (28)∑
i∈I
∑

j∈J scij = 1, ∀ c ∈ C, (29)∑
i∈I0

∑
j∈J0 λcij = 1, ∀ c ∈ C, (30)∑

c∈C(g) tc ≤ Ug
∑

c∈C tc, ∀ g ∈ G. (31)

In the optimisation model above, constraints (13)–(16) incorporate the logical decision
making capability by allowing the exclusion of a customer from the portfolio through
the use of the binary decision variable zc. When zc = 1, constraints (13) and (14) bind
Vc to a convex combination of points, similar to equation (11) and therefore including
the customer in the portfolio. However, when zc = 0, constraints (15) and (16) bind
Vc to 0 and therefore excluding the customer from the portfolio. In order to improve
numerical stability, the constant M is assigned the value max(fcij). Constraints (17) and
(18) are included to obtain the values of the auxiliary variables xc and yc, similar to that
of equation (9) and (10). Constraints (19)–(22) ensure that the auxiliary variable for the
take-up, tc, either takes on the value of 0 when the customer is excluded from the portfolio,
or the value of a convex combination of points when included in the portfolio. Constraints
(23)–(30) ensure that only a convex combination of weights associated with the single
rectangle is activated per customer c ∈ C and that these weights add up to 1. Constraint
(31) is included to regulate the risk in the portfolio by setting upper bounds on the risk
distribution.
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4 Model behavior and computational results

In order to validate the proposed price and LTV optimisation model, an empirical study
was performed on a real-world data set from a financial institution. Due to the sensitive
nature of the data, no details on the data or the institution itself could be made avail-
able. The results reported below are also normalised in order to disguise price and LTV
characteristics.

The results displayed in the tables below are summarised per risk grading g ∈ G =
{Low,Medium,High}. For the average optimal price per risk grading, the values are
expressed as a percentage of the risk grading(s) with highest average optimal price. The
following tables summarise the model behavior for the unconstrained (Ug = {1, 1, 1}) price
and LTV optimisation problem for both of the optimisation models implemented.

Risk grading Take-up proportion Average price Average LTV

Low 0.28 1.00 1.00
Medium 0.32 0.98 1.00

High 0.40 0.94 1.00

Table 2: Computational results (unconstrained): The non-linear approach.

Risk grading Take-up proportion Average price Average LTV

Low 0.27 1.00 1.00
Medium 0.33 0.97 1.00

High 0.40 0.93 1.00

Table 3: Computational results (unconstrained): The piece-wise linear approach.

From the results in Tables 2 and 3, it can be seen that the average optimal price and
LTV per risk grading are similar over the portfolio and also similar for the two different
approaches followed. These results serve as a validation of the linearisation approach.

In order to illustrate the behavior of the price and LTV optimisation model when high-
risk customers are excluded from the final portfolio, the objective function value and the
corresponding number of customers excluded are reported below for a range of high-risk
grading constraint values. That is, the proportion of high-risk customers in the portfolio
were restricted to 0.05, 0.15, 0.25 and 0.35. The graphs below illustrate the effect of the
these constraints with respect to objective function values and the number of high-risk
customers excluded.

From Figure 4 (a) and (b) it can be seen that as the proportion of high-risk customers in
the portfolio decreases, the objective function value decreases and the number of customers
excluded increases.

The results in Table 4 demonstrate what the impact is on the price and LTV when the
constraints Ug = {1, 0.3, 0.2} are imposed on the risk distribution.
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(a) (b)

Figure 4: (a) Impact of logical decision making capability on objective function value; (b)

Impact of logical decision making capability on number of exclusions.

Risk Category Take-up proportion Average price Average LTV

Low 0.5 0.63 1.00
Medium 0.3 0.88 1.00

High 0.2 1.00 0.92

Table 4: Computational results (constrained): The piece-wise linear approach.

From the results in Table 4, it is clear that loans to be offered to high-risk customers will
have a higher average price and a lower average LTV compared to the lower risk customers.
The expectation is that higher risk customers will be discouraged from taking up a loan
if the price is too high and the LTV is too low. Conversely, if lower risk customers are
offered lower rates and higher LTV values, it may result in an improved take-up by low-risk
customers.

5 Conclusion

Two different approaches were used in the simultaneous optimisation of price and loan-
to-value (LTV) when maximising the expected net present interest income (NPII) to the
lender. Although both approaches yielded similar results for the unconstrained case, the
piece-wise linear approximation approach always provides proven optimal solutions and,
in addition, it allows for the inclusion of binary decision variables which facilitate logical
decision-making on a portfolio level.
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A single-objective versus a bi-objective
optimisation approach towards the training of

artificial neural networks

GS Nel∗ JH van Vuuren†

Abstract

Artificial neural networks (ANNs) have proven to be adept at performing various tasks
within the field of machine learning (ML) — delivering state of the art performance in
respect of numerous classification and regression problems. Arguably, the most salient as-
pect of ANNs pertains to the process of training the network weights. The employment
of gradient-based optimisation algorithms, and more specifically first-order techniques such
as gradient descent, is regarded as the standard approach towards finding good network
weights. The efficacy of a gradient-based approach is, however, impeded by its tendency to
converge to poor local optima. Gradient-free optimisation algorithms, on the other hand,
provide an alternative approach that better mitigates the perils of traversing highly non-
linear search spaces — a common predicament associated with ANN training. The realm
of evolutionary optimisation comprises many powerful and robust gradient-free approaches
and the domain of multi-objective optimisation (MOO) provides further versatility over a
standard single-objective optimisation (SOO) approach. The problem considered in this pa-
per is to investigate the potential performance benefits of an MOO approach over an SOO
approach in the context of training ANNs using the celebrated genetic algorithm — ar-
guably the best-known evolutionary algorithm. The multi-objective evolutionary algorithm
that forms the basis of the work presented in this paper is the popular non-dominated sorting
genetic algorithm II (NSGA-II). The results indicate that the adoption of an MOO approach
results in a noteworthy improvement in performance over an SOO approach with respect to
the quality of ANNs obtained.

Key words: Artificial neural networks, training algorithms, evolutionary optimisation.

1 Introduction

In 1959, Arthur Samuel defined machine learning (ML) as the “field of study that gives
computers the ability to learn without being explicitly programmed.” Since its incep-
tion, ML has developed into a field of research that is leading the scientific endeavour of
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achieving artificial intelligence (AI) [8]. According to Russel & Norvig [8], a machine that
exhibits intelligence can communicate, memorise, make informed decisions, and adapt dy-
namically — as corroborated by the famous Turing Test designed by mathematician Alan
Turing. These desirable traits serve as sufficient justification why ML is still an active
research field experiencing marked levels of innovation.

Just as ML is at the forefront of AI, artificial neural networks (ANNs) are at the forefront
of ML. ANNs are computational models inspired by the neurological design of biological
neural networks (BNNs) [6]. The emulation of the information processing capability asso-
ciated with BNNs enable ANNs to inherit a key ability — to learn from experience. Within
the given context, “experience” is represented by data, within which complex patterns are
embedded that can be “learnt” by ANNs. Consequently, challenging tasks such as natu-
ral language processing and computer vision have become far less arduous to perform by
computers as a result of the processing capabilities afforded to ANNs [2].

The complex patterns found within data sets are captured by the adjustable parameters of
ANNs — i.e., the network weights. The process of learning these weights transpire during
the so-called training stage. Given a data set, the weights of an ANN are algorithmically
adjusted until the network is an appropriate functional representation of the data set. A
training algorithm governs this process. The standard approach employs first-order opti-
misation algorithms (in conjunction with backpropagation), but this approach is inhibited
by its tendency to converge to poor local optima [1]. Derivative-free approaches offer an
(admittedly computationally expensive) alternative that mitigates the pitfalls associated
with highly non-linear search spaces — a property synonymous with ANN training.

The prominent field of evolutionary optimisation comprises powerful solution methodolo-
gies that can be employed in the context of training ANNs [10]. Some of the most powerful
evolutionary algorithms (EAs) include the genetic algorithm (GA) [7], differential evolu-
tion [9], and particle swarm optimisation [5]. Furthermore, the domain of multi-objective
optimisation (MOO) has proven useful in delivering high-quality solutions to complex
problems in many fields of scientific study, such as engineering, economics, and logistics
[10]. To the best of the authors’ knowledge, an investigation into the performance benefits
related to the employment of the celebrated GA towards training ANNs in an MOO con-
text versus in an single-objective optimisation (SOO) context has not yet been conducted.
More specifically, a bi-objective optimisation approach towards the training of ANNs, in
which the main objective function represents the network performance measure and the
secondary objective function represents a regularisation technique to guide the search pro-
cess, warrants investigation. A powerful and robust MOO version of the GA forms the
basis of the work presented in this paper — the non-dominated sorting genetic algorithm
II (NSGA-II) [3].

This paper is organised as follows. Section 2 contains a detailed description of feed-forward
neural networks (FNNs) — a sufficiently general representation of ANNs — and its most
salient parts. In §3, the working of the GA and that of its MOO counterpart, the NSGA-
II, are described in full. Results pertaining to the performance comparison between the
SOO and MOO approaches are presented in §4. The conclusions of the paper are finally
presented in §5.



98 GS Nel & JH van Vuuren

2 Feed-forward neural networks

Feed-forward neural networks (FNNs) are one of the most prominent types of ANNs and
are therefore selected to form the basis of discourse in this paper. Other prominent
types of ANNs include recurrent neural networks and convolutional neural networks, but
FNNs are sufficiently representative of the general operation of ANNs — the process of
training remains, by-and-large, similar amongst the different ANN types [6]. FNNs are
characterised by the fact that data flow strictly in a forward direction, i.e., no feedback
connections are present. This distinguishing trait is illustrated graphically in Figure 1, in
which a multi-layer feed-forward neural network (MFNN) comprising a single hidden layer
is presented. As can be seen, this MFNN comprises an input layer and an output layer,
with a single hidden layer connecting these two layers. According to Bishop [2], for most
supervised learning problems a single hidden layer has the same processing capability as
two hidden layers. This MFNN is assumed as the basis of the discussion in the remainder
of the section, which aims to delineate the inner workings of an FNN as well as define the
accompanying notation.

Input layer Hidden layer Output layer

Figure 1: An MFNN comprising one hidden layer.
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2.1 Analytical expression of an MFNN

The MFNN illustrated in Figure 1 comprises n input neurons, o output neurons, and m
hidden neurons. Furthermore, an input vector (or training example) x = [x1 · · ·xi · · ·xn]
is presented to the network. The main components of an MFNN are as follows:

• Input layer activations, denoted by a = [a1 · · · ai · · · an]T (excluding bias) or ã = [a0
a1 · · · ai · · · an]T (including bias) where a0 = 1;

• hidden layer activations, denoted by b = [b1 · · · bj · · · bm]T (excluding bias) or b̃ = [b0
b1 · · · bj · · · bm]T (including bias) where b0 = 1;

• output layer activations, denoted by c = [c1 · · · ck · · · co]T ;

• weights corresponding to the connection between input neuron i ∈ {0, . . . , n} and

hidden neuron j ∈ {1, . . . ,m}, denoted by w
(0)
ji , and contained within a weight-

matrix W (0);

• weights corresponding to the connection between hidden neuron j ∈ {0, . . . ,m} and

output neuron k ∈ {1, . . . , o}, denoted by w
(1)
kj , and contained within a weight-

matrix W (1) with the entire network’s weights being contained within an ordered
list w = {W (0),W (1)};
• input layer activation functions, denoted by g(0)(·);
• hidden layer activation functions, denoted by g(1)(·);
• output layer activation functions, denoted by g(2)(·).

A mathematical function that expresses the working of an MFNN analytically is now
derived1. The input layer employs an identity (activation) function. The activation of
each input neuron therefore equates to the input itself, i.e., ai = xi, which can be ascribed

to the fact that xi = g
(0)
i (xi) for i ∈ {1, . . . , n}. The net input to hidden neuron j,

denoted by η
(1)
j for j ∈ {1, . . . ,m}, can be calculated by using these input layer activations.

Correspondingly, the net input is given by

η
(1)
j =

n∑
i=1

w
(0)
ji ai + w

(0)
j0 =

n∑
i=0

w
(0)
ji ai, (1)

which is used to calculate the hidden neuron activations, denoted by bj . By employing the
corresponding activation function g(1)(·), the respective hidden neuron activations can be
expressed as

bj = g(1)
(
η
(1)
j

)
. (2)

An alternative derivation relates to the expression of the hidden layer activations b as the
product of the weights between the input layer and the hidden layer, denoted by W (0), and
the input layer activations ã. This mathematical operation can be expressed succinctly as

b = g(1)
(
W (0)ã

)
,

where g(1) represents the vector of activation functions (of length m). Finally, the calcu-

lation of the net input to output neuron k, denoted by η
(2)
k for k ∈ {1, . . . , o}, is similar,

1The derivation is based on the work of Bishop [2].
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yielding

η
(2)
k =

m∑
j=1

w
(1)
kj bj + w

(1)
k0 =

m∑
j=0

w
(1)
kj bj . (3)

The corresponding activation function g(2)(·) is employed in order to calculate the activa-
tion of an output neuron, denoted by ck. This calculation yields

ck = g(2)
(
η
(2)
k

)
. (4)

The mathematical function that analytically represents an MFNN is obtained by combin-
ing (1)–(4), which consequently yields

ck = g(2)

(
m∑
j=0

w
(1)
kj g

(1)

( n∑
i=0

w
(0)
ji ai

))
, (5)

or, expressed more succinctly,

c = g(2)

(
W (1)b̃

)
. (6)

Given the derivation above, an MFNN may be expressed as a non-linear function of the
adjustable network weights. The degree of this function’s non-linearity can further be “en-
hanced” by employing non-linear activation functions in the hidden layer, such as the s-
shaped sigmoid function, thus affording greater computational capability to the network —
i.e., more complex patterns and abstractions within the data set can be learnt. Network
learning represents the process of algorithmically adjusting the network weights — a mat-
ter elucidated shortly.

2.2 Mathematical representation of the process of supervised learning

The field of ML comprises five main learning paradigms, namely supervised learning, un-
supervised learning, semi-supervised learning, reinforcement learning, and self-supervised
learning. Supervised learning forms the basis of the work presented in this paper. In
essence, labelled data are presented to the network, which comprise input features and
target variables — akin to independent and dependent variables, respectively — after
which the aim is to approximate the underlying functional representation of the input-to-
output mapping [6]. Supervised learning problems can be categorised into classification
problems and regression problems. The work presented in this paper, however, focusses
specifically on classification problems — a decision ascribed to its greater popularity. Clas-
sification problems essentially deal with the assignment of a vector of input features to
one of a finite number of discrete categories. A mathematical representation of supervised
learning now follows.

The MFNN (illustrated in Figure 1) once again forms the basis of the elucidation. Recall
that the ordered list w comprises the weight-matrices W (0) and W (1). The network is
usually first presented with a set of inputs, comprising Q input vectors, which is denoted
here by X =

{
x1, . . . ,xq, . . . ,xQ

}
. The multivariate function f that represents the MFNN

is given by
cq = f(xq;w), q ∈ {1, . . . , Q}, (7)
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where cq represents the network output with respect to input vector xq. The analytical
representation in (7) is a more general form of that in (6). In a typical training process,
an input vector xq together with its corresponding target vector yq are known a priori,
and the weights in w are methodically adjusted so as to approximate an appropriate
functional mapping from the input xq to the desired output yq. The set of target vectors
is denoted by Y =

{
y1, . . . ,yq, . . . ,yQ

}
. The network output c may therefore be regarded

as a prediction ŷq of yq, i.e., ŷq ≈ cq. The corresponding functional mapping is thus

f : X 7→ Y.

The training algorithm is tasked with adjusting the network weights in w in order to
learn the functional relationship between the input and output. The network is iteratively
presented with input-output pairs, i.e., different training examples q ∈ {1, . . . , Q}, until
the network’s adjustable parameters sufficiently capture the relationship.

Consequently, the training of FNNs may be regarded as an optimisation problem over a
(typically) high-dimensional parameter space. The objective function is represented by the
network’s performance measure, often referred to as the network error or network accuracy
(to be minimised or maximised, respectively). The function representing the performance
measure has the form

Z(yq, f(xq;w)). (8)

The objective function corresponding to most FNN training problems is typically highly
non-linear and non-convex. Consequently, an abundance of local minima and maxima (of
varying depths or heights) are present [1, 2]. As a result, gradient-based optimisation
approaches tend to converge to poor local optima. Fortunately, evolutionary optimisation
offers powerful search strategies that better mitigate the pitfalls of traversing highly non-
linear search spaces.

2.3 Regularisation

A key challenge faced by ANN researchers and practitioners pertains to overfitting — the
network performs well with respect to the training set (i.e., good memorisation), but it
performs poorly with respect to the independent testing set (i.e., poor generalisation).
According to Goodfellow et al. [6], regularisation is “any modification we make to a learn-
ing algorithm that is intended to reduce its generalization error but not its training error.”
This section contains a brief description of one of the most prominent regularisation strate-
gies found in the literature, namely L2 regularisation. This technique is employed as the
secondary regularising objective function, which guides the search process by mitigating
overfitting.

L2 parameter regularisation, often referred to as ridge regression or Tikhonov regulari-
sation, aims to drive the weights closer to the origin2. According to this strategy, the
regularisation term

λ

2Q

∑
w

w2 (9)

2Zero is chosen as the default value to regularise towards as it is unclear, beforehand, whether the best
value to regularise towards is positive or negative. According to Goodfellow et al. [6], zero is by far the
most common regularisation target.
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is added to the network error and equates to the squared sum of all weight values scaled by
λ/2Q, with Q being the size of the data set and λ > 0 the regularisation parameter3. The
regularisation term aims to bias the training algorithm towards preferring and learning
small weights. The fundamental intuition is that, collectively, all the neurons within the
network have a greater capacity to learn the true underlying relationships embedded within
the data. Networks comprising few, large weights are therefore avoided.

2.4 Model formulation

The purpose of this section is to formulate an appropriate mathematical model of the
problem at hand — i.e., training FNN weights in order to facilitate its effective solu-
tion of various classification problems. Suppose a mini-batch of random training exam-
ples is evaluated so as to estimate the network’s performance. This subset, denoted by
(X̂ , Ŷ) ⊂ (X ,Y), is given by {(x̂1, ŷ1), . . . , (x̂p, ŷp), . . . , (x̂P , ŷP )}, where x̂p = [x̂p1 · · · x̂

p
i

· · · x̂pn] and ŷp = [ŷp1 · · · ŷ
p
k · · · ŷ

p
o ]. Whenever a candidate solution is evaluated, a random

mini-batch of examples is used to evaluate the network’s performance. Given the afore-
mentioned derivations, the main objective function is to

minimise h1

(
X̂ , Ŷ;w

)
=

1

P

P∑
p=1

o∑
k=1

(ŷpk − c
p
k)2,

subject to w
(0)
ji ∈ IR, j ∈ {1, . . . ,m}, i ∈ {0, . . . , n},

w
(1)
kj ∈ IR, k ∈ {1, . . . , o}, j ∈ {0, . . . ,m},


(10)

in which the network performance measure is represented by the mean squared error (MSE)
in respect of a random mini-batch. The MSE provides a relatively (computationally) inex-
pensive measure of how good the network prediction cpk is in respect of the corresponding
target value ypk for k ∈ {1, . . . , o}. The secondary regularising objective function h2 is
simply given by the expression in (9). The incorporation of this objective function aims
to guide the search process by preferring networks that are less inclined to overfit.

3 The NSGA-II

One of the best-founded and celebrated EAs is the GA, which was originally proposed by
Holland [7]. Charles Darwin’s biological theory of evolution by natural selection serves
as the main source of inspiration for this powerful metaheuristic4. In essence, this theory
states the following: Evolution within a species is represented by the survival — by means
of competition (i.e., selecting those that adapt best) — of the individuals deemed most
“fit”. The flow diagram in Figure 2 illustrates the fundamental working of a generic GA,
which may be applied in the contexts of both SOO and MOO. One of the most prominent
MOO versions is the NSGA-II, proposed by Deb et al. [3]. Some of the main improvements
over its predecessor relate to the reduction in computational complexity (attributable to
its non-dominated sorting algorithm) and the incorporation of its crowded comparison
operator which allows for the exploration of more diverse solutions. After its inception

3Goodfellow et al. [6] report that a value of λ = 0.1 generally results in satisfactory performance.
4A search procedure for finding — within a reasonable computation time — high-quality solutions to

computationally hard optimisation problems.
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in 2002, the NSGA-II quickly became an influential EA, as stated by Talbi [10]. To
the best of the authors’ knowledge, the application of the NSGA-II to the bi-objective
model described in §2.4 has not yet been attempted in the literature. The performance
improvements that can potentially be gained by following the proposed MOO approach,
instead of a standard SOO approach, warrant further investigation. The SOO approach
simply represents the case in which there is only the one objective function — as expressed
in (10) — to which a standard GA is applied.

Figure 2: The working of a generic GA [7].

Based on findings in the literature [10], the following parameter values were selected for the
GA and the NSGA-II (i.e., the SOO version and MOO version, respectively): A crossover
probability of 0.9, a mutation probability of 0.05, a population size of 100, and a maximum
number of generations of 100. The stochastic nature of the solution methodology (ascribed
to the random initialisation of solutions and the probabilistic nature of the evolutionary
operators) necessitates that multiple experiments (or optimisation runs) be carried out,
whilst employing a fixed set of different random number generator seeds, along with a
fixed set of random initial solutions for each data set. These matched samples are then
subjected to statistical inference procedures to determine, at a 5% level of statistical
significance, whether there is a significant difference between any two (or more) samples
under investigation. Both algorithms are developed and implemented in the Python 3.7
programming language.

4 Results

In order to ascertain the extent to which the proposed MOO approach delivers improved
performance over an SOO appoach, a test suite comprising diverse data sets is selected.
The diversity criteria are based on the size of the data set Q, the nature of the input
data, the number of independent variables n, and the number of dependent variables o.
The seven data sets (obtained from Dheeru & Karra Taniskidou [4]) that form part of the
test suite are Breast Cancer Wisconsin (Diagnostic), Wine, Iris, Zoo, Liver spectroscopy,
Kickstarter projects, and Titanic. Each data set induces a different optimisation problem
instance. As part of the experimental design, the number of hidden neurons is set to m =
max{n, o} as per the commonly adopted convention in the literature [2, 6]. The activation
functions employed in the hidden layer are sigmoid functions, whereas the output layer
employs an identity function in conjunction with a softmax layer, so as to produce a vector
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of probabilities. At the start of each optimisation run, the network weights are randomly
sampled from a continuous uniform distribution on the interval (−1, 1).

The box plots in Figure 3 provide a graphical summary of the generalisation perfor-
mance — i.e., classification accuracy (CA) — achieved by the GA and the NSGA-II in
respect of each data set. Each sample comprises thirty optimisation runs. The Friedman
test is an omnibus test performed in respect of each data set in order to determine whether
there are statistically significant differences between the GA and the NSGA-II. A p-value
of less than 0.05 denotes a difference at a 5% level of significance. Based on the findings of
the Friedman test, statistically significant differences exist for each data set, except for the
Liver data set, as can be seen in Table 1. In addition, the greatest performance improve-
ment was found for the Zoo data set, although the other data sets for which statistically
significant differences are present also exhibit marked performance improvements.

85 90 95 100

NSGA-II

GA

Cancer data set CA (%)

50 60 70 80 90 100

Wine data set CA (%)

75 80 85 90 95 100

NSGA-II

GA

Iris data set CA (%)

40 60 80 100

Zoo data set CA (%)

60 70 80 90 100

NSGA-II

GA

Liver data set CA (%)

70 75 80 85 90

Kickstarter data set CA (%)

70 75 80 85

NSGA-II

GA

Titanic data set CA (%)

Figure 3: Box plots illustrating the CA achieved by the GA and the NSGA-II.

5 Conclusion

The algorithmic performance improvements corresponding to the adoption of an MOO
approach over an SOO approach in the context of training FNN weights were investi-
gated in this paper. The celebrated GA and its powerful MOO version, i.e., the NSGA-II,
formed the basis of the work presented in this paper. To this end, a formal derivation of
an analytical expression of FNNs was first presented, and this was followed by the math-
ematical representation of supervised learning. A key regularisation technique, called L2

regularisation, was subsequently discussed, which formed a key part of the bi-objective
mathematical model formulated thereafter. The GA and the NSGA-II were subsequently
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Friedman test Performance
Data set p-value improvement

Cancer 0 2.48%
Wine 0.0350 4.29%
Iris 0.0010 5.89%
Zoo 0.0280 6.83%
Liver 0.1234 -
Kickstarter 0.0157 4.46%
Titanic 0.0023 3.84%

Table 1: Friedman test p-values in respect of each data set. A table entry less than 0.05 (indi-

cated in red) denotes a difference at a 5% level of significance. The sample mean CA improvement

of the NSGA-II over the GA is also indicated.

evaluated in respect of a test suite comprising seven diverse data sets. Statistically sig-
nificant performance improvements were reported for all but one data set. The results
indicated that an MOO approach which incorporates a secondary regularising objective
function results in marked performance improvements over a standard SOO approach.

References
[1] Alba E & Marti R, 2009, Metaheuristic procedures for training neural networks, Springer Science

& Business Media, Berlin.

[2] Bishop CM, 2006, Pattern recognition and machine learning, Springer, New York (NY).

[3] Deb K, Pratap A, Agarwal S & Meyarivan TAMT, 2002, A fast and elitist multiobjective genetic
algorithm: NSGA-II, IEEE Transactions on Evolutionary Computation, 6(2), pp. 182–197.

[4] Dheeru D & Karra Taniskidou E, 2010. UCI machine learning repository, [Online], [Cited May
2019], Available from http://archive:ics:uci:edu/ml

[5] Eberhart R & Kennedy J, 1995, A new optimizer using particle swarm theory, Proceedings of the
6th International Symposium on Micro Machine and Human Science, Nagoya, pp. 39–43.

[6] Goodfellow I, Bengio Y & Courville A, 2009, Deep learning, MIT Press, Cambridge (MA).

[7] Holland JH, 1975, Adaptation in natural and artificial systems: An introductory analysis with
applications to biology, control, and artificial intelligence, University of Michigan Press, Ann Arbor
(MI).

[8] Russell SJ & Norvig P, 2009, Artificial intelligence: A modern approach, 3rd Edition, Pearson
Education, London.

[9] Storn R & Price K, 1997, Differential evolution: A simple and efficient heuristic for global opti-
mization over continuous spaces, Journal of Global Optimization, 11(4), pp. 341–359.

[10] Talbi EG, 2009, Metaheuristics: From design to implementation, John Wiley & Sons, New York
(NY).

[11] Vrugt JA & Robinson BA, 2007, Improved evolutionary optimization from genetically adaptive
multimethod search, National Academy of Sciences, 104(3), pp. 708–711.

[12] Wolpert DH & Macready WG, 1993, No free lunch theorems for optimization, IEEE Transactions
on Evolutionary Computation, 1(1), pp. 67–82.

mailto:\protect \protect \protect \edef OT1{OT1}\let \enc@update \relax \protect \edef cmr{cmr}\protect \edef m{m}\protect \edef n{n}\protect \xdef \OT1/cmr/m/it/9 {\OT1/cmr/m/n/9 }\OT1/cmr/m/it/9 \size@update \enc@update \ignorespaces \relax \protect \relax \protect \edef cmr{cmtt}\protect \xdef \OT1/cmr/m/it/9 {\OT1/cmr/m/n/9 }\OT1/cmr/m/it/9 \size@update \enc@update http://archive:ics:uci:edu/ml


Proceedings of the 48th ORSSA Annual Conference

pp. 106–113

http://nand8a.com/orssa/conferences/2019/ORSSA2019_Proceedings.pdf

ORSSA Proceedings
ISBN 978–1–86822–701–3

c©2019

The Travelling Thief Problem for advancing
combinatorial optimisation
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Abstract

When benchmarking the performance of combinatorial optimisation algorithms or
teaching students about combinatorial optimisation, it is common practice to consider self-
contained classical problems such as the Travelling Salesman Problem or the Quadratic
Assignment Problem. Although these classical problems occur in many real-world problems,
they are seldom found in isolation. Instead, real-world problems are more commonly com-
posed of different sub-problems that interact with each other in non-trivial ways. The Trav-
elling Thief Problem (TPP) was recently introduced with the aim of providing a benchmark
problem that more closely matches some of the complexity evident in real-world problems.
This paper provides a survey of the research emanating from the introduction of this problem.
It is argued that the introduction of this problem is advancing the field of combinatorial op-
timisation in positive ways that is directing research to be more focused on addressing some
of the challenges that arise when solving real-world problems.

Key words: Combinatorial optimisation, travelling thief problem, multiple interdependent components.

1 Introduction

The Travelling Thief Problem (TTP) was introduced in 2013 by Bonyadi et al. [3] to
address the need for more realistic problems for benchmarking metaheuristics. The TTP
is a combination of two classical combinatorial problems: the Travelling Salesman Problem
(TSP) and the Knapsack Problem (KP). Both the TSP and the KP are NP-hard problems,
making it infeasible to find the optimal solution for large instances. Heuristic and meta-
heuristic approaches have therefore been widely used for finding approximate solutions to
these individual problems in a reasonable time.

Real world problems frequently consist of sub-problems that are interdependent. This
implies that finding the best solutions of the sub-problems in isolation is not helpful,
because the overall quality depends on the interaction between the sub-problems [3]. The
TTP captures this complexity by combining two sub-problems that depend on each other
for constructing feasible solutions of high quality. This is confirmed by Mei et al. [17]
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when they show that the computational complexity of the search required for TTP is much
higher than the complexity required for the individual TSP and KP sub-components of
the problem.

The parameters of the TTP can be used to control the level of interdependence between
the two sub-problems. Instances of the TTP can be designed to have simple dependencies
that can be decomposed and solved more easily, but instances can also be designed to have
tighter dependencies so that they are not easily decomposable [5]. There are different ways
of modelling the problem and choosing the most appropriate model depends on the aims
of the researcher.

This paper provides an overview of research in the TTP: proposed models of the problem
(§2), problem instances and characteristics (§3), and algorithmic solutions (§4). Finally,
§5 discusses the ways in which the introduction of the TTP is advancing research in
discrete optimisation and argues for the value in the TTP as a case study for tuition in
combinatorial optimisation.

2 The travelling thief problem

The original formulation of the TTP is as follows [3]. A thief carrying a knapsack of
maximum capacity, W , visits each of n cities exactly once, picking at most m items at
cities to fill his knapsack. The thief starts and ends at city 1, but may only pick up items
on the first visit to city 1. Each item Ik has a value pk and a weight wk and is available
at a subset of cities: Ak ⊆ {1, . . . , n}, but the thief is only able to pick one of each item.
For example, A5 = {1, 10, 30} indicates that item 5 is available at cities 1, 10 and 30. If
the thief decides to pick item 5, he can only do so at one of these three cities. A matrix
D = dij defines the distances dij between cities i and j. A solution to the TTP is in the
form of two vectors:

• a tour x = (x1, . . . , xn), where xi is the index of a city, and

• a picking plan z = (z1, . . . , zm), zk ∈ {0 ∪ Ak}, indicating from which city item Ik
should be picked (0 implies the item is not picked at all).

The tour element, x, is the same as a solution in the traditional TSP. However, the picking
plan, z, differs from the traditional KP in being an m-length vector of city index values,
in contrast to the m-length binary vector of KP.

Four versions of the TTP model are described below.

Model 1: TTP1

TTP1 [3] has a single objective to maximise the benefit which equals the value of the items
in the knapsack minus a knapsack rental cost of R per time unit. The thief travels at a
current velocity, vc, which is related to the current weight of the knapsack, Wc, and is
defined as

vc = vmax −Wc

(
vmax − vmin

W

)
, (1)
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where vmax and vmin are the maximum and minimum velocities of the thief. When the
knapsack is empty (Wc = 0), the thief travels at the maximum velocity and when the
knapsack is full (Wc = W ), the thief travels at the minimum velocity.

The time that a thief takes to travel between two cities is the distance between the two
cities divided by the current velocity of the thief, and the total time for the thief to travel
the full tour x with picking plan z is defined as

t(x, z) =
n−1∑
i=1

(txi,xi+1) + txn,x1 , (2)

where

txi,xj =
dij
vc
.

Given the above, the single-objective function for TTP1 is to maximise

f(x, z) = g(z)−R× t(x, z), (3)

where g(z) is the total value of the picked items, subject to the knapsack capacity, W .

Notice the interdependence between the sub-problems: the selected tour affects the time
travelled via the distances (as in the usual TSP), but the picking plan also affects the time
travelled via the velocity of the thief. One picking plan may result in a higher value than
another, but could also result in higher rental by slowing down the thief.

Model 2: TTP2

TTP2 [3] is formulated as a bi-objective problem: maximisation of the value and minimi-
sation of travel time. The thief travels at a velocity as defined for TTP1, however, the
value of picked items reduce over time while they are being carried in the knapsack. Each

item is multiplied by a factor smaller than 1, equal to δd
Tk
C
e, where δ is a proportion of

value per time unit of travel, Tk is the total time that item k is carried in the knapsack
from the time it is picked up to the end of the tour, and C is a constant.

The objective for TTP2 is to simultaneously maximise the value in the knapsack, g(x, z),
and minimise time, t(x, z). Notice that in this formulation, both the value and the time
depend on the tour and the picking schedule, because the chosen tour affects the time
each item is in the knapsack and the weight of the items affects the speed of the thief.

Model 3: BO-TTP

Wu et al. [28] propose a second bi-objective formulation that involves maximising the
combined value function as in equation 3 while simultaneously minimising the accumulated
weight. This has the effect of treating the constraint as a second objective.
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Model 4: MTTP

Chand and Wagner [6] propose a formulation called the Multiple TTP (MTTP) with
multiple thieves travelling to cities with the aim of maximising the collective profit of the
group. Added to the original formulation, the MTTP includes p thieves and each thief can
visit a set of np cities (np ≤ n). Unlike the original TTP, visiting all cities is not required.
All thieves start and end at city one and can visit the same city, but each item can only
be picked up by one thief. This modified formulation of the TTP is more complex as it
involves multiple tours and packing plans.

3 Travelling thief problem instances and characteristics

When the TTP was originally introduced, Bonyadi et al. [3] proposed a procedure for gen-
erating problem instances and later provided a set of forty-five TTP instances [4]. At the
same time, Polyakovskiy et al. [21] established a large benchmark suite of 9 720 different
TTP instances to cover a wide range of features and different levels of correlation between
the sub-components. This suite has been the basis for a number of TTP competitions.
The first competition at the 2014 Congress on Evolutionary Computation focused on the
single-objective formulation of the problem, TTP1, while the most recent competition at
the 2019 Genetic and Evolutionary Computation Conference is focused on the bi-objective
formulation, TTP2.

A few studies have focused on understanding the complexity and nature of the TTP
problem. Wu et al. [26] investigated the effect of the knapsack renting rate on problem
difficulty and showed how this parameter could be manipulated to create hard problem
instances for evolutionary algorithms. Polyakovskiy and Neumann [22] showed that a
simpler version of the TTP with a fixed route is NP-hard for both the constrained and
unconstrained cases. Wagner et al. [25] investigated the link between basic features of
the TTP and algorithm performance and found that the most important features for
distinguishing algorithm performance were the knapsack capacity and the renting rate.

El Yafrani et al. [10] performed a fitness landscape analysis based on a full enumeration of
the search space of small TTP instances. They used local optimal networks [20] to model
the global structure of search space using the Cartesian product between the neighbour-
hoods of the two sub-problems as the basis for the definition of neighbourhood. Their
analysis showed that there is a direct correlation between lower knapsack capacity and the
problem hardness.

4 Algorithmic approaches to solving the TTP

Most of the techniques reported in the literature to solving the TTP are approximate
heuristic or metaheuristic approaches. One study by Wu et al. [27] proposed three exact
techniques to solving the TTP, using dynamic programming, branch and bound search,
and constraint programming. These exact techniques are useful for evaluating the success
of approximate techniques, but are only applicable to small TTP instances.
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The simplest heuristic approach to solving the TTP is to tackle the two sub-problems
sequentially, by first solving the TSP component of the problem — using an approach
such as the Chained Lin-Kernighan (CLK) [1] — and then using a heuristic to choose a
picking plan for the given TSP solution. A number of studies have used this approach,
differing only in the heuristics for the KP sub-problem using the route found by CLK
[4, 12, 13, 21]. Mei et al. [17] extended this two-stage approach to use a population of
tours generated by CLK and later proposed the evolution of the gain and picking heuristic
functions using genetic programming [18]. Wagner [24] deviated from the practice of
solving the TSP component using CLK by using ant colony optimisation for finding tours,
followed by heuristics for the KP sub-component and further local search on the tours. He
found that this approach was able to find better quality solutions by considering longer
tours, but only for instances with up to 250 cities and 2 000 items.

Faulkner et al. [12] performed a comparative analysis of eleven different heuristic ap-
proaches on seventy-two instances of the TTP and concluded that there is no single best
heuristic approach to solving the TTP. Given the fact that there is no single best heuristic
approach to solving TTP (known as performance complementarity [14]), Martins et al.
[16] and El Yafrani et al. [11] proposed hyper-heuristic approaches to solving the TTP
that select the best combination of heuristics for a particular problem instance.

An alternative to the two-stage sequential heuristic approach includes some mechanism for
influence between the two sub-problems. Bonyadi et al. [4] proposed CoSolver, that solves
the two sub-problems in parallel, but includes revision of solutions through “negotiation”
between the two solvers. El Yafrani and Ahiod [7] proposed a modification to CoSolver
utilising local search metaheuristics (a hill climber and simulated annealing) and Nieto-
Fuentes et al. [19] proposed a further improvement to CoSolver by using guided local search
to escape local optima in the tour optimisation stage. A different approach to combining
the sub-problems was proposed by El Yafrani & Ahiod [9]. They used the usual two-
stage approach of first finding a CLK tour followed by a heuristic-based picking plan, but
then implemented a local search using a joined neighbourhood formed by the Cartesian
product of the neighbourhoods of the two sub-problems. Although their approach gave
good results for small instances, the high computational complexity resulting from the
Cartesian product neighbourhood is a limitation of the approach.

All of the above approaches involved solving the first, single-objective model, TTP1. In
contrast, El Yafrani et al. [8] investigated solving the bi-objective model, TTP2, using the
NSGA-II framework to search for a Pareto set of solutions. Blank et al. [2] proposed three
approaches to the bi-objective TTP2: two deterministic approaches and the third using
NSGA-II. They showed that the NSGA-II approach provided the best performance of the
algorithms. Wu et al. [28] proposed a solution to the second bi-objective formulation, BO-
TTP, using an evolutionary approach to constructing tours and a dynamic programming
approach to solving the picking plan.

In the case of the third model, the MTTP, only the authors that introduced the formula-
tion, Chand & Wagner [6], proposed a number of heuristics for solving the MTTP.
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5 Advancing the field of combinatorial optimisation

Considering the algorithmic solutions to the TTP proposed in the literature, all pro-
posed solutions use a combination of different algorithmic approaches. Most solutions
use established heuristics that have been in use for decades in combination with newly
designed heuristics, local search and/or established metaheuristics. The performance com-
plementarity [14] of different algorithmic approaches to the TTP is clear in the success of
algorithm selection in solving the problem, as investigated by Wagner et al. [25]. In the
context of a complex problem with interdependent subcomponents, introducing a “new”
metaheuristic inspired by some arbitrary phenomenon in nature [23] would be counter-
productive. The challenge is rather in finding efficient and effective ways of combining
established techniques.

Another challenge for researchers that has become evident through the TTP is the need
for new ways of understanding search spaces and neighbourhood of these interdependent
subspaces. Fitness landscape analysis is commonly used in the evolutionary computation
community to understand complex problems and guide the choice of appropriate algo-
rithms [15]. The notion of neighbourhood is central to the concept of fitness landscapes.
Preliminary work in the landscape analysis of TTP [10] defined neighbourhood based on
the Cartesian product between the neighbourhoods of the two sub-problems. Alternative
notions of neighbourhood are needed for landscape analysis of the TTP to be computa-
tionally feasible.

The multi-faceted nature of the TTP makes it an ideal case study for educational modules
in combinatorial optimisation. The TSP and KP sub-components can be introduced in-
dividually at first, covering permutation-based and binary search spaces. Small instances
can be used to introduce exact solvers, moving to heuristic solvers and metaheuristics for
larger instances. Using a problem like TTP will convey the essential message to students
that there is value in different approaches and it is in the combination of approaches that
we are able to develop good solutions to complex problems.

6 Conclusion

There has been a flurry of research activity in the evolutionary computation community
dedicated to the newly introduced Travelling Thief Problem (TTP). It is argued that this
benchmark problem has had a positive effect on research in combinatorial optimisation,
resulting in researchers focusing on the combination of different approaches from classical
heuristic methods to newer evolutionary and swarm-based approaches. The problem has
also highlighted a new direction for research in fitness landscape analysis to accommodate
these complex interdependent sub-spaces. Furthermore, the problem provides an excellent
case study for tuition in combinatorial optimisation.

References

[1] Applegate D, Cook W & Rohe A, 2003, Chained Lin-Kernighan for large traveling salesman
problems, INFORMS Journal on Computing, 15(1), pp. 82–92.



112 KM Malan

[2] Blank J, Deb K & Mostaghim S, 2017, Solving the bi-objective traveling thief problem with multi-
objective evolutionary algorithms, Proceedings of the 9th International Conference on Evolutionary
Multi-Criterion Optimization, Münster, pp. 46–60.

[3] Bonyadi MR, Michalewicz Z & Barone L, 2013, The travelling thief problem: the first step in
the transition from theoretical problems to realistic problems, Proceedings of the 2013 IEEE Congress
on Evolutionary Computation, Cancún, pp. 1037–1044.

[4] Bonyadi MR, Michalewicz Z, Przybylek MR & Wierzbicki A, 2014, Socially inspired algo-
rithms for the travelling thief problem, Proceedings of the 2014 Genetic and Evolutionary Computa-
tion Conference, Vancouver, pp. 421–428.

[5] Bonyadi MR, Michalewicz Z, Wagner M & Neumann F, 2019, Evolutionary computation for
multicomponent problems: Opportunities and future directions, pp. 13–30 in Datta S & Davim J
(Eds.), Optimization in Industry: Present practices and future scopes, Springer, Cham.

[6] Chand S & Wagner M, 2016, Fast heuristics for the multiple traveling thieves problem, Proceedings
of the 2016 Genetic and Evolutionary Computation Conference, Denver (CO), pp. 293–300.

[7] El Yafrani M & Ahiod B, 2016, Population-based vs. single-solution heuristics for the travelling
thief problem, Proceedings of the 2016 Genetic and Evolutionary Computation Conference, Denver
(CO), pp. 317–324.

[8] El Yafrani M, Chand S, Neumann A, Ahiod B & Wagner M, 2017, Multi-objectiveness in the
single-objective traveling thief problem, Proceedings of the 2017 Genetic and Evolutionary Computa-
tion Conference Companion, Berlin, pp. 107–108.

[9] El Yafrani M & Ahiod B, 2017, A local search based approach for solving the travelling thief
problem: The pros and cons, Applied Soft Computing, 52, pp. 795–804.

[10] El Yafrani M, Martins MSR, Krari ME, Wagner M, Delgado MRBS, Ahiod B, & Lüders
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Abstract

South African banks are required to report their liquidity risk position to the South
African Reserve Bank (SARB) on a monthly basis. Amongst others, banks should report
information relating to the stability and volatility of balances deposited by clients at the
bank. Regulatory guidance on the manner in which stability should be assessed is vague
and non-specific. Grounded on a literature review, attrition analysis is proposed as one
possible methodology to estimate the effective maturity and stability of balances deposited
in retail indeterminate maturity products (deposit products without an explicit contractual
maturity date), such as savings and cheque accounts. An algorithm is provided to perform
the attrition analysis, which is used as input in the estimation of the effective maturity and
the Annually Compounded Attrition Rate (ACAR). The ACAR is then used as a measure to
segment the deposit balances into a stable and a volatile proportion. The volatile proportion
of balances are directly equated to the ACAR, while the remainder of the balances are
regarded as stable. The proposed methodology is applied to anonymised month-end balance
data of an indeterminate maturity product, sourced from a large retail bank in South Africa.
The results are useful and can act as a departing point for more sophisticated methods,
which are proposed in the conclusion.

Key words: Indeterminate maturity, attrition analysis, stable deposits, volatile deposits, Liquidity

Coverage Ratio (LCR).

1 Introduction

A bank functions by obtaining funds from clients, both retail and wholesale, repo-style
funding, interbank loans and funding from other business lines within the bank itself.
The bank then utilises these funds for investment purposes (buildings, business entities),
lending of funds to customers and businesses (mortgages, overdrafts, student loans) and
to finance their trading, hedging and insurance activities, to name but a few examples [6].
This study will focus on the funding side of the banking book with specific reference to
the funding obtained from clients in the form of retail indeterminate maturity deposits.
The classification of these deposits into a stable proportion and a less stable proportion is
essential for several reasons that will be elucidated.
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The phrase “indeterminate maturity deposits” has been mentioned, but no formal defi-
nition has been given. Although the next section will deal with the problem description
and some formal definitions of concepts used throughout, the concept of indeterminate
maturity deposits must be clarified. Instruments with an indeterminate maturity can be
defined as funding instruments with no predetermined or negotiated contractual matu-
rity [9]. This definition implies, in terms of application in the banking environment, that
the balances of indeterminate maturity instruments may be indefinitely invested with the
bank or withdrawn (partially or completely) without prior notice given to the bank. Thus,
the instrument has an unknown lifetime and unknown associated cash flows. Examples
include savings accounts, cheque accounts, call accounts and any positive client balance
on a credit card.

The remainder of this paper is structured as follows: In §2 a problem description is
provided to understand the importance and role of indeterminate maturity deposits in the
reporting activities of banks. Section 3 contains a literature review, which substantiate
the solution methodology proposed in §4. Section 5 presents the results following the
application of the methodology and §6 concludes the paper with some future research
ideas to expand the methodology.

2 Problem description and regulatory setting

Globally, the banking industry is meticulously regulated. The Bank for International
Settlements (BIS) is an international organisation that strives towards the establishment
of worldwide regulations that promote global monetary and financial stability. The Basel
Committee on Banking Supervision (BCBS) is housed within the BIS and is the primary
global standard setter for the prudential regulation of banks. On the local front, the
South African banking system is systematically organised and regulated by the South
African Reserve Bank (SARB). Legislation governing the financial sector in South Africa
is primarily the Banks Act [1], which propagates the achievement of a stable and sound
banking system that offers efficient and reliable services in the interest of the depositors
and lenders (the clients) of the banks and the economy as a whole. South African banks
also need to adhere to international regulations such as Basel III [2], in a manner prescribed
by the SARB. With respect to the achievement of financial stability, banks are obliged to
report vast amounts of detail to the SARB, monthly and annually (and in some instances,
daily). Two of the risk reporting instruments relevant for this study are the liquidity
risk return (BA 300) and the reporting of the Basel III Liquidity Coverage Ratio (LCR),
including the Net Stable Funding Ratio [3].

First, banks need to report on a monthly basis to the SARB their liquidity risk position
(among others) on a standard reporting template called the BA 300 [12]. Amongst others,
this template contains items that relate to the stability and volatility of deposits (lines 6
and 7 of the BA 300). The directives, definitions and interpretations for completion of this
monthly return concerning liquidity risk provide limited guidance on how the stability or
volatility should be determined as evident from the following quotations from SARB [12]:

“...volatile deposits shall include any deposit likely to be quickly withdrawn in
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a stress situation, including deposits received from private individuals.”

“...stable deposits shall include any deposit deemed by the reporting bank to
be less liquid, that is, deposits other than volatile deposits, including deposits
received from private individuals.”

“...a bank shall duly document the specific definitions and/or criteria applied
by the bank to distinguish between ‘stable deposits’ and ‘volatile deposits’ and,
at the request of the Registrar, the bank shall in writing submit to the Registrar
the said specific definitions and/or criteria.”

Secondly, when banks report their LCR, certain line items (lines 115, 116, 120 and 121)
refer to “stable funding” and “less stable funding” [12]. The directives in this regard are
slightly clearer and certain minimum thresholds are provided depending on characteristics
of the deposit instrument. Yet, banks must ensure that these minimum thresholds are
prudent and should validate its appropriateness.

In summary, banks need to report monthly on the segmentation of deposit balances as
stable or volatile, without receiving explicit guidance from the regulatory authority. There-
fore, banks need to develop sound and straightforward methodologies to substantiate the
classification of certain deposit balances (or portions thereof) as stable and volatile (or
less stable). For deposit instruments without an explicit maturity date (indeterminate
maturity), such classification is especially relevant since these deposits can be indefinitely
invested with the bank or withdrawn (partially or completely) without prior notice given
to the bank.

3 Literature review

The broad problem of modelling indeterminate maturity deposit balances has been studied
by several authors [5, 6, 7, 10, 11]. The overarching problem that is investigated by these
authors relates to the calculation of the effective maturity of indeterminate maturity de-
posits. The effective maturity of an instrument is an important concept since it represents
(on average) the duration until the balance in that instrument will reduce to zero. Effec-
tive maturity can thus be defined as the maturity value assigned to an instrument after
the observation of the behaviour of that instrument over a period of time. The effective
maturity of a deposit instrument, therefore, conveys information about the stability of
the balances in that instrument since the maturity date signifies the point in time where
the balances will be withdrawn. While it is simple to derive the contractual maturity of,
say, a fixed deposit, it is much more difficult to obtain an observed or realised value for
the maturity of an instrument with no contractual maturity, such as a call deposit or a
savings account.

Research relating to indeterminate maturity deposits also spans the slightly more complex
issue of segmenting balances into a stable or core part, and a more volatile or non-core
part [6, 9, 10]. The core part of balances is said to be a stable, “long-term” (still inde-
terminate maturity) foundation amounts residing within these deposit instruments. From
another perspective, core deposits can be defined as the balances in accounts that will
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remain with the bank during a time of a financial distress [9]. It is also possible to link the
concept of calculating the effective maturity (as described above) to segmenting balances
into a stable and volatile part. This is similar to the proposed method, which will be
elaborated on in §4.

Also, when the literature is considered, it is evident that two types of modelling strategies
should be considered:

• Models relating to the balances of indeterminate maturity deposits; and
• Models relating to the interest rates offered on indeterminate maturity deposits.

Due to constraints on the length of the paper, only models relating to the balances of
indeterminate maturity deposits will be considered.

Matz [10], however, encourages the use of balance and interest rate models simultaneously
to ensure that the interaction effect of interest rates on deposit balances is accounted for.
On a practical level, this supports the assumption that indeterminate maturity deposits
are replaceable, and that this funding can be relied on as long as the bank is willing to
pay attractive interest rates compared to alternative instruments.

Bessis [6] proposes several strategies to deal with indeterminate maturity deposits, also
referring to both balance and interest rate models:

• Make assumptions with respect to the amortisation of indeterminate maturity de-
posits, e.g., using a yearly amortization rate of 5% or 10%.
• Divide deposits into stable (core) and unstable (non-core) balances. The core de-

posits remain constantly as a permanent resource. The volatile fraction is treated
as short-term debt. This approach is closer to reality, although no technique is
proposed for splitting deposits into core and non-core fractions.
• Make projections by modelling some observable variable correlated with the out-

standing balances of indeterminate maturity deposits. Such variables include the
trend of economic conditions and possible interest rate variables. The limitation of
this method is that not all parameters that impact indeterminate maturity deposits
can be considered, as there may be a limited amount of data available on these
factors. Forecasting of these factors might also pose a challenge. This approach is,
however, regarded as the closest to reality.

Furthermore, Matz [10] identifies methods that can be used as tools to establish accurate
maturity assumptions for a bank’s deposit balances:

• Decay or attrition analysis, where the attrition behaviour or roll-out rate of deposit
balances are observed over time,
• segmented volume analysis, where various statistical methods are applied to identify

distinct segments of the deposit balances,
• replicating portfolios, which implies a statistical method that matches known (and

easily priced) portfolios with known maturities to the indeterminate maturities port-
folio,
• a combination of replicating portfolios and segmented volume analysis, and
• highly quantitative statistical modelling which incorporates internal and external

variables.
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In terms of reporting requirements, more recent literature was published by the European
Banking Authority (EBA) in a discussion paper on retail deposits for the purposes of LCR
reporting [8]. Bašič [5] also investigated methods of assessing the run-off factor of retail
deposits for the purpose of LCR reporting. These authors do not address the problem of
segmenting balances into a stable and volatile part. In the next section, attrition analysis
is proposed as a potential deposit balance model to aid in the segmentation of balances
into stable and volatile proportions.

4 Potential solution methodology

Attrition analysis is simply the statistical analysis of the rate at which deposit volumes re-
duce over time [10]. Attrition may be caused by the withdrawal of funds from still-existing
accounts or from the closure of accounts. Attrition analysis involves the calculation of an
attrition rate representing the annual decay of deposit balances. This attrition rate can
be interpreted as the balances that are assumed to “mature” each year. In essence, the
attrition rate can therefore be converted to an effective maturity (the point in time when
all balances have been withdrawn), which can then be linked to the concept of segmenting
deposit balances into a stable and volatile proportion. This procedure is proposed as one
possible solution to the described problem and will be discussed in detail.

To estimate the attrition rate for specific retail deposit products, a random sample of
accounts should be selected. Attrition analysis then looks at each account individually.
The analysis therefore, requires historical deposit balances for every account in the sample.
Month-end or daily balances averaged over each calendar month can be used. The time
period for the attrition study needs to be considered carefully. If the period is too long,
historical behaviour will affect the data even if the data are no longer relevant. On the
other hand, if the period is too short, it may not be representative of both rising and falling
interest rate environments. The best strategy is to select a time period that captures the
most recent complete interest rate cycle — the period from the most recent rate high
through the most recent rate low, or vice versa. Such a period will most probably include
rising and falling rate environments. The rate of decline in the sample account balances
is then expressed as an annual percentage of change. However, the rate of change is not
the same in every month; therefore the function is curvilinear. In other words, the rate
of decrease is larger in the earlier months and smaller in the later months. Consequently,
attrition rates over time can most clearly be seen when it is graphed. In §5 the results are
discussed using several of these graphs.

For this study, anonymised data were obtained from a large retail bank containing the
month-end balances of retail clients for an indeterminate maturity product. The following
algorithm, illustrated in Figure 1, is proposed to perform attrition analysis on such a data
set.

Algorithm 1 (Effective maturity using attrition analysis) Estimate the effective ma-
turity of an indeterminate maturity product by applying attrition analysis to the month-end
balances of retail clients.
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1. Choose a starting month, say SM1, to generate an attrition “pattern” for only those
accounts presently open in that month, containing a positive account balance. Only
these accounts will be considered across time in the remaining steps.

2. On an account level, record the balance of each account monthly for the duration of
the data sample. For each account, ensure that the balance in each subsequent month
is always less than or equal to the balance in the previous month (i.e., an increase
in the account’s balance from one month to the next is not tolerated — if present,
assign the same balance in that month as in the previous month). The reason behind
this assumption is to ensure that the estimates are conservative1 and that an actual
attrition rate is observed (and not a growth rate).

3. Calculate the total monthly balance across all the accounts considered to obtain a
series of calculated month-end balances for each month in the data sample.

4. Take every balance in the series generated in step 3 and divide it by the balance of the
starting month. This will translate into a retention rate for a growing time period,
i.e., a one-month retention rate, a two-month retention rate, etc.

5. Select a different starting month than the one selected in step 1, say SM2 and repeat
steps 1–4 until several attrition patterns are obtained, each for a different starting
month. These starting months should be chosen while considering the interest rate
cycle, i.e., choose starting months at the beginning of an increasing interest rate cycle
and at the beginning of a decreasing interest rate cycle, and at various other points
in the interest rate cycle. Furthermore, dependence among these starting months can
be avoided by selecting only a sample (without replacement) of accounts per starting
month.

6. Select the starting month with the largest number of observations in the attrition
pattern (from Table 1, this will be the attrition pattern starting in March 2015).

7. Use the last value in the attrition series (i.e., the terminal retention percentage) TR
(from Table 1, this is 64.31%) to calculate the annually compounded attrition rate
ACAR as

ACAR = 1− (TR)

(
1
n

)

where n represent the time interval (in years) over which the terminal retention rate
was calculated (from Table 1, n = 3.833 years resulting in ACAR = 0.1087).

8. The effective maturity EM (in years) is then the reciprocal of ACAR, i.e., EM =
1/ACAR. From Table 1, EM = 9.193 years.

Table 1 represents potential results that could be obtained after selecting three different
starting months and executing the algorithm described above. The entries in the table
represent the percentage of the original balance that was retained at a specific point in
time.

1Although regulators prefer conservatism, a bank would strive towards models that resemble reality. A
possible methodology to assess the level of conservatism is to allow account balances to increase month-
on-month (see step 2 of the algorithm) and to calculate the retention rate (which might be greater than
100%). The difference between the retention rate calculated this way and the retention rate calculated
with the described algorithm may provide some assessment of the level of conservatism.
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Figure 1: Illustrating the algorithm to develop attrition patterns for different starting months.

Retention Month of year
rate % Mar-15 Apr-15 May-15 Jun-15 Jul-15 Aug-15

Starting Mar-15 100.00% 94.71% 93.78% 93.69% 93.55% 92.34%
month Aug-15 100.00%
(SM) Nov-15

Sep-15 Oct-15 Nov-15 Dec-15 ... Dec-18

Starting Mar-15 91.88% 91.22% 89.03% 88.01% ... 64.31%
month Aug-15 98.71% 96.78% 94.69% 94.55% ... 70.00%
(SM) Nov-15 100.00% 98.20% ... 75.66%

Table 1: Concatenated potential result after three iterations of the algorithm.

Furthermore, segmenting deposit balances into stable and volatile parts can be done natu-
rally using the annual compounded attrition rate. If one assumes that the volatile propor-
tion of balances represents those balances that will be withdrawn within the next year, it
is just to equate the ACAR to the volatile proportion of the deposit balances. The stable
proportion of the deposit balances will then be equal to the remainder (i.e., 1−ACAR).
Mathematically, one could define Volatile deposit balance = ACAR× Deposit balance and
Stable deposit balance = (1−ACAR)× Deposit balance. From the above example, suppose
ACAR = 0.1087; this methodology could be used to motivate that 10.87% of the deposit
balances are volatile while the remaining 89.13% is stable. In the next section, the results
of the application of the proposed methodology to retail indeterminate maturity products
are discussed.

5 Results

As mentioned, anonymised data containing the month-end balances of retail clients for an
indeterminate maturity product were obtained from a large retail bank. The data covered
a period of forty-three months. Figure 2 represents the attrition patterns developed from
the data for eleven different starting months, following the methodology proposed in §4.

The annually compounded attrition rate is estimated at 16.72%, yielding an estimated
effective maturity of 5.97 years. Although these results are useable, much greater insight
could be obtained from investigating qualitative aspects of the attrition patterns. For
example, it is evident that there is a significant month-effect present in the attrition
patterns, such as the January-effect where there is a noticeable drop in the percentage of
the balances retained.

The use of this attrition analysis can be further expanded beyond what was discussed in
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§4, in order to allow for some more advanced modelling opportunities. One option is to
disregard the month-effect and align all the attrition patterns to the same starting position
(i.e., by months since starting month).

Figure 2: Attrition patterns generated for eleven different starting months.

Figure 3: Attrition patterns aligned to attrition time, with average attrition pattern and

exponential curve fitted.

Figure 3 contains the graphical representation of aligning the attrition patterns. It is now
possible to create an “averaged” attrition pattern, followed by fitting different functional
curves (i.e., power, logarithmic, exponential, etc.) to this average pattern. The results of
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this process are also illustrated in Figure 3 after fitting an exponential curve.

The extrapolation of the functional curve can be utilised to generate another estimate for
the effective maturity. Suppose a conservative estimation is desired: One could assume
that when the remaining balances reach a level of, say, 15%, it is considered to be an
indication that no stable balances remain. In the provided results, this extrapolation
can easily be done, resulting in an estimated effective maturity of 10.87 years (ACAR =
9.19%).

6 Conclusions and further research

The proposed methodology to utilise attrition analysis to estimate effective maturity and
the annually compounded attrition rate in assessing the stability of retail indeterminate
maturity deposits is understandable and straightforward. Banks are obliged to report
and substantiate to the South African Reserve Bank (SARB) the methodology followed
in classifying parts of their deposit balances as stable. In this regard, the SARB prefers
simplified methods above sophisticated methods that could easily become “black boxes”
from which it is difficult to comprehend the results produced by the model [4]. Attri-
tion analysis is, however, not without weakness [9], and banks should acknowledge these
limitations, such as the fact that no new business or activity is taken into account. The
proposed solution in this paper also did not address the interest rate effect.

In addressing these limitations, attrition analysis forms the basis for the investigation
of more sophisticated approaches. As noted by Matz [10], both balance and interest
rate models should be considered. It is proposed to investigate regression analysis of the
average attrition pattern against predictor variables that are representative of the interest
rates offered on the deposit instruments. Time series analysis could also be performed by
decomposing the attrition series into a long term trend, a seasonal component, a cyclical
component and some irregular variation. The long-term trend can potentially be used to
represent the stable part of the deposits balances.
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Abstract

Natural language processing often makes use of machine learning-based classification
techniques for the analysis of text-based language. These approaches rely on pre-annotated
training data from which underlying patterns in the data can be utilised to predict classes
for unseen examples. In the case of resource scarce languages, little to no pre-annotated
data is readily available. This study investigates and applies techniques for optimising the
use of available annotated resources for Afrikaans. The aim is to determine whether struc-
tural semi-supervised learning can be effectively applied to improve the accuracy, given the
underlying resource scarcity, of a supervised learning part of speech tagger. Existing semi-
supervised learning algorithms, with specific focus on structural semi-supervised learning,
are investigated. Structural semi-supervised learning is implemented by means of an Al-
ternating Structure Optimisation (ASO) algorithm based on Singular Value Decomposition
(SVD). The SVD-ASO algorithm attempts to extract the shared structure of untagged data
using auxiliary problems before training a tagger. The use of untagged data during the
training of a tagger leads to an error rate reduction of 1.67% compared to the baseline. Even
though the error rate reduction does not prove to be statistically significant in all cases, the
results show that it is possible to improve the accuracy in some cases.

Key words: Resource-scarce language, machine learning, semi-supervised learning, structural learning,

human language technology, natural language processing.

1 Introduction

The development of resources in any language is an expensive process. The result is
that, due to this high cost, many languages, including the indigenous languages of South
Africa, can be classified as being resource scarce, or lacking in natural language processing
resources. This study investigates and applies techniques and methodologies for optimising
the use of available resources and improving the accuracy of a part of speech tagger using
Afrikaans as resource scarce language and aims to determine whether structural semi-
supervised learning can be effectively applied to improve the accuracy of a supervised
learning tagger for Afrikaans.
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The semi-supervised algorithm that is implemented is based on the structural learning
method proposed by Ando & Zhang [1, 2].

2 Stuctural learning

Structural learning explores the pre-existing structures that are present in the data by
exploiting those structures that are prone to make good predictions, as discussed in §3.
In this case it is specifically applied to the semi-supervised learning problem as valuable
information in the form of structures is extracted from unlabelled data. These newly
learned structures have good prediction ability and is then carried over to the target prob-
lem which is the supervised learning of labelled data. Structural learning is an attempt
to improve a classifier by identifying similarities or shared structures between multiple
prediction problems. This is also referred to as multi-task learning [3, 5]. These classifi-
cation tasks are generated from unlabelled data and the assumption is made that if the
structures that are present in the unlabelled data are useful and has good discriminatory
prediction ability, then it will also be useful for labelled data.

3 A model for the learning of structures

The algorithm that is selected makes use of a linear formulation of structural learning. A
standard linear model is proposed and is then extended for structural learning.

3.1 Standard linear model

In the standard formulation of supervised learning a classifier is sought that, given the
input vector x̄ ∈ X, will produce the corresponding output y ∈ Y ; that is

f(x̄) = w̄T x̄, (1)

where f(x̄) is the classifier with weight vector w̄ and feature vector x̄. Training data
consisting of a finite set of training examples (X̄i, Yi) is usually used to find an approxi-
mation f̂(x̄) ∈ F for f(x̄). Empirical Risk Minimisation (ERM) is a general method for
the accurate approximation of f̂ in which a weight vector is deduced from the training
data that will minimise the prediction error on the labelled training data [7, 8].

3.2 Linear model for structural learning

The assumption with the linear model for structural learning is the existence of a low
dimensional prediction structure that is shared by multiple prediction problems. Let l be
one of m classification problems, l ∈ {1, . . . ,m}. The classifier for classification problem l
is then given by

fl(Θ, x̄) = w̄T
l x̄+ v̄Tl Θx̄, ΘΘT = I. (2)

The standard linear model in §3.1 has a single component, w̄T
l x̄, as input for each classifi-

cation problem. With the linear model for structural learning a second component, v̄Tl Θx̄,
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that is task specific for the classification problem l is added. In (2) I is the identity matrix,
the orthogonal matrix Θ is the communal structural parameter that is shared by all the
classification problems, and w̄l and v̄l are the specific weight vectors for each classification
problem l.

The premise of the ERM model is to deduce a communal low dimensional prediction struc-
ture that is parameterised by the projection matrix Θ. The aim is to find a projection
matrix and weight vectors that minimise the sum of the empirical risk over all the clas-
sification problems. Θ is the low dimensional projection matrix that is shared by all the
classification problems l ∈ {1, . . . ,m} and is a projection of the initial high dimensional
space to a low dimensional space with the aim of simplifying the training of the classifier.
Given a loss function L, the optimisation is

[Θ̂, {f̂l}] = arg[] min
[Θ,{fl}]

m∑
l=1

1

nl

nl∑
l=1

L(fl(x̄
l
i), y

l
i), i ∈ {1, . . . , nl}. (3)

where nl is the number of feature types in classification problem l.

3.3 Alternating structure optimisation

The minimisation of equation (3) is done using Alternating Structure Optimisation (ASO),
which is a two-phase iterative process:

1. Independently train m classifiers by keeping Θ constant and finding the optimal
classifier (w̄l, v̄l) for each problem l.

2. Find the corresponding predictive structures in the m classifiers by keeping w̄l and
v̄l constant and determine Θ using Singular Value Decomposition (SVD).

During the first phase the classification tasks are independent from each other and during
the second phase all the classifiers are coupled through Θ. Dimensional reduction is
obtained through SVD and is done on a set of predictors, which is called the prediction
space. This is made possible as multiple predictors are observed in multiple learning
tasks. In the case where the observed predictors are seen as sample points of the predictor
distribution in the predictor space, the SVD-based ASO (SVD-ASO) can be interpreted
as an algorithm that finds the principal components of these predictors. Therefore, the
algorithm searches for low dimensional structures with the highest prediction ability. The
result is that the parameter values converge to local minima as the target value of the
optimisation algorithm decreases with each iteration.

4 Methodology

In this paper, the use of a structural learning algorithm for semi-supervised learning is
proposed. This is done by creating multiple classification tasks or auxiliary problems with
labels from unlabelled data.
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The data used consist of:

• 30 000 labelled tokens provided by the Centre for Text Technology (CTexT R©) of the
North-West University. These tokens were randomly split up into 80% training data,
10% test data and 10% tuning data. The tuning data are used to prevent overfitting.

• 158 450 290 unlabelled tokens, from the newspapers Die Burger and Beeld, that were
provided by the media company Media24 R©.

Feature vectors are generated from both the auxiliary problems as well as the unlabelled
data. In this study, only the features Token, Previous token and Next token were extracted
and presented in the feature vector. For practicality purposes only the tokens in the
labelled data as well as the 1 000 most frequent words in the unlabelled data were used to
generate the feature vectors.

The semi-supervised procedure used consisted of the following steps:

1. Create auxiliary problems. Create m auxiliary problems and assign intermediate
tags to the unlabelled data. Auxiliary problems with labelled training data are
created automatically from unlabelled data [1, 2] and have to conform to two criteria:

• There must be similarities between the structures of the target problem and
the auxiliary problems.

• Labelling must take place automatically.

The main purpose of auxiliary problems is the inference of the prediction structure Θ,
from unlabelled data, which is ultimately used in the target problem. With auxiliary
problems it is possible to expose useful features, from unlabelled data, that are not
necessarily present in the labelled data. Both the unsupervised and semi-supervised
strategies are used in the creation of auxiliary problems [1, 2].

In the unsupervised strategy, some of the substructures of the unlabelled data are
used as intermediate tags, while other parts of the unlabelled data are used to
classify these labels. In this study (as in Ando & Zhang [1, 2]) only the 1 000
most frequent tokens in the unlabelled data are used for the creation of auxiliary
problems. Auxiliary problems are created for each token position by using Token
as intermediate tag, and Previous token and Next token as features. In this way
binary classification cases are created from unlabelled data by hiding certain available
features for the purpose of the auxiliary problem. From these classification cases
auxiliary problems are generated that are used in the generation of the structure
matrix. The unsupervised strategy can be summarised by the following steps:

(i) Extract rows consisting of Token, Previous token and Next token from the
unlabelled data;

(ii) create an auxiliary problem for each of these rows by assigning Token as a
intermediate tag and using Previous token and Next token as features;

(iii) use the features Previous token and Next token to determine Θ from the aux-
iliary problems; and

(iv) train the final classifier using Θ and the features Token, Previous token and
Next token.
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The semi-supervised strategy has its foundation in the principle of co-training, ini-
tially proposed by Blum & Mitchell [4]; however, it is only used in the generation of
auxiliary problems and not during the training of the final classifier. An actual part
of speech tag is now assigned as an intermediate tag instead of a token. The first
step of this strategy is as follows:

(i) Train Classifier A using labelled training data. Only use the feature Token.

After this, the strategy continues with steps (ii), (iii) and (iv) of the unsupervised
strategy.

2. Generating the structure matrix. Determine Θ — the shared structure — by
means of shared SVD by using auxiliary problems extracted from unlabelled data.
This entails a joint ERM over all the auxiliary problems. The implementation of the
algorithm is based on Ando & Zhang [1, 2] and the following parameters are used:

h — The dimension h determines the number of rows in Θ. A larger h will imply
less reduction, in other words, a higher dimensional problem.

λ — The regularisation parameter λ is to prevent the model from becoming too
complex.

η — The learning rate for Stochastic Gradient Descent (SGD).

The output of the process is the matrix Θ with h rows and the same number of
columns as the length of the feature vector. The purpose of Θ is to reduce a high
dimensional problem to a low dimensional problem with the most important infor-
mation retained as well as the omission of the information that does not contribute
to the accuracy of the classifier.

The algorithm is a two-phase iterative process based on SVD-ASO. In the first phase,
m classifiers are trained independently using SGD [9]. An SGD algorithm evaluates
the current data point and updates the weight vector accordingly. SGD is effective in
applications with many data points and a large dimensional problem. The optimal
result can be achieved with a small number of iterations, controlled by η, over the
training data. The loss function used for the SGD method is the adapted Huber loss
function

L(p, y) =

{
max(0, 1− py)2 if py ≥ −1,
−4py otherwise.

(4)

for predictor p and y ∈ {±1}. The SGD method moves in the direction of the
steepest descent; therefore, the derivative of L(p, y) to p is needed:

dL(p, y)

dp
=


0 if py ≥ 1,
−4py if py < −1,
−2y(1− py) otherwise.

(5)

3. Training the classifier. During the training of the classifier the focus is moved from
the unlabelled data to the labelled data, while Θ represents the useful information
that has been extracted from the unlabelled data. A predictor for the target problem,
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viz. the assignment of a part of speech tag, is trained by applying ERM on the
original labelled data. Now Θ is kept constant while the optimisation is done in
respect of w̄ and v̄.

The predictor is a standard linear classification problem in which additional features
are added to Θx̄ as in

f(Θ, x̄) = w̄T x̄+ v̄TΘx̄. (6)

The classifier iterates through all possible labels for each token to which a label has to be
assigned and assigns a value to each label using equation (3). The label with the highest
value is the one that is eventually assigned to the token.

5 Results

The SVD-ASO algorithm was first only applied to labelled data to form the supervised
learning baseline from which the error-rate reductions for the various semi-supervised
learning variations were calculated. The variations entailed different combinations of the
types of auxiliary problems used and the types of features considered. Auxiliary problems
were extracted from unlabelled data by the unsupervised strategy (Aux1) and the semi-
supervised strategy (Aux2), after which a structure matrix Θ was calculated for each
of the problem solving strategies. For the training of the supervised learning classifier,
the structure matrix was set to Θ = 0. For the training of the semi-supervised learning
classifier, Aux1 & Aux2, two structure matrices were used. The features that were taken
into account were also alternated between: Token, Previous token and Next token (x1);
Previous token and Next token (x2); and Token (x3). The latter (x3) was only used for
the training of a supervised learning classifier during the generation of the Aux2 auxiliary
problems. Note that for the training and eventual classification in which x3 is applicable,
only Previous token and Next token were used with Θ, since only these features were used
in the generation of Θ. Token was only used as a feature in the supervised training phase.
The accuracy of the different classifiers (%), as well as the error rate reduction with respect
to the supervised learning baseline (∆Err), is shown in Table 1.

SVD-ASO Results x1 x2 x3
% ∆Err % ∆Err %

Supervised learning 82.77% - 37.80% - 78.05%
Semi-Supervised learning Aux1 82.91% 0.78% 38.84% 1.67% 78.05%
Semi-Supervised learning Aux2 82.98% 1.17% - - -
Semi-Supervised learning Aux1 & Aux2 82.84% 0.39% - - -

Table 1: Tagging accuracy and error rate reduction.

All variations of the semi-supervised learning classifier show an error rate reduction with
respect to the supervised learning baseline. The classifier with x2 features and Aux1
that generates auxiliary problems using the unsupervised strategy has the highest error
rate reduction of 1.67%. For classifiers using x1 features, the performance of Aux2, using
the semi-supervised strategy to generate auxiliary problems, was better with an error rate
reduction of 1.17%. Combining auxiliary problems with Aux1 and Aux2 results in an
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error rate reduction of 0.39%. However, this is not — as might be expected — a larger
error rate reduction than when Aux1 and Aux2 are used separately.

The statistical significance of the difference between the supervised learning baseline
and the various semi-supervised learning variations discussed above, is determined us-
ing McNemar test [6]. Both classifiers were trained with the same training data and then
tested with the same test data T . The results of each classification case in T that were
classified with Classifier A and Classifier B were tallied according to the confusion matrix

Number of cases classified incorrectly by Number of cases classified incorrectly by
both Classifier A and Classifier B Classifier A but correctly by Classifier B

Number of cases classified correctly by Number of cases classified correctly by
Classifier A but incorrectly by Classifier B both Classifier A and Classifier B

with the notation
n00 n01
n10 n11

.

The total number of classification cases in T is

n = n00 + n00 + n00 + n00. (7)

The McNemar statistic is then calculated as

(|n01 − n10| − 1)2

n01 + n10
. (8)

The McNemar statistic’s distribution is approximately χ2 with 1 degree of freedom. There-
fore, 1 minus the value of the cumulative density function gives the probability that the
error rates of Classifier A and Classifier B are the same (indicated as ρ(A = B) in Table 2).

Table 2 lists the controlled learning baseline classifier (Classifier A) with the semi-supervised
classifier for which the statistical significance is to be determined (Classifier B).

Classifier A Classifier B n00 n10 n01 n11 McNemar ρ(A = B)
(supervised) (semi-supervised) statistic

x1 Aux1 & x1 507 3 7 2467 0.90 34.28%
x2 Aux1 & x2 1822 3 34 1125 24.32 0.00%
x1 Aux2 & x1 506 3 2 2468 2.50 11.38%
x1 Aux(1 & 2) & x1 504 8 10 2984 0.06 81.37%

Table 2: Difference between supervised and semi-supervised learning, n = 2984.

For all practical purposes the probability that Classifier B is the same as Classifier A is
0% for Aux1 & x2; therefore, the difference between the two classifiers is statistically
significant. It can, therefore, be said with great confidence that, in this case, the auxiliary
problems generated — with the unsupervised strategy — from the unlabelled data have
definitely made a positive difference.

There is no statistically significant difference for the other variations of the semi-supervised
classifiers. The probability that Classifier B is the same as Classifier A is 11.38% for Aux2
& x1. This increases to 34.28% for Aux1 & x1 and 81.37% for Aux(1 & 2) & x2.
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6 Conclusion

In this paper, structural learning was suggested using a model for the learning of struc-
tures. An Alternating Structure Optimisation (ASO) algorithm is proposed that applies
structural learning to the problem of semi-supervised learning for classification. Dimen-
sional reduction occurs through Singular Value Decomposition (SVD) which finds the
most similar prediction structures. The experimental setup and implementation of the
SVD-ASO algorithm is summarised as follows:

• Auxiliary problems are extracted from unlabelled data through an uncontrolled or
semi-supervised strategy;

• a structure matrix is generated from the auxiliary problems; and

• the classifier is trained on labelled data and the structure matrix.

From the results it was shown that in some cases structural semi-supervised learning does
give a better result compared to the supervised learning baseline. The limitations of
the method can be ascribed to the use of only a small fraction of the available auxiliary
problems for practicality purposes. For future work, better features, such as a 5-token
sliding window, can be investigated as well as parallelising the learning algorithm to make
use of more of the available auxiliary problems in the unlabelled data.
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