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Abstract: The evaluation and improvement of forecasts acgugenerate growth in
the quality of decisional process. In Romania, mhest accurate predictions for the
unemployment rate on the forecasting horizon 200122vere provided by the Institute
for Economic Forecasting (IEF) that is followed Byropean Commission and National
Commission for Prognosis (NCP). The result is based)1, but if more indicators are
taken into consideration at the same time usingrthki-criteria ranking, the conclusion
remains the same. A suitable strategy for improvimg degree of accuracy for these
forecasts is represented by the combined forec@hts.accuracy of NCP predictions
can be improved on the horizon 2001-2012, if th&ainvalues are smoothed using
Holt-Winters technique and Hodrick-Prescott filt&he use of Monte Carlo method to
simulate the forecasted unemployment rate provesetohe best way to improve the
predictions accuracy. Starting from an AR(1) moftal the interest variable, the
uncertainty analysis was included, the simulatibbesng made for the parameters.
Actually, the means of the forecasts distributifmsunemployment are considered as
point predictions which outperform the expectatiasfsthe three institutions. The
strategy based on Monte Carlo method is an origswitribution of the author
introduced in this article regarding the empiristahtegies of getting better predictions.

Keywords. forecasts, forecasts accuracy, multi-criteria ragkicombined forecasts,
Hodrick-Prescott filter, Holt-Winters smoothing @xgential technique, Monte Carlo
simulations
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Introduction

It is clear for everybody that efforts should bedmao improve the accuracy of our
predictions. Nowadays, more institutions provideittown expectations regarding the
evolution of a macroeconomic phenomenon. As utiizef their information, we are
interested in choosing the most accurate predicfidwe criterion for our choice is an
objective one: The degree of accuracy. Comparisimauld be made in order to
establish the most accurate predictions.
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This paper follows some logical steps: An assessmmfennemployment rate forecasts
accuracy for what some institutions expect from Roia and the proposal of some
empirical strategies to improve the accuracy.

As far as the accuracy assessment is concernedottieadictory results provided by
different measures were solved by taking more amyumeasures into consideration at
the same time. A statistical approach was useckagtr this goal (the multi-criteria
ranking). This procedure provides a classificatmhinstitutions according to few
accuracy indicators that were considered simultaslgo

Some empirical strategies to improve the accuracyredictions provided by the
selected institutions were proposed: combined #mE; filtered and smoothed
predictions, and construction of point forecasiagi$lonte Carlo simulations.

2. Literature

The current economic and financial crisis undeditize necessity to increase accuracy
of forecasts. The predictions accuracy evaluatioa vvery large research field, and its
complete presentation is not possible. Howeverenegesults will be mentioned.
Recent studies based on accuracy comparisons nkadcount different methods for
developing forecasts or different countries forethan indicator is forecasted.

Allan (2012) used quantitative and qualitative noelhto assess the forecasts accuracy,
getting a rather good degree of accuracy for OE@&liptions on the horizon 1984-
2010 for GDP growth rate of G7 countries. Doverd &veisser (2011) observed large
differences in terms of accuracy for the varialglegectations in the same country or for
the same indicator in different countries. Many titnfons use their own
macroeconomic forecasts (European Commission, WECD, SPF), but comparisons
with government expectations are rarely made. Alfg911) studied the problem of
directional accuracy, using macroeconomic forecgstsvided by OECD, IMF,
European Commission, Consensus EconomicsTardEconomist

Franses, Kranendonk and Lanser (2011) concludedCR& (Netherlands Bureau for
Economic Policy Analysis) model forecasts are maceurate than the government
forecasts. Gorr (2009) analyzed two periods, th&t fieing evolution of economy in

normal conditions, the second evolution in excegticconditions, for which the ROC

curve is more suitable to assess the forecastgamcu In order to predict European
Union indicators instead of devising a model foe tkntire zone, Ruth (2008)
recommends aggregation of sub-models. HeilemannSaekler (2007) found out two

reasons for the lack of accuracy improvements fof @@edictions: Unsuitable

econometric models and unreal expectations regardie future evolution of a

variable.

3. Comparisons of alternative unemployment rate for ecasts

In this study, we used the forecasted values oftimial registered unemployment rate
made for Romania by European Commission, Natiomathd@ission for Prognosis and

Institute for Economic Forecasting. The forecastingzon is 2001-2012. The objective
is to assess accuracy, bias and efficiency of tipesdictions and determine the best
institution with the highest accuracy.
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Accuracy herein refers to how close the predictdes are to the real registered values
of the analysed variable. An unbiased predictionaocertain horizon implies a null
average for the errors. In practice, most of thedasts are biased. An efficient forecast
includes all the available information at a giveme. The efficiency supposes
comparisons between two or more forecasts, theiefti one being the forecast based
on more information.

Armstrong and Fildes (1995) recommended the usenafe measures of accuracy.
Therefore, more accuracy indicators were computedhie three types of forecasts on
the specified horizon.

In order to compare the forecasts, we propose termée the hierarchy of institutions
according to the accuracy of their forecasts, fdiclv we shall use a multi-criteria
ranking.

Two methods of the multi-criteria ranking (ranksthmel and the method of relative
distance with respect to the maximal performanae) @wsed in order to select the
institution which provided the best forecasts om ttorizon 2001-2012, taking into
account more calculated measures of accuracy atihne time.

“p” is the predicted value for a variableat”, while the actual or registered value is
denoted by &”. The error at timdt+k) is: e(t+k). “n” represents the number of forecasts
or the length of forecasting horizon. The errocasnputed as a difference between the
actual valued) and the predicted ong)(

The measures of accuracy that were taken into at@uhe same time for the multi-
criteria ranking are as follows:

Root Mean Squared Error (RMSE)

RMSE = /%z{;:lez (t+k) (1)

Mean error (ME)
ME = =%R_, e(t + k) 2)

A positive value for ME implies an underestimatiofthe indicator, while a negative
value is too high in average predictions.

Mean absolute error (MAE)

MAE =~ 37 yle(t + k)| 3)

These measures are not independent of the unit effsanement, unless they are
expressed as percentage. RMSE is affected by utlfewe have two forecasts with
the same mean absolute error, RMSE penalizes thevith the highest errors.
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REVIEW OF ECONOMIC PERSPECTIVES

U1 andU2 Theil’s statistics

Yt (ac—pe)?
U= —F— (4)
1’2’[‘=1a§+1’2?=1 v}

If U1 value is close to zero fdd;  (less than Ovi,have a high degree of accuracy.

En—ll(Pt+1_”—t+1)2

T (5)

n—1,2t+1-t\2
PTG

U,

Ul andU2 Theil's coefficients are used to make comparidmetsveen forecasts. When
U2 indicator is used, naive forecast is the benchmark

If U,=1=> no significant differences as a degreeasumacy between the two forecasts
If U,<1=> the forecast to compare has a higher degfeecuracy than the naive one

If U,>1=> the forecast to compare has a lower degfeecuracy than the naive one

A graphical representation of the actual values Wexe registered, and of the forecasts

made by the three institutions can provide us witlormation about the degree of
accuracy.

Figure 1. The Actual Data and the Predicted Values for Unemployment Rate
(2001-2012)

11

=@==_actual values == NCP forecasts
EC forecasts ==>é=|EF forecasts

3 T T T
2001 2002 2003 2004

2005 2006 2007 2008 2009 2010 2011 2012

Source of data: According to the data publishedH®sy National Institute of Statistics,
European Commission, National Commission for Praig)and Institute for Economic
Forecasting

According to the figure 1, the IEF forecasts arsifianed closest to the actual values of
the unemployment rate, while the NCP ones arertan fthem on the horizon 2001
2012.
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Table 1. Accuracy of Forecasts Made by European Commission, National
Commission for Prognosis, and Institute for Economic Forecasting for
Unemployment Rate in Romania (2001-2012)

INSTITUTION
ACCURACY National Institute for
MEASURE ComEnliir:si,)igﬁn(EC) Commis_sion for Econ_omic
Prognosis (NCP) Forecasting (IEF)

ME -0.5462 -0.5643 -0.7279
MAE 1.2372 1.6369 1.0916
RMSE 1.4959 1.7638 1.3059
Ul 0.1074 0.1249 0.0927
U2 1.1587 1.0978 0.9983

Source: own computations

According to all accuracy indicators for forecastade on the horizon 2001-2012 (with
the exception of the mean error), the most accyregdictions for unemployment rate
were provided by the Institute for Economic Foréicaswhich used Dobrescu (2003)
macromodel. Forecasts of this institution only eufprmed the naive predictions based
on the random walk. The negative values of the negeor imply too high in average
predicted values for all institutions. Less acomirfitrecasts are made by the National
Commission for Prognosis.

Ranks method application supposes several steps:

1. Ranks are assigned to each value of an accuramatod (the value that indicates
the best accuracy receives the rank of 1); stedistinits are the four institutions
that made forecasts. The rank for each institutsodenoted by(r;,,, ), i=1,2,3

]

andind; —accuracy indicatoy. We chose 5 indicators: Mean error, mean absolute
error, root mean squared errbor]. andU2.

2. If the ranks assigned to each institution are suchupe the score to each of them is
computed.

Si= Z?=1(riindj) ,1=1,2,3 (6)

3. The institution with the lowest score has the hgjlperformance and it will get the
final rank 1.

The results of the ranks method are the same a® thoovided by most accuracy
measures, especially U1 used in making comparisetween forecasts. Actually, if all

accuracy indicators calculated are taken into agicatithe same time, the following

hierarchy was achieved: Institute for Economic Easting, European Commission and
National Commission for Prognosis.
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Table 2: Ranks of Institutions According to the Accuracy Measures (Ranks
M ethod)

INSTITUTION

ACCURACY

MEASURE National Institute for

European Commission Economic
Commission - X
for Prognosis | Forecasting

ME 1 2 3
MAE 2 3 1
RMSE 2 3 1
Ul 2 3 1
u2 3 2 1
Sum of ranks 10 13 7
Final ranks 2 3 1

Source: own computations

The second way of ranking consists in the methotkelattive distance with respect to
the maximal performance. Actually, we are inter@ste computing the distance

between each prediction and the one with the higtegree of accuracy. The closer the
prediction is to the best one, the higher the amour

A distance of each statistical unit (institution)ttwrespect to the one with the best
performance is computed for each accuracy indicdtbe distance is calculated as a
relative indicator of coordination:

indj

L ,i=1,2,3 and j=1,2,..,.5 @)

lind ;= {min abs(ind{}i=1,..,4

The relative distance computed for each instituimmpresented as a ratio, where the
best value for the accuracy indicator for all ingtons is the denominator.

A geometric mean for the distances of each ingtituts calculated, its significance
being an average relative distance for institution

a="E_, igng, » =12,3 )

According to values of average relative distandhs, final ranks are assigned. The
institution with the lowest average relative distamnvill take the rank of 1. The position
(location) of each institution with respect to tbee with the best performance is
computed as an average relative distance oveotiest average relative distance.

loch = —% 100 )

min(d;)i=1z
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Table 3: Ranks of Institutions According to the Accuracy Measures (Method of
Relative Distance with Respect to the Best I nstitution)

ACCURACY Europea_ln Nat_lor?al Institute f_or

MEASURE Commission Commission for Economic
(EC) Prognosis (NCP) Forecasting (IEF)

ME 1 1.0338 1.341

MAE 1.1342 1.550 1

RMSE 1.1465 1.3522 1

Ul 1.1597 1.3489 1

u2 1.1623 1.0987 1

Average

relative 1.1188 1.2628 1.0605

distance

Ranks 2 3 1

Location (%) 105.4970 119.0771 100

Source: Own computations

The method of relative distance with respect toldst institution gave the same results
as the previous methods. The lowest average relalistance was registered by the
Institute for Economic Forecasting (1.0605). ThefBf@casts are the closest to the IEF
predictions while the NCP ones are the most distdmat location being 119.0771%
compared to the IEF expectations.

The Diebold-Mariano test (DM test) is utilized inder to check if two forecasts have
the same accuracy. The following steps are applied:

« The difference between the squared errors of fetec@?) to compare and the
squared errors of reference forecastd) d,, = (e?;) — (e;?

* The following model is estimated;; = a + ¢,

 We test if ‘@” differs from zero, where the null hypothesis mata=0 (equal
forecasts). A p-value less than 0.05 implies réeacof the null hypothesis for a
probability of 95% in guaranteeing the results.

The following variables are computed: d1, d2 andalfhake comparisons between EC
and NCP forecasts, EC and IEF predictions, or NG& l&F expectations. All the
parameters are zero from the statistical pointiefvyso in terms of accuracy, there are
no significant differences between the forecaswviged by the three institutions.
Regression models are estimated in EViews andethdts are presented in Appendix 1.
Therefore, the accuracy test showed that thera@significant differences between the
forecasts provided by the three institutions. Iftake into account the results based on
accuracy indicators and those of the DM test, wg amaclude that those of IEF are the
best predictions, followed by EC and NCP. It is essary to say, though, that the
differences between the unemployment rate foreeastaot too big.
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By applying qualitative tests for directional acaty we check if there is a correct

prediction of the change. A test of independendavéen the effective values and the

direction of change can be applied in this situgtishere the independence is shown by
the null hypothesis. A probability of less than®iénplies that the null hypothesis be

rejected. All the asymptotic significances are tgeghan 0.05, according to Appendix

2, which is a fact that makes us conclude thatdthectional changes in the outturn are
independent from the predictions.

We also check the bias and the efficiency usingstst All the forecasts are biased,
following the international tendency.

The t test is used to check the biasness. Actuaiytest if the free term is different
from zero or not. We have to compare the t-statisith the critical value, or use the
approach based on the probability associated to test. In general, to check if a model
is valid, probability should be lower than the lewé significance. The lower the

probability is, the better the model. We will cheitkthe probability displayed by

EViews is lower than the significance level of Q.05

€ry1 = A+ Eryq (10)
e:+1 — the next period forecast error
&r41 — the future error for regression model
a- the parameter to estimate

Table 4: Unbiasness Test for Unemployment For ecasts (2001-2012) Using t test

Predictions Probability Probability Probability

U- unbiased associated to errors associated to errors associated to errors
B- biased for |IEF forecasts | for NCP forecasts| for EC forecasts
Unemployment rate 0.0356 (B) 0.012(B) 0.0245 (B)

Source: Own computations

The lower probability is, the higher the degrediafs. Hence, the NCP forecasts are the
most biased, being followed by EC and IEF predittion the horizon 2001-2012.

The informational efficiency tests check the degréase for the past information. For
the variable which should be predicted and whictesoted by Var’ in this case, the
following regression model is built:

et+1't =a+ b : UaT't_l + £f+1 (11)

e.+1, — the error for a future time (t+1), but anticipatda timet, which is the forecast
horizon

&41 - the error of the model at a timg-1)

vary_;- the registered value of the variablaf” in the previous periodt{l)
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Table 5: Informational Efficiency Test for Unemployment Forecasts (2001-2012)
Usingt test

Predictions Probability Probability Probability

E- efficient associated to errors associated to errors associated to errors
NE- non-efficient for |IEF forecasts | for NCP forecasts| for EC forecasts
Unemployment rate 0.0127 (E) 0.312(NE) 0.245 (NE)

Source: Own computations in EViews and Excel

According to the t test, the IEF predictions arficent in the informational approach,
while those of EC and NCP are not efficient. Se, st two institutions did not use all
the past information.

Empirical Strategies of | mproving the Accuracy of Unemployment Rate For ecasts
Bratu (2012) utilized some strategies to improve dlccuracy of forecasts (combined
predictions, regressions models, historical ermoethod, application of filters, and
exponential smoothing techniques).

More accurate predictions can be achieved by yetthen strategy possible, i.e.
combined forecasts. The following are most utilizedhbination approaches:

e optimal combination (OPT);
e equal-weights-scheme (EW);
» inverse MSE weighting scheme (INV).

Bates and Granger (1969) started from two foreqalstsandp2;t, for the same variable
var(t), derivedh periods ago. If the forecasts are unbiased, ther & calculated as:
e;r = Xie — pie- The errors follow a normal distribution of paraere 0 ands?. If p is
the correlation between the errors, then their dawae iso;, = po,0,. The linear
combination of the two predictions is a weightedrageic, = mp,; + (1 — m)p,;.

The error of the combined forecastejs: = me;; + (1 —m)e,,.The mean of the
combined forecast is zero and the variancesfs= m?of + (1 — m)?0% + 2m(1 —
m)a;,. By minimizing the error variance, the optimalu@lformis determinedrt,,.):

2
03012
Mypr = 55— 10

opt 02 +03-201, ( )

The individual forecasts are inversely weightedhiir relative mean squared forecast

error (MSE) resulting INV. In this case, the inerseight (n;,,,) is:
2

Miny = 2 (11)

2 2
(2 +G’2

Equally weighted combined predictions (EW) are eebdd when the same weights are
given to all models. The U Theil’s statistics wemmputed for the combined forecasts
based on the three schemes, the results being shatwa following table (Table 4).
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Table 6: Accuracy of Combined Forecastsfor Unemployment Rate (2001-2011)

Accuracy indicator IfEC+NCP EC+IEF NCP+IEF
orecasts forecasts forecasts

U1 (optimal scheme) (m=0.34) 0.0851 0.0674 0.1284

U2 (optimal scheme) (m=0.34) 0.9875 0.7141 1.1083

U1 (inverse MSE scheme) (m=0.459 0.0879 0.0561 1112

U2 (inverse MSE scheme) (m=0.459) 1.0033 0.5894 11890

U1 (equally weighted scheme) (m=0.5) 0.0874 0.0747 0.0893

U2 (equally weighted scheme) (m=0.5) 0.9215 0.7939 0.9147

Source: Author’'s computations

The combined forecasts proved to be a good straiégyproving the accuracy when

EC and NCP forecasts, or EC and IEF predictionscambined using OPT and INV

schemes. Only if equally weighted scheme is utlljizee got better forecasts for the
combined predictions of NCP and IEF. The most aateuforecasts are those resulting
from combining EC and IEF expectations. All the tmed predictions are better than
the naive ones except for those of NCP and IEFQUSIRT scheme.

We test the bias of the combined forecasts. Ordycttmbined forecasts based on CE
and IEF expectations are biased; all other preitistiare unbiased. The combined
forecasts are thus a very good strategy leadingiiased forecasts.

Each combined forecast based on INV scheme prowuiierent information when

comparisons of two forecasts from this group ardend@he combined forecasts of CE
and IEF, and those of NCP and IEF, too, are ralbtiefficient with respect to the
combined predictions of CE and NCP. As far as igfficy is concerned, these efficient
combined forecasts have a better performance thanotiginal ones made by the
institutions.

Application of filters to the predicted data is #mr technique possible to use for
improving the forecasts accuracy; this techniques waed by Bratu (Simionescu)
(2013). The author also recommends the use of exp@h smoothing methods like
Holts-Winters.

Hodrick-Prescott filter and Holt-Winters exponehttachnique were applied to the
original predictions, and the accuracy of new fasts was evaluated.

The Hodrick—Prescott (HP) filter is used very ofianmacroeconomics to extract the
trend of the data series and separate the cydimalponent of the time series. The
smoothed data thus achieved are more sensitiantpterm changes.

The initial data series is composed of trend aradi@al component:

inft = tT't + Ct (12)
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Hodrick & Prescott (1997) suggest solving the mimation problem:
Ming, =17 Dt=1(infy — tr)? +y Di23 (Vitre,)?

y- penalty parameter

The solution to the above equation can be writeen a

inf, = (yF + I) - trp
inf,- vector of the initial data series of the inflaticate

1 =2
-2 5

1 0
-4 1

0
1 -4 6-4 1 0

The trend is calculated as:

trr = [(y-F+1p )]t -infr

0
—4 6-4 1 0
1 -4 6 —4 1
0 1-4 5 =2

(13)

(14)

(15)

Holt-Winters Simple exponential smoothing metisa@commended for data series with
linear trend and without seasonal variations, thiedast being determined as:

infp., = a+ bk

a, = ainf, + (1 —a)(ap_1 + by_1)

b, = B(an - an—l) + (1= B)byy

Finally, the prediction value on the horizd fs:

Nfps = Oy +b

(16)
17)

(18)

(19)

Table 7: Accuracy of Filtered and Smoothed Forecasts for Unemployment Rate

[02)

(2001-2011
Accurac EC NCP IEF EC NCP IEF
y Filtered Filtered Filtered smoothed | smoothed | smoothed
measure
forecasts | forecasts | forecasts forecasts forecasts forecasts
Ul 0.1324 0.105 0.1045 0.1299 0.1294 0.118
u2 1.3973 0.9303 1.0727 1.3421 1.182 1.266

©

Source: Author’'s computations

171



Except for the NCP filtered forecasts, all the jrtdns based on HP filter and HW
technique are less accurate than the naive foeedadeed, the NCP forecasts accuracy
has improved because a smaller value for Ul wastezgd for the filtered predictions.
The Holt-Winters smoothing technique did not imprdiie forecasts accuracy. The HP
filter application is thus a good strategy for imygng the NCP forecasts only.
However, the combined predictions remain a betteategy. The filters or the
smoothing techniques give good results only iféhisrno change in forecasts direction
compared to the real values.

Another empirical and interesting strategy to inyeréhe forecasts accuracy is based on
Monte Carlo and bootstrap simulations. Firstly, twefficients of an econometric
model are estimated using the bootstrap technidtre 000 replications. The horizon
of the data series is 1990-2000. The unemployragatis denoted by ur and an AR(1)
was estimated for the unemployment data serieschwis stationary according to
Phillips-Perron test (Appendix 3). The AR(1) modeth simulated coefficients is:
ur, = 9.986 + 0.262 - ur,_,. Monte Carlo simulations are carried out for te&rmeated
coefficients. Actually, for the estimators the aage and the standard deviations of the
estimators are taken into account and normal Higions are generated using these
parameters (1000 replications). Knowing the valokshe unemployment rate in the
previous period and the simulated coefficients,distribution of the unemployment as
forecasted is created, and the average of thisildibn is considered as a point
forecast. These steps are followed to predict esmployment rate on the horizon
2001-2012. The U1 value for these point forecaateet on Monte Carlo simulations is
0.0535, which implies a higher degree of accuraoy the forecasts based on
simulations. In fact, those predictions are beatian those provided by all institutions.

Conclusions

In our study, we assessed unemployment forecasfsrpance for the predictions
provided during 2001-2012 as made by three ingiitgt European Commission,
National Commission for Prognosis, and InstituteEaebnomic Forecasting. The best
accuracy is provided by IEF, followed by EC and NCRis hierarchy resulted from the
application of multi-criteria ranking, but also fmothe measurement of accuracy
indicators, as U1, used in making comparisons batvierecasts.

Combined forecasts which take advantage of theethtassical schemes are a good
strategy of improving the accuracy, as most of ghedictions combined were better
than the initial ones. Filtered forecasts basedHBrfilter, or the smoothed ones based
on Holt-Winters technique succeeded in improvirggRICP forecasts only.

Accuracy of forecasts should be a priority for théblic that uses these predictions in
underlying the decisional process. Combined fortscasand filtered and smoothed
predictions in some cases, too — are a very gaategly of achieving improvement in
accuracy for the unemployment rate predictions.

The best technique for getting more accurate ptiedg than those provided by the
three institutions lies in using Monte Carlo sintigdas. In this context, this is an
original approach introduced by the author.
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Appendix 1

Results of Diebold-Mariano Test in EViews

Dependent Variable: D1
Method: Least Squares
Date: 11/22/12 Time: 13:02
Sample: 2001 2011
Included observations: 11

Variable Coefficient  Std. Error t-Statistic Prob.

C -0.874545 1.187738 -0.736312 0.4785
R-squared 0.000000 Mean dependent var -0.874545
Adjusted R-squared 0.000000 S.D. dependent var 038
S.E. of regression 3.939283 Akaike info criterion .666382
Sum squared resid 155.1795 Schwarz criterion 55925
Log likelihood -30.16510 Durbin-Watson stat 1.51861
Dependent Variable: D2

Method: Least Squares

Date: 11/22/12 Time: 13:02

Sample: 2001 2011

Included observations: 11

Variable Coefficient  Std. Error t-Statistic Prob.

C 0.530909 0.624816 0.849704 0.4154
R-squared 0.000000 Mean dependent var 0.530909
Adjusted R-squared 0.000000 S.D. dependent var 72281
S.E. of regression 2.072281 Akaike info criterion .381685
Sum squared resid 42.94349 Schwarz criterion 48178
Log likelihood -23.09927 Durbin-Watson stat 1.52136
Dependent Variable: D3

Method: Least Squares

Date: 11/22/12 Time: 13:03

Sample: 2001 2011

Included observations: 11

Variable Coefficient  Std. Error t-Statistic Prob.

C 1.405455 0.886219 1.585900 0.1438
R-squared 0.000000 Mean dependent var 1.405455
Adjusted R-squared 0.000000 S.D. dependent var 92513
S.E. of regression 2.939256 Akaike info criterion .08p698
Sum squared resid 86.39227 Schwarz criterion 571168
Log likelihood -26.94384 Durbin-Watson stat 1.68615
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Appendix 2

Results of Testsfor Directional Accuracy

Test Statistics
ur Ec
Chi-Square 818 1.273
Df 9 8
Asymp. Sig. 1.000 .996
Test Statistics
ur Ncp
Chi-Square 818 .000
Df 9 10
Asymp. Sig. 1.000 1.000
Test Statistics
ur lef
Chi-Square 818 1.273
Df 9 8
Asymp. Sig. 1.000 .996

Appendix 3

Null Hypothesis: UR has a unit r
Exogenous: Constant
Bandwidth: 2 (Newey-West automatic) using Bartlethled

Adj. t-Stat Prob.*
Phillips-Perron test statistic -3.590651 0.0314
Test critical values: 1% level -4.420595
5% level -3.259808
10% level -2.771129
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