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Foreword

The year 2020 turned out to be completely different than any of us imagined back when
it started. Economic life has witnessed the fall of production, seizure of travel, our Earth
got silenced. The COVID 19 pandemic has run our lives, our pockets, and often our
moods. When choosing the title for EDAMBA 2020 we thought these proceedings
would make valuable contribution to our view of economics, to our approach how to
translate economic theory and empirical evidence into positive dynamics of real-data
economic activities. However, amidst the COVID 19 pandemic we see that laws of
economics may succumb to our fragility as human beings.

The University of Economics in Bratislava as the leading Slovak university in
economics attempted to respond to the call to find new pathways between economics
and economy amidst the COVID 19 pandemic by organizing the 23rd International
Scientific Conference for Doctoral Students and Post-Doctoral Scholars on 27th
October 2020 via online streaming. It was our great honor to host Andres Rodriguez-
Pose from London School of Economics as the keynote speaker at the event with his
address titled Golfing with Trump.

The papers collected in the proceedings were presented in six rather diverse parallel
sessions of the conference, namely:

1) From Better Economics to Better Economy

2) Sustainable Growth in Changing Conditions of a Global World

3) Globalization as a Phenomenon in Trade and Marketing

4) Application of Knowledge Gained During the Study into Economic Practice

5) The Future in Economics Management Business and Related Areas,

6) Environmental Investments and Their Economic Significance, and

7) Migrations and the European Union & Nations and Cultures at Crossroad.

Proudly we present herewith the proceedings of the conference and hope that diverse
as they are, they still are going to find the way to your hearts and make enjoyable and
inspiring reading.

Paula Puskarova

Conference Chair

Vice-Rector for Research and Doctoral Studies
University of Economics in Bratislava
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Methodology for analyzing consequences of the transition
from US GAAP to IFRS

Alexandra Bagiova®

L University of Economics in Bratislava, Department of Accounting and Auditing on the
Faculty of Business Informatics, Dolnozemska cesta 1/b, Bratislava 852 35
Slovak Republic

alexandra.bagiova@euba.sk

Abstract. The article presents the results of partial research on the issue of the
consequences of the transition of financial reporting from US GAAP to IFRS.
The results presented in this article aim to be input data for further research, the
implementation of which is the subject of the author's dissertation thesis. Based
on qualitative research of a large number of sources and local research in the
conditions of a multinational company that underwent the process of transition
from US GAAP to IFRS, key hypotheses of the main research of the
consequences of the transition from US GAAP to IFRS were formulated.
Following these hypotheses, the main goal and partial goals were stated. The
goals are concentrated in two fields - data analysis and process analysis. The last
conclusion of the article is setting up the methodology of further research
separately for both fields and the method of evaluating the results.

Keywords: financial reporting, global accounting standards, IFRS and
US GAAP harmonization

JEL classification: F21, M41, M48

1 Introduction

The globalization of the world economy and the increase in the volume of international
economic transactions already in the second half of the 20th century necessitated the
existence of global accounting standards [9]. Differences in the accounting systems of
individual states are based on different links between accounting and the legal system,
different business practices, cultural and social characteristics, differences in the system
of financing the business sector, and history. Following the differences, individual
accounting systems can be classified according to different approaches and criteria, but
we most often encounter the classification according to Beke [1], which distinguishes
four models of accounting systems:
1. the continental model with a strong link to the legal system of states, typical
of the states of the current European Union (EU), Japan and states with



historical or cultural-social connections to continental Europe, especially from
Africa,

2. the Anglo-Saxon model based on the priority to satisfy the information needs
of investors as the most important users of accounting information,

3. the South American model based on the conditions of the inflation economy
with an emphasis on the information needs of the state, which is the most
important user of accounting information in this model,

4. the mixed model combining elements of the first two above mentioned
models, that applied mainly in the 90s of the 20th century in the countries of
Central Europe, which were transforming a centrally controlled economy to a
market economy.

The Czech authors Mladek [8] and Krupova [4] also identify themselves with the
above division. Slovak author Manova [5]. describes this approach to the categorization
of accounting systems as inductive, from a specific country to the general classification
[5]. further complements the division of accounting systems with a deductive approach,
which according to her "means the application of the general model to specific
countries, [...] it is a confrontation of national policy with the sphere of individual
enterprises [accounting units].” Based on the above, we distinguish between accounting
systems based on a microeconomic model and a macroeconomic model. While the most
important interests of society as the basic unit of the economy are crucial for the
microeconomic model, the macroeconomic model is based on the subordination of
society's interests to the state interest. The results of the business sector are closely
linked to the state economy and society prospers only through intensive cooperation
with the state.

The third approach to the categorization of accounting systems can be described as
cultural-social. The difference in accounting systems is based on the historical
development of the state and society, from which its social and cultural characteristics
derive. From the sociological point of view, the determinants of the division in this
approach are individualism and collectivism, the degree of conservatism, the extent of
information openness of society, the flexibility of the legal and economic system, or
regional disparities [5].

The origins of the global accounting system can be traced back to 1973 when the
accounting organizations of Australia, Canada, France, Germany, Japan, Mexico, the
Netherlands, the United Kingdom, Ireland, and the United States of America set up the
International Accounting Standards Board (IASC) and have agreed to develop and
adopt International Accounting Standards (1AS).

In 2000, the 1IASC was transformed into the International Accounting Standards
Board (IASB) to consolidate international support for accounting harmonization in
practice. Two years later, two important steps were taken in this direction.

1. On 19 July 2002, the European Union adopted Regulation (EC) No 1/2003 of
the European Parliament and the Council. 1606/2002 on the application of
international accounting standards, which aimed to "approve and use
international accounting standards in the Community to harmonize the
financial information provided by companies referred to in Article 4," that
meant consolidated financial statements of publicly traded companies. The



standards in question were the accounting standards issued by the IASB, in
particular the 1AS, and subsequently issued by the International Financial
Reporting Standards (IFRS) as well as the related SIC and IFRIC
interpretations. A common IFRS designation has been adopted for all these
international accounting standards.

2. The second major milestone in the harmonization process for enforcing IFRS
in the world was 2002. A Memorandum of Understanding, also known as the
Norwalk Agreement, was signed by which the IASB began working with the
US Financial Reporting Standards Board (FASB), which publishes the US
Generally Accepted Accounting Principles (US GAAP).

The long tradition of US GAAP, combined with US power at the turn of the 20th
and 21st centuries, predestined US GAAP to gain a dominant position in the upcoming
process of harmonization. It has been assumed that the principles and principles of US
GAAP, verified by many years of practice, will be a building block of new, global
accounting standards [5]. In the following years, however, this proved to be an incorrect
assumption. The financial and economic crisis of 2007-2009 meant that the US had to
take immediate steps to revive the financial market. One of them was an increased effort
to converge to IFRS, to open the market to European investors.

A breakthrough in the convergence of US GAAP and IFRS was the decision of the
Security and Exchange Commission (SEC), which ensures the functioning of regulated
markets in the US: In December 2007, it issued a decision foreign companies registered
on a US regulated market to accept financial statements prepared under IFRS without
the need to transform them [10].

The reasons for the adoption of IFRS in the USA were mainly the need to support
activity in the financial markets. The SEC stated in the explanatory memorandum that
up to two-thirds of U.S. investors at the time owned securities of foreign companies
that had to apply accounting information in two regimes to access the U.S. stock
exchange. Differences arising from the transformation of IFRS statements to US GAAP
have reduced the usefulness of accounting information for users and increased the costs
of investors' decision-making due to the need to identify the results and assets of the
transformation [5]. IFRS has become an integral part of the US accounting system, and
indirectly the SEC has declared recognition of the supremacy of these standards over
national accounting principles, thereby significantly strengthening their global position.

Given the above facts, to assess the relationship between IFRS and US GAAP, we
identify with the attitude of the author Cvik and MacGregor Pelikanova [2], according
to which "US GAAP is currently overshadowed by IFRS, but only the future and further
development give us the answer to the question of whether the economic philosophy
and the concept on which IFRS is based will be maintained worldwide and whether it
will bring the expected result in terms of stability, transparency, and reduction of
economic crime."

In practice, the dominance of IFRS is reflected in the increasing number of
multinational US-based companies that are fully transitioning to IFRS reporting,
despite the geopolitical characteristics of the parent company [7].

Historically, the application of IFRS to the detriment of US GAAP in multinational
companies has developed in the same way as at the state level. At the beginning of the



21st century, it was the primary set of US GAAP standards, not only in US-based
companies but in most companies whose shares were traded on the US stock exchange.
An example is the Credit Suisse Group, which in 2001 faced a decision on how to set
up processes in its financial centers and opted for US GAAP, as IFRS was in the process
of being created and the company's shares were traded on the US stock exchange [3].

Other examples are the American companies IBM and Intel, which had a significant
part of their business in the EU at the beginning of the 21st century, but primarily kept
US GAAP accounting. They have dealt with the transformation to IFRS or national
accounting standards only to comply with the regulatory requirements of individual
Member States [3].

Only since 2010 have we seen the first significant transformations from US GAAP
to IFRS in the conditions of multinational companies. In terms of the flow of accounting
information in a multinational company, we distinguish between multinational
companies [1]:

1. with a homogeneous accounting system - the whole structure of a
multinational company is governed by a single set of accounting standards,
usually IFRS. Both subsidiaries and the parent prepare their financial
statements under the same accounting standards, regardless of their country
of residence. These are usually multinational companies operating in the
EU, whose subsidiaries meet the conditions for the preparation of financial
statements under IFRS in their home countries,

2. with a heterogeneous accounting system - within the structure of a
multinational company, there are accounting entities with the obligation to
prepare financial statements according to different accounting standards. It
is usually a combination of national accounting standards and transnational
accounting standards IFRS. In the case of more complex structures across
the European continent, both IFRS and US GAAP can be applied at the
supranational level.

However, in the case of multinational companies whose shares are traded on the US
stock exchange, we must also operate with other alternatives, in particular with the
possibility that the financial statements prepared under IFRS are subsequently
transformed into the “Form 8-K” statement. SEC. In this statement, accounting
information is again reported under US GAAP. Companies domiciled in the USA have
a reporting obligation; foreign companies, as mentioned above, have been able to
present accounting information under IFRS since 2007.

A large number of scientific and commercial publications deal with the comparison
of US GAAP and IFRS accounting standards. Therefore, our objective is not to
compare individual standards and identify differences, but to build on the current level
of knowledge and evaluate which differences between US GAAP and IFRS have a
material effect on the facts reported in the financial statements and the nature of that
effect.



2 Research Methodology

The presented article is a presentation of the results of partial research forming a
theoretical basis for the analysis of the consequences of the transition of reporting from
US GAAP to IFSR (hereinafter referred to as "main research”), to which the
methodology of its processing is subordinated.

The aim is to establish a new set of knowledge based on the interrelation between
economic practice and theory. Furthermore, there are goals to be stated on how the main
research should be conducted and what are the most significant parts to be focused on,
when analyzing the process of transition from US GAAP to IFRS in a certain company.

The need and benefits of the partial research presented in this article arise from the
extent of the issue of the transition from reporting according to US GAAP to IFRS,
resp. from the extent of the effects of the change in accounting standards on the facts
reported in the financial statements. We have divided the goal of this partial research
into three sub-goals realized in a logical sequence. They are:

1. establishment of a knowledge base for the issue of US GAAP to IFRS
transition,

2. creation of a structure of key areas that need to be taken into account when
deciding whether the transition from one set of accounting standards to
another, is effective for a given company

3. determination of a set of methods and environmental factors that are suitable
for analyzing the problem of transition from US GAAP to IFRS.

The first phase of the presented partial research was a thorough literature search of
a wide range of sources to varying degrees linked to the issue of differences between
IFRS and US GAAP accounting standards. The dynamics of the development of
harmonization of IFRS and US GAAP accounting standards are taking place mainly in
the forum of professional institutions associating accounting experts and the standard
academic literature is not able to reflect these changes quickly enough, which was
reflected in the source structure of the presented partial research.

We used methodological tools - induction, deduction, and abstraction - to connect
the acquired knowledge and create logical connections. Equally important is the causal
analysis process to reveal the links between seemingly unrelated findings. As ancillary
thought operations, we applied synthesis, to summarize partial knowledge, and to
compare.

The second phase took place as a local survey in a selected multinational company,
which at the time was undergoing a process of transformation from US GAAP to IFRS.
The local survey took place in the form of a critical interview with selected employees
of the statutory accounting department, which dealt with setting up the process of
transformation of individual items of the financial statements and subsequently creating
a plan for the transformation process.



3 Results

3.1 Knowledge base statement based on local company research

The analysis of the consequences of the transition from US GAAP to IFRS reporting
resulted in two crucial statements marked as R1 and R2. Their formulations are as
follows:

R1: In the medium term, the change in reporting from US GAAP to IFRS harms the
quality of the accounting information presented in the financial statements.

The starting point of this conclusion is the existence of three significant risks that affect
the degree of usefulness of accounting information in a given context:

1. Insufficient adaptation of users - internal and external users need sufficient
time to acquire the necessary knowledge and understanding of the content of
the new accounting standards and to be able to apply them in practice. If
sufficient time is not created, a paradox may arise to increase the quality of
accounting information while reducing its usefulness to the user. The
discrepancy is that although new accounting standards make accounting
information more accurate and reinforce the principle of providing a true and
fair view, users are not yet adapted to change and are unable to accept or
interpret this information correctly in their decision-making process.

2. Temporary disruption of continuity and conformity - differences of new
methods and procedures compared to the original, used methods and
procedures may cause a temporary decrease in the comparability of accounting
information in time and space, which may lead to incorrect decisions of users
and ultimately to capital instability.

3. Temporary non-compliance with the principle of the reasonableness of costs
of obtaining accounting information - when moving to a new set of accounting
standards, the costs of transforming accounting systems and working
procedures may be disproportionately high, temporarily violating one of the
obstacles to quality assurance in accounting information.

The determination of the medium-term time horizon is based on a thorough
analysis of the harmonization of US GAAP and IFRS and means a period of one to five
years from the introduction of the new set of accounting standards. In the long run, the
convergence process of US GAAP and IFRS leads to an increase in the usefulness of
accounting information for users, especially in terms of comparability and the ability
to express a true and fair view of the entity's financial position. This objective was
declared by the IASB and the FASB in 2002 in the Norwalk Memorandum of
Understanding. From a short-term point of view, it is not possible to evaluate the impact
within one year, given the standard length of the accounting period - 12 consecutive
months.

R2: The quality of the accounting information reported in the financial statements
following the transition from US GAAP to IFRS is directly proportional to the quality
of the transition process in the entity.



We evaluated the process of transition from US GAAP to IFRS reporting as a key factor
in the quality of the transformation of accounting information. We assume that the
change in IFRS reporting will be transferred to all accounting processes, from the initial
processing of accounting documents to the presentation of accounting information in
the financial statements at all levels. The quality of this process has three determinants:
1. professional competence and time capacity of human resources,
2. information flows and the processing cycle of accounting documents in the
accounting unit,
3. the implementation readiness of the entity, i. the quality of the transition
process plan.

3.2  Key determinants of the efficiency of the US GAAP to IFRS transition

There are two most crucial determinants of the efficiency of the US GAAP to IFRS
transition. The first one is the effect on the quality of accounting information presented
in the financial statements. The second is based on the need to identify the stages of the
transition from US GAAP to IFRS that have the most significant impact on the resulting
quality of accounting information.

We have divided this issue into two parts, which we called Research Areas (RA).
Within each Research Area, we subsequently set three partial objectives (PO), which
not only determine the focus of the partial work, but also the logical and temporal
sequence of the research steps (Fig.1).

Evaluation of the effects of the transition from US
GAAP to IFRS on the quality of the accounting
information presented in the financial statements

and identifi the stages of the transition from US Research Area 1

GAAP to IFRS that have the most significant impact

on the vresulting quality of the accounting
Informaton. PO 1: Analysis of termmological and
formal changes
[ Research Area 2
PO 2: Financial analysis of selected
. accounting information from financial
Process iﬂlﬂl}’m statements
PO 1: Identification of the phases of PO 3: Quantification of the impact of the
the transition process and their content transition from US GAAP to IFRS on

market value indicators
PO 2: Cost analysis of the transition
process

PO 3: Analysis of the application of
cthical principles in data

transformation

Fig. 1 Structure of the key efficiency determinants and their analysis



3.3  Determining the research environment and methodology

We have been analyzing the formulated key efficiency determinants through a
combination of various scientific methods of quantitative and qualitative research, the
choice of which depended on the research environment and available data.

The environment of the US GAAP to IFRS transition was a multinational company,
which in the years 2015 to 2020 underwent the process of transition from US GAAP to
IFRS and is currently evaluating its implications for internal and external users of
accounting information and the market value of the company. The selection of the key
determinants of efficiency was preceded by an analysis of financial statements, annual
reports, and information from the websites of the most important multinational
companies, which have their shared service centers (hereinafter referred to as SSC) in
Bratislava. We have identified some criteria to be met to reliably assess the
effectiveness of the transition.

1. SSC with its registered office in Bratislava has in its portfolio the
processing of accounting documents and the reporting of the group's
accounting information,

1. the multinational company is in the process of transitioning from US GAAP
to IFRS or has already completed this process at the time of the main
research,

2. the multinational company issues shares traded on a public market in the
United States.

We determined the key efficiency determinants used in the main research according
to the partial RAs presented in the previous subchapter. Separately for individual
Research Areas (hereinafter RA), as follows:

RA 1 - the focus was on quantitative research with the dominance of financial
analysis tools. The result of the ex-post analysis of selected items of the financial
statements and the construction of various financial indicators were a comparison of
selected indicators of activity, profitability, and indebtedness calculated separately
from the financial statements according to US GAAP and IFRS prepared for the same
accounting period.

The basic starting point was the fact that in the transition process the analyzed
multinational company reported accounting information in two consecutive accounting
periods, according to both sets of accounting standards, US GAAP, and IFRS.
Subsequently, by constructing a pyramid indicator of profitability, we identify the
impact of the development of individual variables on profitability.

We applied the same procedure for market value indicators, among which we will
work mainly with three of them, which we consider the most relevant for external users
of accounting information, especially investors [6].

a) EPS - Earnings Per Share
Net Income - Preferred Dividend

Weighted Average No. of Common
Shares Outstanding




b) P/E ratio (Price/Earnings ratio )

(Market Price of Share)
(Earnings per Share)

c) P/BV ratio (Price/Book-value ratio )

Price Per Share
Book Value Per Share

RA 2 - a central scientific method we proposed for analyzing the second efficiency
determinant is an extended form of SWOT analysis presented in the form of a radio
diagram. Individual factors are assigned weights based on their significance. We
encounter a similar method when determining the company’s strategy [11], but for the
needs of our research, we will use it to determine the optimal process of transition from
US GAAP to IFRS. For each of the partial goals of OV 2, we will create a diagram, the
area of which will express the quality of the transition process. The peaks of the diagram
will be individual determinants of quality in the researched areas in terms of PC 1 to
PC 3. Individual peaks for each of the partial goals are determined based on scientific
methods of qualitative research - local observation, standardized questionnaire, critical
interview, and analysis of process documentation. An example of a graphical
representation of the outputs from RA2 is shown in Fig. 2, where instead of f1, 2, etc.
will be the individual factors of the quality of the transition process.

7 2 f5

Fig. 2 Graphical presentation of the Space
method of SWOT analysis
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4 Discussion and conclusions

We consider the results achieved in the presented article to be the starting point for the
following main research of the consequences of the transition of financial reporting
from US GAAP to IFRS in the specific conditions of a multinational company. We
focused on the synthesis of various financial and non-financial areas to create a
comprehensive view of the issue. In the non-financial area, the main issues are ethical
approach in the process of change in financial reporting standards and the dimension of
human resources qualification and management. In the financial area, the main focus is
placed on changes in the market value of the company due to changes in applied
accounting standards.

The scope of the prepared main research is unprecedented in the conditions and
content in the Czech and Slovak Republic, therefore it has required separate preparatory
research. We set the knowledge base of the process of transition from the US GAAP to
the IFRS so that it allowed the confirmation of the formulated key efficiency
determinants and at the same time it established space for subsequent research in the
given issue.

The conclusions of the presented article can be generalized as follows:

1. In the process of harmonization of accounting standards, IFRSs assume a
dominant position that presupposes the transformation of the accounting
processes and financial reporting of multinational corporations into the
requirements of those accounting standards.

2. The transition from one set of accounting standards has a multidisciplinary
character and the analysis of its consequences requires analysis at least two
levels - data and process.

3. The personnel and ethical dimensions of the transition process are aspects
from which the issue of transition from US GAAP to IFRS is completely
abstracted in the professional literature, while their qualitative characteristics
largely determine the quality of accounting information and results of the
transition.
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Abstract: The role of industry in the economy of the Republic of Kazakhstan is
quite large and represents about 38% of the country's GDP. Waste generated as
a result of industrial activities and solid household waste constitute a big problem
for the ecology of the country. In this article, we analyzed the waste management
system in Kazakhstan and came to the conclusion that it is ineffective, and it
requires improvement under the strict control and coordination of the state.
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1 Introduction

Economic growth, prosperity and well-being of the population is one of the main
tasks and responsibilities of every state. The current task and duty of the state is to
ensure economic growth without devastation of the environment. Nevertheless, today
we can observe global ecological unsustainable growth with its tragic consequences for
the ecology [7].

The Republic of Kazakhstan, as the economic leader of the Central Asia region,
is a country with significant reserves of energy raw materials (oil, hard coal, natural
gas, uranium) and a large amount of various minerals such as tungsten, chromium, iron
ore, manganese, silver, lead, zinc, titanium, copper, gold, and others. These natural
resources enable Kazakhstan to successfully develop industry (mining, metallurgical,
chemical, petrochemical, engineering) and subsequently ensure the economic
prosperity of the state. On the other hand, these energy sources and mineral resources
are non-renewable and require rational, pragmatic, and careful treatment. Reducing of
the high consumption of raw materials, which entails the emission of exhaust fumes
into the air, water pollution and the accumulation of large amounts of industrial waste
as by-products, is a part of the strategic economic development plan of every developed
country, including Kazakhstan [7].

The Government of the Republic of Kazakhstan places great emphasis on
strategic infrastructure planning, and it has prepared number of documents in which it
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defines its main tasks in the field of economy and state development in the context of
sustainable economic growth. These initiatives are summarized in the main government
infrastructure program ,,Nurly Zol“ (Light Road), which is focused on the useage of
regional projects One Belt, One Road and CAREC (Central Asia Regional Economic
Cooperation Program) and ultimately to achievement of the main goal — to become one
of the first thirty most advanced economies in the world by 2050. The principles of
sustainable economic growth are also included in the Kazakhstan Development
Strategy until 2030, the Strategic Development Plan of the Republic of Kazakhstan
until 2020, the Ecological Code of the Republic of Kazakhstan, the Concept of the
Transition of the Republic of Kazakhstan to the ,,green economy*, etc. The Government
Council for Sustainable Development of the Republic of Kazakhstan has been
established since 2005 to achieve the set goals more effectively and coordinate them,
too. [16].

Kazakhstan is also an active member and supporter of international climate
conferences and agreements. Back in 1992, President of Kazakhstan Nursultan
Nazarbayev signed the United Nations Framework Convention on Climate Change
(UNFCCC) during the United Nations Conference on Environment and Development
(UNCED) in Rio de Janeiro [4]. The Kyoto Protocol entered into force in 2005 and it
has been ratified by the Law of the Republic of Kazakhstan in 2009 [3]. ,,At the 21st
Conference of the Parties in Paris in 2015, the parties to the UNFCCC reached a major
agreement to combat climate change and accelerate and intensify the activities and
investments needed for a sustainable future with lower carbon emissions® [17]. On
Earth Day, April 22, 2016, Kazakhstan signed the Paris Convention at the UN
headquarters in New York City [18].

As the issue of sustainable economic growth is very comprehensive and topical
for the Republic of Kazakhstan, for the analysis in this paper we concentrate on the role
of industry in the economy of the Republic of Kazakhstan in the context of its impact
on the state environment. We will focus on the share of industry in the overall structure
of Kazakhstan's GDP, its main sectors, and its development trend. The aim of our
contribution will be to determine how dangerous is the mentioned sector of the
economy for the ecology of Kazakhstan in terms of the amount of waste produced due
to its development. We will focus on the trend of production of industrial waste and
municipial solid waste (hereinafter MSW) as well as their management system in the
Republic of Kazakhstan.
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2 Industry and its role in the structure of the economy of the
Republic of Kazakhstan

The economy of the Republic of Kazakhstan during the period from 2013 to the present,
as the official statistical data of the Ministry of National Economy of the Republic of
Kazakhstan allow us to claim, has had a constantly growing tendency. As shown in
Table 1, Kazakhstan's GDP, denominated in the national currency — tenge, has indeed
been on an upward trend since 2013, and by 2019 the indicator had doubled.
Kazakhstan's GDP in 2019 is 68,956 billion tenge. According to the World Bank, which
provides information in dollars, the trend in Kazakhstan's GDP is less linear. From 2013
to 2016, we can observe a large decline in the indicator, which in the following period
began to stabilize and then grew. In 2019, Kazakhstan's GDP in dollars reached 180
billion. The current growth rate of the Kazakh economy maintains relatively high
numbers. In 2019, GDP growth reached 4.5%. The favorable dynamics have been
maintained since 2017 due to high investment and consumer demand [9]. GDP per
capita in 2019 (according to a preliminary estimate) was 3,725,582 tenge or 9,731
dollars [10].

Table 1. The trend of GDP development of Kazakhstan in 2013 — 2019.

2013 | 2014 2015 2016 | 2017 | 2018 2019
GDP (bil. 35 39 40 884 46 54 61 68 956

KZT) 999 676 971 379 820

GDP (bil. | 237 221 184 137 167 179 180
USD)

Annual 6 4,2 1,2 1,1 41 41 4,5

growth in %
Source: Ministry of National Economy of Kazakhstan, 2020

The World Bank, 2020

The main component in the GDP structure of the Republic of Kazakhstan is the
services sector. Its share during the entire monitored period exceeded 50% and in 2019
it represented 56%. Nevertheless, the value does not reach the level of developed
economies.! The greatest importance for the economy of Kazakhstan in the field of
services is wholesale and retail, transport and storage, and real estate services. Sixty six
percent of Kazakhstan's population work in services [9].

Industry is the second most important sector of the economy of the Republic of
Kazakhstan. The share of industry in GDP in 2019 was 27.5%. The tendency of the
development of the given indicator during the whole monitored period has a
permanently stable high level — above 25%. The volume of production of industrial
production (goods and services) in 2019 reached more than 29 billion tenge. The index

1 The share of services in GDP in economically developed countries reaches (and in some
exceeds) 70%. The largest producers and exporters of services are currently the USA (79% of
GDP).
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of the volume of industrial production in 2019 compared to the previous year
represented 104%. The most important sectors of Kazakhstan's industry are the mining
and quarrying industry (14.5%) and industrial production (11.4%). Thirteen percent of
the state's population is employed in this sector.

Agriculture is not very important for the economy of Kazakhstan and accounts for
4.5% of its production. The given development trend is observed during the whole
monitored period. Nevertheless, it creates up to 15% of the total number of jobs, which
is of great importance in the field of employment. Cereals, sunflowers, rape, flax,
cotton, rice, and others are mainly grown in Kazakhstan.

Table 2. Structure of Kazakhstan's GDP in 2013 — 2019 in %.

2013 2014 2015 2016 2017 2018 2019
Total GDP 100 100 100 100 100 100 100
Industries 38,3 37,6 355 36,6 36,5 38,3 375
producing
goods
Agriculture, 4,5 4,4 4.8 4,6 4,4 4,2 4,5
forestry, fishing
Industry 27,8 27,3 247 26,1 26,5 28,7 275
Mining industry 15,2 15,2 12,7 12,9 13,3 15,2 145
Manufacuring 10,7 10,2 10,1 11,3 11,2 11,6 114
Electricity, gas, 1,6 1,6 1,7 1,7 17 1,6 1,4
steam
Construction 6 59 6 59 5,6 54 55
Sectors 531 54,8 59,4 57,8 57 54,4 55,5
producing
services
Gross value 91,4 92,4 94,9 94,4 93,5 92,7 93
added
Net taxes on 8,6 7,6 51 5,6 6,5 7,3 7
products

Source: Ministry of National Economy of Kazakhstan, 2020

The mining and quarrying industry accounts for more than half of the
production volume in industry. According to the latest published data, in 2019, its value
reached about 16 billion tenge, which is 54.4% of the total volume. The key is oil
extraction, which accounts for 42%. Industrial production in that year accounted for
11.5 billion tenge or 39.4% of Kazakhstan's total industry. The main component of
industrial production is the metallurgical industry (17%). Smaller shares are provided
by food production (6%), repair of machinery and equipment (5%) and production of
coke and refined petroleum products (3%).

,,Kazakhstan has proven oil reserves of 30 billion barrels (3.9 billion tonnes),
with Tengiz, Karachaganak and Kashagan as the main production areas* [9]. In 2018,
according to British Petroleum, the volume of oil extracted in Kazakhstan reached 91.2
million tonnes [1]. This indicator is the largest for the whole period of independence of
the republic after the collapse of the USSR. Kazakhstan is also rich in minerals such as
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copper, lead, zinc, titanium, magnesium and precious metals (gold and silver).
According to iron ore reserves, Kazakhstan is ranked 8th in the world. The value of iron
ore reserves is 8.7 billion tonnes, which represents about 6% of world reserves [9].

Table 3. Volumes and indices of industrial production by type of activity in 2019.

2019 (mill. Index Rate of 2019
KZT) 2019/2018 in %

Total industry 29 380 104,1 100
Mining and 15978 103,1 54,4
quarrying industry
o Oil extraction 12 257 100,2 41,7
¢ Mining of non- 1492 1131 5
ferrous metals
e lron ore mining 416 109,3 1,4
e Extraction of natural 397 101,7 1,4
gas
Industrial production 11573 105,8 39,4
o Metallurgical 4 965 105,5 16,9
industry
e Food production 1708 103 5,8
e Manufacture of coke 840 105,7 2,9
and refined petroleum
products
o Repair of machinery 1472 1241 5
and equipment
o Products of the 475 102 1,6
chemical industry
e Other non - metallic 632 102,3 2,2
mineral products
Electricity, gas and 1561 100,6 53
steam
o Electricity 1121 104,5 3,8
generation/ distribution

Source: Ministry of National Economy of Kazakhstan, 2020

Despite the current economic situation, which is largely affected by the COVID-
19 pandemic, according to the 4th months of this year, the volume of industrial
production in Kazakhstan increased by 5.9%. According to the Ministry of Industry and
Infrastructure Development of the Republic of Kazakhstan, the increase was recorded
in the automotive, textile, pharmaceutical and metallurgical industries. At the same
time, there are 13 special economic zones and 23 industrial zones in Kazakhstan [11].
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3 Impact of industry on the environment of Kazakhstan. Waste
management system

The important role of industry for the economy of Kazakhstan and the growing
tendency of its development brings to the state not only economic growth and
prosperity, but also a humber of environmental threats. Due to industrial growth,
millions of tonnes of sulfur dioxide, hydrogen sulfide, nitrogen dioxide, hydrocarbons,
0zone, ammonia, carbon monoxide, and dust fall into the air every year. Extraction and
processing industry in addition to large amounts of water consumption, also entails the
formation of waste water, hazardous to the environment. As a result of industrial
production, surface water is contaminated by oil products, compounds of copper, iron,
zinc, surfactants, phosphorus, phenol, ammonium and nitrite nitrogen, which often end
up in the composition of groundwater. Mining also leads to destruction of natural
landscapes, destruction of soil cover and disruption in the hydrological balance of
groundwater.

In the second chapter of the paper, we will focus on the impact of industry on
ecology and especially on the issue of industrial and municipal waste in the Republic
of Kazakhstan and measures taken to improve the current situation.

Although the topic is very current and actively addressed at the highest level of
the state, it dates back to the past. ,, There is historical industrial waste in Kazakhstan,
including man-made mineral formations. During the period of the Soviet industrial five-
year plans, significant volumes of waste from heavy industry, the agrarian complex and
the development of mineral resources have been accumulated. At the same time, a
significant part of this waste is very toxic and has a high level of radioactive
contamination* [12]. Minister of Ecology, Geology and Natural Resources Magzum
Mirzagaliyev said that as of 2018, the country has accumulated a colossal volume of
POP-containing waste since Soviet times, 40.3 thousand pieces of PCB-containing oil
transformers and capacitors, 82.6 tonnes and 4 100 liters obsolete banned, unusable
pesticides, 3.7 thousand tonnes of buried pesticides, and 13.5 thousand pesticide
containers, despite the fact that there is no production of POPs in Kazakhstan [6].

After the collapse of the Soviet Union, former President of the Republic of
Kazakhstan, Nursultan Nazarbayev, in 1992 in his book ,,The strategy of resource
conservation and transition to the market* emphasized the importance of creating a
system for waste disposal and recycling: “full and effective use of secondary raw
materials in the form of waste and their transformation into a new consumer value is
an important direction for improving the environment” [15].

The volume of industrial waste generated in Kazakhstan even after the collapse
of the Soviet Union has a growing tendency, which only aggravated the situation. More
than 900 million tonnes of industrial waste are generated every year.? During the period
under review, in 2014, more than 980 million tonnes of waste were generated as a result
of industrial production in the state. Only 23% or 226 million tonnes of the waste was
disposed of. The volume of industrial waste generated in 2015 was slightly higher and
reached 982 million tonnes. Only 23% were also utilized. A comparatively small
proportion of waste in Kazakhstan is MSW. In 2014 and 2015, more than 5 million

2 |n 2010 — 786 mill. tonnes, in 2011 — 1 101 mill. tonnes, in 2012 — 961 mill. tonnes, in 2013 —
978 mill. tonnes.
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tonnes were produced. Disposal of the waste is also very small and represents only 2%.
The share of utilized waste products is slightly higher and represents about 30% of the

total volume.

Table 4. VVolumes of planned waste for 2014 and 2015, million tonnes.

disposal

Type of waste 2014 2015
Generated industrial waste 979,6 982,2
Disposal of industrial waste 2255 227
The share of production 23 23,12
waste utilization to their
formation
Generated municipal solid 53 55
waste
Disposal of municipal solid 0,1 0,09
waste
The share of utilization of 2,21 1,8
municipal solid waste to
their generation
Generated hazardous waste 337,4 251,6
Disposal of hazardous 110 74
waste
Share of hazardous waste 32,6 29,5

Source: Ministry of Ecology, Geology and Natural Resources, 2020

Since 2016, the statistical information provided by Ministry of Ecology,
Geology and Natural has changed. The waste was categorized into four groups:
hazardous, non-hazardous, radioactive and municipal solid waste. From Table 5 we can
see that the volume of waste discharges and MSW has a slightly decreasing tendency
and the volume of non-waste discharges is gradually increasing. Also, the statistics give
us the opportunity to see that there is produced about 0.13 million tonnes of radioactive

waste in Kazakhstan every year.

Table 5. Waste generated in 2016 — 2018, million tonnes.

Type of waste 2016 2017 2018
Generated hazardous 1514 126,9 149,96
waste
Generated non-hazardous 169,6 278,2 295,5
waste
Generated radioactive 0,13 0,16 0,13
waste
Generated municipal 54 4,8 4,3
solid waste

Source: Ministry of Ecology, Geology and Natural Resources, 2020
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The main types of industry producing industrial waste are mining,
metallurgical, oil and gas production, and heat and power industries. ,,About 99% of
hazardous waste from the manufacturing industry and more than 90% of all waste from
the mining industry is generated precisely in the metallurgical industry and the
production of finished metal products. This fact characterizes this industry as the most
environmentally unsafe among other industries* [16].

According to the latest published statistics, in 2019, the country accumulated
about 31.1 hillion tonnes of industrial waste. These are mainly man-made mineral
formations (MMF), including overburden and ash (70% of the total), waste from the
manufacturing industry (10% of the total) and other activities (20%) [13]. As the
Ministry of Ecology, Geology and Natural Resources of the Republic of Kazakhstan
informs us, the level of industrial waste processing is also growing. In 2019, 34% of
production waste was recycled, which is 10.9% more than in 2015. The remaining
volume of industrial waste, which is about 680 million tonnes annually, is sent to
tailings and landfills throughout the country. As of today, 1.5 thousand of such objects
are registered in the State Cadastre of MMF [13].

The authorities' particular concern and the danger to the country's ecology and
the health of the population of Kazakhstan are 170 million m® of radioactive waste.
Minister Mazgum Mirzagaliyev also said that the Koshkar-Ata uranium-containing
waste storage facility is a serious environmental problem in the Caspian region. The
total area of the disposed waste is 66 km?. A total of 105 million tonnes of toxic and
radioactive waste have been disposed there [6].

About 4.5 — 5 million tonnes of municipal solid waste is generated in the
Republic of Kazakhstan annually. In 2019, the volume of solid waste amounted to 4.7
million tonnes.® The share of recycled and disposed MSW is also growing annually,
and in 2019 this indicator reached 15%.* Sorting and processing of solid waste is carried
out in factories in the cities of Nur-Sultan, Shymkent and Zhanaozen, as well as at
enterprises, mainly small and medium-sized businesses. By today, 3,292 facilities for
the disposal of solid waste have been created in Kazakhstan, of which only 601 (18%)
comply with environmental and sanitary standards. Also, the government is fighting
unauthorized landfills. By the end of 2019, 2,590 (28%) were disposed of from 9,229
illegal dumps [13].

Certainly, the ecological situation with both industrial and municipal waste in
Kazakhstan is poor. The concept of the Republic of Kazakhstan's transition to a ,,green
economy*, adopted by Presidential Decree in 2013, also regulates the state policy
concerning the problem of waste in the state. Targets are set for 2030 to create the
infrastructure for recycling/disposal of hazardous and toxic waste for 100% waste and
also to process 50% MSW by 2050 [5]. These plans are very ambitious, which will not
be so easy to achieve, and the aachievement of the set goals will require rather large
financial resources.®

% 1n 2017, the volume of SHW amounted to 4.9 million tonnes, in 2018 — 4.3 million tonnes.
41n 2017, the share of recycled and disposed solid waste was 9%, and in 2018 — 11.5%.

5 The total investment requirement by 2050 for the Waste Management Program is 4 billion
dollars.
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As of 2018, the level of government spending on environmental protection
amounted to 302.2 billion tenge. This is slightly higher than the level of the previous
year [8]. Below, we provide the structure of environmental protection costs in the
Republic of Kazakhstan by types of environmental activities in 2018.

Fig. 1. The structure of costs for environmental protection in the Republic of Kazakhstan by
types of environmental activities in 2018.

,‘-

1,4
6,5

0,4

= Protection of atmospheric air and climate
Protection of water sources from wastewater pollution
Waste management
Protection and restoration of soil, groundwater and surface water sources
= Protection of biodiversity and landscape
= Radiation protection
= Research and development

= Other types of protection, including improved energy efficiency

Source: Ministry of National Economy of Kazakhstan, 2020

As we can see from this diagram, the share of waste management costs in 2018
was about 22% of the total.

To achieve the set goals and move the economy of Kazakhstan towards ,,green
economy*‘, the government has developed the project Waste of Energy. The main idea
of the project is to incinerate waste to generate electricity by analogy with renewable
energy sources. Also, this project will give an impetus for the introduction of
technologies and attracting investments in the field of recycling and disposal of waste.
According to the Minister of Ecology, Geology and Natural Resources of the Republic
of Kazakhstan: ,,in general, the introduction of this mechanism will allow attracting at
least 500 million dollars to the incineration industry in the next few years. It is planned
to increase the share of thermal utilization from the total volume to 30% by 2025 [2]

Today we can see that the government and those who are directly responsible
for this area of environmental protection as ministries and their subordinate bodies,
industrial companies, and the people of Kazakhstan itself have to build a
comprehensive and effective waste management system.
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4 Conclusion

The industry of the Republic of Kazakhstan plays an important role in the economy of
the state. Despite efforts of the state officials to diversify the economy, the mining and
mining industries have historically been one of the main drivers of Kazakhstan's
economic growth. At the same time, industry, and especially the mining and
metallurgical industries, produce the largest amount of hazardous industrial waste.

As part of the strategy and concept, the state leadership set goals for the storage
and treatment of industrial waste and MSW by 2050, however, we can see that the
current situation of waste management systems is insufficient and inefficient.

The main problems and shortcomings of the waste management system in
Kazakhstan are:

1) the legacy of historical industrial waste from the times of the Soviet Union;

2) an annual increase in the volume of new industrial waste by at least 900
million tonnes and their accumulation (currently more than 31 billion tonnes
of industrial waste);

3) anannual increase in the volume of household waste by 4.5 — 5 million tonnes;

4) ,the organization of public services does not meet the standards. Outside large
cities, on average, only a quarter of the population has access to services for
the removal of solid waste. There are also significant regional differences in
service coverage“ [5];

5) the volume of processing of industrial waste in 2019 is 34%, and municipal
solid waste is about 15%;

6) undeveloped infrastructure of the collection, processing and disposal of
industrial waste and municipal solid waste;

7) alack of economic incentives and a low level of control of the adopted norms
by the state;

8) alarge number of illegal dumps and landfills;

9) a lack of a clear mechanism of interaction between various ministries,
departments for policy development and supervision over industrial waste and
municipal solid waste;

10) insufficient regulatory framework and statistical data in the waste
management system.

These and many other obstacles will have to be addressed by the government of
Kazakhstan on the way to achieving the goals of the Concept of Transition to a ,,green
economy*“. However, we can see a positive trend in the development of utilization and
processing of industrial waste and solid waste, specific projects, and plans for the
formation of an integrated waste management system.
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Abstract. The purpose of this paper is to analyze the issue of hidden reserves,
which are an instrument of financial management of an entity. Compliance with
the entity's accounting policies also means that, at the end of each reporting
period, when preparing the financial statements, the entity recognizes provisions
and adjusts its assets to fair value. An entity may adjust the value of an asset only
if the actual valuation of the asset is lower than its valuation in the accounts. This
will respect the principle of truthful and faithful representation of the facts that
are subject to accounting. If the actual value of an asset is greater than its carrying
amount, it cannot reevaluate the asset upwards and therefore creates a hidden
reserves for the entity. We also explained the emergence of hidden reserves in an
illustrative example in the automotive industry, where we compared the cost of
land with the real fair value of land determined by an expert.

Keywords: hidden reserves, the precantionary principle, the valuation

JEL classification: M40, M41

1 Introduction

It is the duty of financial management in the conditions of globalization of the economy
to provide the entity with growth in performance and success through constant search
for solutions and decision-making. An important instrument of financial management
is also the hidden reserve, which is an active management tool through which financial
management can influence the economic result and distort the real picture of the
economic situation of the entity for both internal and external users.

The purpose of this paper is to clarify the motives for when hidden reserves are
created and used and how hidden reserves affect the financial statements.
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2 The impact of financial management on the enterprise

Each entity seeks to achieve strategic and operational objectives that represent effective
financial management. The main objective of financial management is to ensure
sufficient financial resources and to place them so that they are used efficiently while
ensuring a balance between profitability, indebtedness and liquidity. The whole process
of financing an entity should be managed in such a way that sufficient financial
resources are secured at minimum cost to avoid increasing the financial risk of the
business. (Fire$ a Zelenka, 1997)

Hidden reserves are an important instrument in the financial management of an
entity. Hidden provisions can be characterized as a portion of equity that is not
recognized in the financial statements. Hidden provisions are not recognized in the
balance sheet or income statement and even in the entity's notes and are created prior
to the preparation of the financial statements. If an entity applies the precautionary
principle in accounting and in preparing its financial statements, this often results in the
creation of hidden reserves. Hidden reserves are used as an instrument to ensure the
long-term existence of an entity, since their creation and dissolution may affect the
entity's profit or loss. (Paksiova, 2012)

They are also a cheap source of financing for business activities. Hidden reserves
are an instrument of balance sheet policy. Distortion of financial statements through
tacit reserves may result in a failure to observe the principle of fair and fair presentation.
(Slosarova a Blahusiakova, 2017). If financial management chooses to handle tacit
reserves, an entity may use this to its advantage although the entity's actual picture is
different. Hidden reserves cannot be identified directly from the balance sheet and are
therefore latent on the outside. Thus, the information contained in the financial
statements cannot provide sufficiently truthful and relevant data for the users of the
financial statements.

Hidden reserves cause distortions in equity as well as some assets or liabilities.
Thus, in the accounting period when the hidden reserves are created, the entity reduces
its profit or loss and conversely in the period when the entity achieves a low profit or
loss, it may adjust the profit or loss by reversing those provisions. By manipulating
hidden reserves, the entity achieves the required optimum operating result.

3 Hidden reserves

The creation of hidden reserves allows an enterprise not to make unrealized gains and
thus prevents the payment of dividends and taxes.

3.1  Creation of the hidden reserves

Hidden reserves are therefore distinguished in a broader and narrower sense:
(Slosarova, 2006)

1. In a broad sense hidden reserves represent the difference between a lower

carrying amount and a higher fair value of an asset or a difference between a

higher carrying amount and a lower fair value of liabilities. An example of a

hidden reserve that represents the difference between a lower carrying amount
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and a higher actual value of assets is the creation of excessively high
provisions that do not reflect a temporary projected impairment of assets or
the existence of fixed assets and inventories with a carrying value greater than
carrying amount and caution in this case does not allow an increase in the
valuation of assets in the accounting entity. For example, the hidden reserves
that result from the difference between the higher carrying amount and the
lower fair value of liabilities are the recognition of liabilities in the balance
sheet that are likely to arise.

In the strict sense the hidden reserves represent realized profit. For example,
if such costs or revenues are charged that are included in the period in question,
even though the expenditure or income has not yet been incurred. Another
example is the posting of a large amount of depreciation that does not really
reflect the wear and tear of the asset.

Hidden reserves arise either when the assets are underestimated in accordance with
the precautionary principle or when the liabilities are overstated. They are closely
linked to their bearer, which is the difference between the carrying amount and the fair
value of the asset or liability. A specific feature of the hidden reserves is that they reduce
profit or loss and increase profit or loss in the period of extinction. (Soukupova
a kolektiv, 2008) This implies that hidden reserves are part of equity and are hidden in
profit or loss.

The examples of created hidden reserves:

a)

b)

c)

d)

3.2

Underestimation of assets (choice of depreciation method, shortening of
depreciation period, clearing of higher provisions for receivables and others)
- Underestimation of assets arises when the fair value of assets is higher than
the book value of assets. If the prudence principle does not allow an entity to
recognize an asset at fair value, the result is an unrecoverable hidden reserve.
Non-capitalization of assets (non-capitalization of assets) - Non-capitalization
of assets may result in a hidden provision if an entity does not attribute all
ancillary acquisition costs to the cost of an asset when it acquires or owns an
asset. In this case, there is a resultant and deliberate hidden reserve, which may
be considered inadmissible in case of breach of accounting or legal
regulations.

Overstatement of liabilities - An overstatement of liabilities occurs when an
entity intentionally or unintentionally creates excess reserves based on an
incorrect estimate of the amount of the provision. It is the creation of the
resultable adjustable reserve.

Recognition of non-existent liabilities - Recognition of non-existent liabilities
occurs when an entity recognizes provisions that are unfounded. At that time,
the tacit reserve has up to three adjectives, namely the resultant, deliberate,
inadmissible tacit reserve, and then it is a deliberate violation of the laws and
accounting practices.

The hidden reserves in accounting of business entities

The hidden reserves can be divided into these parts:

a)

Essentials for capital hidden reserves relating to capital where they arise as a
result of an underestimation of material costs or of capital increases in kind.
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The second breakdown in terms of substance is the resultant hidden reserves
that arise as a result of an accounting understatement of assets or, conversely,
an accounting overstatement of costs. An example of the result hidden reserves
is a lower asset valuation than fair value or non-capitalization of costs that
should have been included in the asset valuation.

b) Balance sheets for hidden reserves related to asset items that reduce the total
amount of assets or hidden reserves related to liability items when the ratio
between equity and liabilities changes

c) Time for long-term hidden reserves that are linked to non-current assets or
long-term liabilities and short-term hidden reserves that are linked to short-
term assets and short-term liabilities

d) Eligibility for appreciable hidden reserves that may arise entirely accidentally
or by intentional creation. Accidental provisioning of hidden reserves is due,
for example, to an incorrect estimate of the provision or to an incorrect
estimate of the use of assets. By contrast, intentional hidden reserves are the
result of deliberate underestimation of assets or overestimation of liabilities.
The reason for the emergence of secret reserves is that financial management
does not want to disclose vulnerable reserves, which in many cases are
offenses. Non-controllable hidden reserves are also called forced hidden
reserves that arise without the entity's involvement. They are related to legal
compliance. Information about uncontrollable hidden reserves could improve
the quality of the information presented in the financial statements when
making external user decisions.

e) Confidentiality of hidden reserves for secret hidden reserves, of which
unauthorized persons may not be informed, or secret hidden reserves, which
are disclosed in the notes to the financial statements. Information on secret
reserves is usually only accessible to a very small group of people, namely top
management. This information is strictly protected from disclosure to external
users or other internal users of the financial statements.

f)  Allowances for allowable hidden reserves that are intentional hidden reserves.
They also arise when valuing inventories of own production if not all ancillary
costs are included in the valuation. Ineligible hidden reserves are also
intentional hidden reserves. They are also referred to as offenses because these
hidden reserves arise from violations of accounting regulations and laws.

The hidden reserves that relate to asset items lead to a decrease in the total balance
sheet and the hidden reserves that relate to liability items do not change the total balance
sheet amount, but in this case only the ratio between equity and liabilities on the liability
side changes. (Blahusiakova, 2017). Entities are legally required to acquire, measure,
depreciate as well as throughout the life of an entity, but in many cases, regulations
allow entities to choose between different alternatives where financial management
often exploits this discretion in the regulations to their advantage.

For example, in the case of an acquisition of fixed assets, if an entity acquires an
asset with a useful life longer than one year and does not have a statutory purchase price
to capitalize the asset, legislation permits entities to decide whether the asset will be
classified as a fixed asset or expensed . The accounting treatment in such cases must be
enshrined in each entity's internal policy. If an entity decides to put such assets directly
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into expenses and does not capitalize it as a non-current asset, then there is a resultant,
allowable, intentional hidden reserve. (Soukupova a kolektiv, 2008)

Depreciation is another example of a choice between a number of alternatives in
legislation and accounting practices. Entities may choose depreciation at their
discretion. Depreciation thus does not often correspond to the useful life of fixed assets
and in such cases there is excessive depreciation. In the case of fixed assets that are
undisclosed, the incentive to create a hidden reserve is to increase the fair value of the
market. Typical examples of non-depreciated fixed assets are land. When they are
purchased, they are valued at cost, but as a rule, the price of land is rising. However,
this change is not taken into account in lawful accounting because the asset is not
revalued upwards and thus creates a tacit provision in the entity because the
measurement in the financial statements is lower than fair value.

Very often, hidden provisions are created for receivables. There is a high risk of
default, loss or doubtful receivables in the event of non-payment and at that time their
valuation is reduced based on provisions. Thus, in many cases, entities create excessive
provisions for receivables and at that time deliberate, amenable, hidden reserves arise.
(Paksiova, 2017)

For inventories, hidden provisions are created, for example, by comparing when the
fair value is greater than the carrying amount or if all ancillary costs are not included in
the cost of inventories, or in the case of self-produced inventories, indirect costs have
been incorrectly included in the cost of inventories. The creation of hidden reserves
may also be caused by the choice of first-in-first-out (FIFO) or weighted arithmetic
mean (VAP).

For example, in the case of securities or other short-term financial assets, the
creation of hidden reserves may result in a higher fair value of the asset than its carrying
amount.

Hidden reserves are also created in case of over-provisioning or inaccurate or
unjustified provisioning. Unreasonable provisioning results in an appreciable, resultant,
inadmissible provision and an incorrectly estimated provisioning results in an
appreciable, resultant, and random hidden provision.

Also, accruals and deferred provisions are recognized in respect of undervalued
assets or overstated liabilities. On the asset side, a hidden provision may arise due to
accruals of accrued expenses, which will be accrued expenses or if accrued income,
which represents the revenue of the current accounting period, is not capitalized. On
the other hand, on the liabilities side, there are hidden provisions that are tied to
liabilities. However, this situation does not reduce the value of the assets but transfers
values from own funds to external sources, thereby overestimating liabilities.
(Ondrusova, Mazikova, 2016)
In particular, tacit reserves may arise for the following reasons:

a) Excessive provisioning, that is, liabilities are overvalued in the books
and an appreciable hidden provision is created.

b) Provisioning for expenses that will never be incurred, that is, the
liabilities are overstated in the books and this creates an appreciable hidden
reserve.

c) Termination due to the existence of a provision, which means that if
the reasons behind the provision cease to exist, the provision should be
reversed or, if appropriate, canceled. Otherwise, a hidden reserve is created.
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In addition to the creation of hidden reserves, it is necessary to pay attention to their
holding and dissolution. If an entity wishes to knowingly benefit from the existence of
tacit reserves, it will continue to hold them. The holding of hidden reserves occurs when
a given hidden reserve is linked to a fixed asset or a long-term liability. Keeping hidden
reserves at a certain height is possible by regulating the volume of hidden reserve
holders.

There are several reasons for an entity to decline and cancel its hidden reserve. The
loss of hidden reserves in the entity is caused by external factors that cannot be
influenced by financial management, but also by internal factors in the form of
decisions that the management of the entity is in charge of. Thus, the hidden reserves
may be extinguished voluntarily or notwithstanding any measure taken by the
undertaking. (Melachova, Mateasova, 2015)

Therefore, we distinguish two types of hidden reserves in terms of influence:

a) hidden reserves necessarily disappearing;
b) hidden reserves with voluntary extinction.

Table 1: Reasons or decrease and cancellation of hidden reserves for individual types of
assets and liabilities

Type of asset or liability Reasons
for decrease and cancellation of
hidden reserves

Type of asset or liability Reasons
for decrease and cancellation of
hidden reserves

Non-depreciated tangible fixed assets
Disposal of assets

Non-depreciated tangible fixed assets
Disposal of assets

Depreciation of tangible fixed assets
and intangible fixed assets Depreciation
or disposal of assets

Depreciation of tangible fixed assets
and intangible fixed assets Depreciation
or disposal of assets

Intangible assets

Intangible assets

Tangible fixed assets not depreciated

Tangible fixed assets not depreciated

Other assets that are valued at cost

Other assets that are valued at cost

Decrease in the market price of assets
to the purchase price level

Decrease in the market price of assets
to the purchase price level

Securities at fair value Revaluation of
assets to fair value

Securities at fair value Revaluation of
assets to fair value

Inventory Consumption, sale or

discontinuation of production

Inventory Consumption, sale or

discontinuation of production

Accruals and deferrals Expiration of
the period for which accruals were
deferred

Accruals and deferrals Expiration of
the period for which accruals were
deferred

Source: Own procesing

For example, a loss occurs when the hidden reserve is transferred to equity items
and does not affect the profit or loss. If the hidden reserve ceases to be transferred to
profit or loss, this results in a decrease in costs or an increase in revenues. A further
disappearance of the hidden reserve may occur if the hidden reserve is transferred to
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another hidden reserve. Equally, the hidden reserves are extinguished due to the
liquidation or sale of the asset for which the hidden reserve is created. A typical
example of unintentionally disappearing hidden reserves is the gradual drawing of
assets or a decline in the fair value of assets on the market. The write-off of the hidden
reserve is also the write-off of a non-existing liability or the release of the unjustified
reserve. The reversal of excess reserves may also be an instrument to cover the entity's
poor financial position. (Kovanicova, 2005).

Land is generally very difficult to value. Its value depend on several factors such as
location of the land, the equipment of the land with utilities, the value of surrounding
land and so on. The initial valuation of the land needs to be considered very well.
However, over time its value may change. For example, when there will be built a
motorway right next to land which was supposed to be for sale to build new houses for
families than it is guaranteed that the new motorway will decrease the price of the land.
This is due to the fact that the locality will increase noise and dust. In such case the land
is overstated in accounting. However this kind of situation is very difficult to predict.
There may also be a situation where the value of the land will increase, for example if
over the years a large residential area has been built near the land and area where the
land is located has become a sought-after location for young families. In this case there
is a difference between current price and the price in accounting and that is why the
hidden reserve needs to be created. (Cuningham, Fiume, 2020)

4 Methodology

We will present the existence of hidden reserves in entities that carry out their
business in the automotive industry as the dominant business in the Slovak Republic.
In the case of tangible fixed assets that are not depreciated hidden reserves are most
often created when valuating land. When it is acquired by purchase it is valued at cost
in accounting, but its value usually increases over the years. This change is not taken
into account in accounting under Slovak law because the asset is not revaluated
upwards and thus the entity creates a hidden reserves because its valuation in the
financial statements is lower than the fair value.

We will present hidden reserves on one of the assets items, namely land. We chose
this component of assets mainly because the value of land is increasing over time and
we will show by way of example selected entities how it has changed since it was
acquired in view of the time it was presented in the financial statements.

We drew the basis for the analysis from the register of financial statements, to which
entities are obliged to enter their financial statements. At the same time we used
information published in the Cadastral Portal (https://www.katasterportal.sk/kapor/),
from where we drew information related to land ownership.

5 Hidden reserves in practice

Land is regulated in the Slovak Republic by the Cadastral Act, the Forest Act, the
Construction Act, the Land Companies Act and the Accounting Act. It is important to
recognize for what purpose the land was procured. It can be land as fixed assets or land
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as goods. The land may be depreciated for permanent crops. If the land is land, the land
is not depreciated. We took three car companies as an example of companies that own
land and do business there. In the past, prior to the construction of automobile plants,
land was used to grow crops and the price of land was significantly lower than it is
nowadays when there is a great interest in land near car plants, especially for the perfect
infrastructure built by the aforementioned automobile company. Therefore, the interest
in land close to car companies is increasing, especially from large, multinational
companies.

As an example of property associated with the existence of a hidden reserve, we
would mention land as an example of the difference between the cost of land and its
current market value. We chose three companies, PCA Slovakia, s.r.o. Jaguar Land
Rover Slovakia and KIA Motors Slovakia, s.r.o. All three companies operate within the
automotive industry.

Company PCA Slovakia, s.r.o. based in Trnava, has an area of 183 hectares, selling
price in 2019 according to real estate agent is 18.04 euros per square meter. This price
is set by an expert in May 2019. The original price in 2003, when the construction of
PCA Slovakia started, was EUR 4.73 per square meter. For the period of 16 years, there
has been increase of the price for square meter by 289%.

Another company is Jaguar Land Rover Slovakia Ltd. whose land area is 300,000
square meters. The current price for one square meter of land near Nitra is worth
approximately 5 Euros. However, the purchase price of the land of Jaguar Land Rover
was up to EUR 15 per square meter, as there was a speculative purchase of land just
before construction from its owners for EUR 0.3 - 5 per square meter and the land was
resold for the above EUR 15. To date, the company has been judging these speculators.
(dennikn.sk) In this case, therefore, it is appropriate to create a reserve for litigation.
Despite the interval price determination, it can be stated that the value of the land
increased by 200% from the moment of acquisition to the present.

The last company is Kia Motors Slovakia, s.r.0, which owns 166 hectares of land.
The cost of land was € 3.28 per square meter and is currently € 4.72 per square meter.
The difference between the purchase price of land and its present value may be in the
case of PCA Slovakia s.r.o. and Kia Motors Slovakia s.r.o. the reason for creating a
hidden reserve. However, we do not take into account the structure or the moment of
procurement. For this company, the price of land per square meter has risen by almost
44% since the acquisition of the land.
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Fig.1: Different between origin price and current price of land
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In the chart we see that the origin prices of PCA Slovakia and Kia Motors Slovakia
were lower than the current price. Price of the land of Jaguar Land Rover Slovakia is
today much cheaper than before but this is happening only because of the speculation
of the previous owner like we wrote before.

As we mentioned before, hidden reserves may also arise from changes in the value
of assets owned by the entity. Since the value of a land depends directly on its location,
we may believe that the value of the land may change over the years. The value of land
is rising every year, but of course the price of land can also move downwards.

6 Conclusion

An entity may use hidden reserves as an optimization tool to ensure the entity's long-
term existence. If an entity achieves high profits, it may reduce it by creating hidden
reserves, or conversely, if an entity achieves a loss or low profit or loss for the reporting
period, it may increase it by reversing the hidden reserves.

However, reserves as well as hidden reserves serve primarily as a tool to make the
economic result more realistic in relation to accounting principles. However, hidden
reserves, unlike reserves, represent the entity's own source of financing. They are
hidden in profit or loss and external users may not be aware of them if the entity decides
that it does not define the creation, holding and release of hidden reserves in the notes
to the financial statements. Hidden reserves are typically tied to their bearer, which is
the difference between the carrying amount of an asset and a liability and its fair value
on the market.

After comparing the financial statements, specifically the value of the land, with the
data obtained by evaluating the land by an expert, we found that there is a large
difference between the cost and the current fair value of the land. The cost of the land
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is much lower than its fair value and it is therefore apparent that there have been hidden
reserves in the entities for the existence of the land. The amount of hidden reserves in
this case depends not only on the type of property to which it is linked, but also on its
location. In Slovakia, the purchasing power of money is higher towards the capital,
which was also reflected in the increase in the price per square meter. The highest
increase was recorded in Trnava, then in the vicinity of Nitra and around Zilina was the
lowest price of land.

Provisions and hidden reserves are a powerful accounting tool for optimizing
economic results. The creation of reserves and hidden reserves also contributes
significantly to the achievement of the financial statement objective. Entities should
comply with the prescriptions in the preparation of the financial statements and should
respect the principle of prudence as well as the principle of a true and fair view of the
financial position of the entity. However, financial management in an entity often
considers reserves as a tool to reduce the tax burden and gain advantages over other
entities. Hidden reserves are mainly used because external users do not see the creation
of hidden reserves in the financial statements, which creates an imperfect picture of the
entity.

The concepts of reserve and hidden reserve differ in several ways. Unlike some
reserves, there is no obligation to create hidden reserves in the Slovak Republic. The
entity decides whether or not to create them. Hidden provisions are not shown in the
financial statements and are not freely available to external users unless the entity
mentions them in the notes.

The paper was prepared within the solution of the grant task of the University of
Economics in Bratislava no. 1/0517/20 Virtual cryptosieves as a relevant tool for
the elimination of economic crime in the range of 50% and no. 1-20-103-00
Evaluation of innovation potential in the conditions of new managerial trends on
the basis of proposed determinants in the automotive industry in the range of 50%o.
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Abstract. The Slovak economy has experienced extremely dynamic growth in
the last two decades. Increased waste production is a side effect of economic
growth. Between 2004 and 2018, the total production of waste in the Slovak
Republic increased by 26.3%, while the largest waste producer is the construction
industry with approximately a third share. Despite the improvement in the rate of
waste recovery in recent years, the Slovak Republic is still significantly behind
the EU average in this matter. An important means to achieve a higher rate of
waste recovery in the Slovak Republic is a suitable mix of financial instruments
and incentives to achieve this goal. The main goal of this paper is to provide a
clear summary of existing and potential financial instruments to support the
development of waste recovery, with special regard to those programs that are
directly applicable in Slovakia.

Keywords: waste, recycling, environmental burden, separation, renewables,
green bonds, green financing, capital structure, waste recovery
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INTRODUCTION

This paper discusses the importance of nature protection, waste management, waste
recovery respectively its energy use, as well as new opportunities in the field of
technology and especially the financing of the so-called green economy.

The aim of this article is to look at the issue of waste management not only from a
statistical point of view in terms of waste production, the percentage of recycling or
waste recovery, but especially from an economic point of view. In particular, we will
be interested in the possibilities of raising various forms of capital to support/finance
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environmental projects, also to point out how new technologies in this area may have a
positive impact on different areas of the economy.

1 STATISTICS ON WASTE PRODUCTION AND THE SHARE
OF RENEWABLE ENERGY SOURCES IN THE EU AND THE
SLOVAK REPUBLIC

In 2016, the total volume of waste generated by all economic activities and in
households in the EU reached 2,261 million tons., and from that year to the present,
waste production has increased even more. In general, the total amount of waste
produced can be expected to be to some extent related to the population and economic
strength of the country. The smallest EU Member States generally had the lowest levels
of waste production and the larger states the highest. Nevertheless, we find some
relative deviations from the average. A relatively large amount of waste was produced
in Bulgaria and Romania and a relatively small amount of waste was produced e.g. in
Italia.

From the point of view of economic activities that participated in waste generation,
the biggest burden was represented by construction, in total value (34.8%). In second
place were mining and surface mining (27.6%), industrial production (11.1%), waste
services and water treatment (9.5%), households (8.3%). The remaining 8.7% was
waste produced from other economic activities, mainly from services (3.9%) and
energy production (3.4%).

The data in the following table no. 1 present the production of waste in the European
Union and Slovakia according to the economic activity of waste producers for the
period of 2004-2016, while 2016 is the last year for which data are published in the
Eurostat database.
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Table 1: Waste generation in EU and SR by NACE Rev. 2 for the period of 2004-2016

NACE 2004 2006 2008 2010 2012 2014 2016
A EU 64070 57700 46530 21000 21380 18710 20910
FORE TR AND FISHERIES) SK 606 742 789 526 549 574 789
752 606 554 665 726 642

2 EU 770 420 720 460 930 696 600 140
S AL SK 211 332 151 166 311 289 317
368 344 337 260 254 262

. EU 980 810 980 370 110 256 970 440
(MANUFACTURING) SK 3878 5527 4 469 2669 2516 2613 3446
D EU 95130 (1)23 91070| 84010 96170 92620 78220
(ENERGY) SK 1733 1577 1151 878 1046 544 958
122 133 159 163 193 253

= EU 570 380 530 230 890 230890 620
(WATER/WASTE) SK 427 353 793 735 671 988 958
766 836 864 875 843 923

F EU 250 290 450 980 940 870 250 670
(CONSTRUCTION) SK 1404 916 1302 1786 806 1387 967
165 176 153 165 135 142

et EU 350 720 910 260 430 133480 060
(HousHoLpsioTHERS) [ SK 935 3430 1046 906 870 734 1284
EU 2335 2351 2208 2235 2271 2299 2323

Total 120 380 190 310 850 520 060
SK 9193| 12878 9700 7665 6 769 7130 8717

Source: Own treatment according to Eurostat, 2020, Waste generation by waste category

Within the amount of waste produced in EU countries per capita, it is possible to
observe relatively large differences between countries. On average, Finland produced
the most waste per capita, with an average of 22.4 tons of waste. This is more than four
times the average value of 5.1 tons per EU inhabitant.

The average Slovak generated less than 2 tons of waste.

The recycling rate of municipal waste, as well as packaging waste, is increasing
significantly from year to year. The countries that recycled and composted municipal
waste the most in the EU in 2017 were Germany (68%), Austria (58%), Slovenia (58%).
On the contrary, Serbia (0.3%), Bosnia and Herzegovina (0.4%), Malta (6%) were in
the opposite position.

In the field of municipal waste recycling, Slovakia is among the countries that are
improving from year to year, but it still has to catch up with developed EU countries.
At the same time, here, it is good to ask the question whether the process that takes
place in our country can really be called recycling in the true sense of the word. The
aim of this article is not to contradict official terminology, but if we are to be consistent,
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I think it is important to point out that in our environment it is more of a downcycling
process.

Indeed, real recycling can only be considered to be a process in which the material is
converted into something of roughly the same value as it was originally.

In the past, the Institute for Environmental Policies also drew attention to the fact that
recycling statistics were probably mainly improved by better reporting of metals. In the
case of the other components of sorted waste, it is not clear whether their recycling has
really improved or only the reporting.

Absolute figures also reveal that the amount of landfilled waste has increased slightly.
Thus, a higher recycling rate does not automatically mean a lower landfill rate. This
phenomenon can be explained either by a higher level of waste production, but the
possibility of better reporting is also on option.

As for global statistics on municipal waste, it must be said that the average Slovak
generates relatively small amount of municipal waste. In 2017, the average Slovak
produced 378 kg of municipal waste, which is the fourth lowest value in the EU. On
the other hand, the largest amount produced was in Denmark (781 kilograms). The EU
average in 2017 was 486 kilograms per capita.

The Slovak Republic has committed itself to increasing the share of recycling to 65%
by 2035 and to reducing the amount of waste sent to landfills to only one tenth of
municipal waste (Slovak Spectator 2019).

Another key topic in this area is renewable energy sources. The share of renewable
energy in energy consumption has been steadily increasing throughout the European
Union between 2009 and until now. The Europe 2020 strategy target is 20% by 2020
and the Europe 2030 strategy target is 32% by 2030 (European Commission, 2020).

Despite the positive trend, the situation in Slovakia is significantly worse than the
above-mentioned limit values. While in 2009 the share of energy from renewable
sources was only at the level of 9%, in 2018 the share already represented an increase
of 12%. However, this is still far from the targets set in the Europe 2020 strategy.

Table 2: Share of energy from renewable sources in the EU and SR for the period of
2009-2018 (in %)

2009 ( 2010 | 2011 | 2012 | 2013 | 2014 | 2015| 2016 | 2017 | 2018

EU 13 13 13 15 15 16 17 17 17 18
SK 9 9 10 10 10 12 13 12 11 12

Source: Own processing according to Eurostat, 2020. Share of energy from renewable sources
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2 MOBILIZATION OF INTERNATIONAL CAPITAL TO
FINANCE GREEN ECONOMY PROJECTS

Investing in the environment in the European Union over the next decade will require
hundreds of billions of euro a year. The European Union predicts that by 2030, it will
have to provide 180 billion euro a year for activities to meet its Paris commitments. The
transition to a circular economy in the European Union will require more than 320
billion euro by 2025. The problem is that the total budget of the European Union is only
about 145 billion euro a year.

Additional funding must come from private sources. Although member states will
also contribute to the achievement of environmental goals from their own budgets, it is
clear that public sector resources will not be enough. The EU's future long-term strategy
for 2050 speaks of the need to involve private investors in sustainable finance.

In the world, both public and private sectors already make extensive use of green
funding instruments.

The trend in recent years in many countries is to raise funds for environmental goals
through so-called green bonds.

The issuance of green bonds began with volumes issued by the World Bank and
other international financial institutions in 2012. Over time, private investors also
became involved. In recent years, green bonds have also been issued by states. Investors
invest money in projects that correspond to their green values and at the same time,
they can also benefit from green investments financially.

In accordance with the principles of green bonds, the funds collected are directed
mainly to the following areas:
1. renewable energy,
. energy efficiency (including efficient buildings),
. sustainable waste management,
. sustainable land use (including sustainable forestry; and
agriculture),
. protection of biodiversity,
. clean transport,
. sustainable water management (including clean and drinking water)
. adapting to climate change (Vella, 2018)

AN

o N O Ol

In addition, green bonds are a relatively new financial instrument used to protect
against climate change, their market has seen remarkable growth since 2012 (Chiesa,
2017).
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Poland issues the first
Sovereign Green Bond

Agricoltural Bank
of China
Issues the first
chinese Green Bond

Published Green Bond
Principles
EDF issues the first
First Green Bond corporate Green Bond
' b 1 - .
First Green Bond IFC issues the first France issues its first
Ewropean lnvestment Bank Benchmark Green Bond Sovereign Green Bond

Abengoa issues the first
High yield Green Bond

Figure 1: Growth of the green bond market
Source: Chiesa, 2017.

Unlike ordinary bonds, green bonds are used to finance specific "green" investments.
Compared to bank deposits, bonds generally tend to provide higher profitability,
liquidity and stability to suit a variety of investors. The funds raised must be spent on
renewable energy and sustainable green projects. Green bonds can be seen as an
experiment that has shown that capital markets can be a source of financial initiatives
to tackle climate change. The key objective is to offer investors, together with bonds, a
product that meets their risk-based return on investment objectives, as well as to support
the financing of projects that reduce greenhouse gas emissions, on the one hand, and to
help countries adapt to the effects of climate change on the other.

Just for an example, last week, the German government issued its first issue of this type
of bond. These will be used to finance environmental protection, in line with their
primary objective. Ten-year bonds have aroused huge interest among investors. The six
banks commissioned by the government finance agency received 6.5 billion euro.
However, demand exceeded 33 billion euro.

Slovakia is currently declaring stricter debt brake rules and has not yet used the option
of issuing green government bonds.

In addition to the aforementioned possibility of green bonds, banks abroad provide their
clients with green loans on more favorable terms for the implementation of green
projects. Barclays Bank, the Dutch Renewable Energy Group Triodos or ING Bank
already provide such loans for investment projects in various environmental areas
through its corporate banking, which helps its corporate clients incorporate ESG criteria
into their processes and decisions.
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Cooperation with the European Investment Bank, the European Investment Fund and
other international financial institutions, such as British Barclays Bank, also offers
various forms of guarantees to finance green innovation.

The European Union is working intensively on legislation that should encourage private
investment in environmental projects for green projects. The current rating system is
inconsistent and is mainly addressed by private companies. However, the assessments
are not comparable between the companies and their objectivity is suspected. The
European Commission's key recommendations are to create a single classification
system for sustainable activities, to include sustainability in published investment
information, to set environmental standards and to create a European eco-label for
investment products.

This is the next step in Europe's effort to promote sustainable investment.

3 NEW TECHNOLOGIES AND FINANCING OF GREEN
ECONOMY PROJECTS IN THE SLOVAK REPUBLIC

In the last two decades, in order to reduce landfilling and use the energy potential of
waste materials, in the Slovak Republic several projects have been launched to focus
on their recovery. Besides a few others, it was mainly the implementation of alternative
sources focusing on electricity production.

In the recent past, the implementation of these projects in the environment of the Slovak
Republic has significantly stagnated due to unsatisfactory economic indicators and low
state support.

In order to meet the common goals of the EU, it was necessary to urgently introduce
effective incentive mechanisms in the Slovak Republic to support the development of
renewable energy sources and other forms of elimination or recovery of waste. These
were mainly incentive purchase prices of electricity, green certificates and green tariffs,
low interest rates, tax relief and direct financial subsidies.

The situation in the Slovak Republic, for example in the field of renewable energy
sources, it gradually began to change for the better, especially in 2008, when URSO
approved by legal decree no. 2/2008 guaranteed prices for electricity produced in
renewable energy sources. However, the state's support for the construction of such
resources has major shortcomings.

However, the possibilities for financing such, say alternative, projects have in the past
been largely limited to a combination of facility operators' own equity and commercial
loan. With regard to the price of equity, such a capital structure, despite supporting
subsidies, e.g. on the purchase price side, proved to be unfavorable.

Slovenska sporitelna currently finances several dozen renewable energy projects.
However, these are mainly photovoltaic power plant projects, small hydropower plants,
biomass electricity production and biogas plants.

Another Slovak bank, VUB bank, also participates in financing energy production from
renewable energy sources. The main share is represented by photovoltaic power plants,
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but the bank's portfolio also includes hydroelectric power plants. To a small extent,
projects of biogas plants and other alternative sources of electricity production are also
represented.

Tatrabanka has been active in the area of financing projects based on renewable energy
sources since 2010, when it launched more significant support in this area.

OTP Banka has been involved in the areas of photovoltaics, biogas and small
hydropower plants.

However, for the purposes of this article, | call the aforementiond types of projects with
the term alternative, without the label ecological.

Many years of practical experience, societal demand for truly ecological solutions, as
well as new legislative requirements for the elimination of waste produced, logically
point to new solutions for this area and creates pressure for additional or new forms of
raising capital to support truly environmental solutions.

I agree with the opinion of many experts that the alpha and omega of the future is a
strict and perfect separation. It is necessary to focus the highest attention on this topic
- corporate as well as civic.

The aim of the separation process is to use waste for a profitable production of output
products with standard quality, and at the same time to minimize waste that remains
unused, or to use the reduced amount for energy.

The situation in Sweden could be an excellent example for the Slovak Republic.
Sweden is a world leader in waste recycling due to its strict laws that require proper
waste sorting.

Therefore, | consider investments in effective education of the population, legislative
setting of obligations and fees for producers, support of investments in innovative
technologies for the area of recycling or waste separation, as well as for the area of
further energy use of waste, to be the key factors in the future.

One of the current options for financing waste management projects is from private
funds.

A good example is the investment company IPM Group, which specializes in
investments in energy, mobility and artificial intelligence and launched the Avanea Eco
Fund. The Avanea Eco Fund (AEF), which they founded in March last year, is primarily
intended to invest in the latest technological innovations, create new capacities in
recycling, sorting and recovery of waste, or the overall transformation of waste
management. AEF plans to co-finance projects in the amount of 73 million euro, of
which 22 million were obtained by the fund in a public tender by Slovak Investment
Holding and 51 million by co-investors from the private sector.

Among the cross-sectional financial instruments for the purpose of raising capital to
support projects of the so-called green economy, we can also include several programs
managed directly by the European Commission.
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A good example of raising capital in the form of a subsidy for the area of separation
support is the Operational Program of Environmental Quality, which in the past was
used mainly by municipalities to invest in technologies to increase the quantitative and
qualitative level of waste separation in the municipality. The co-financing of the
submitter represents approximately five percent of the mentioned subsidy. Of course,
the global objective of this operational program is to support many other projects aimed
at the sustainable and efficient use of natural resources, including the promotion of an
energy-efficient, low-carbon economy.

Very current EU programs in the field of support for environmental projects include
also e.g. program Horizon 2020 or program Life.

Horizon 2020 is the EU's framework program to support research and innovation. In
Slovakia, the national coordinator for Horizon 2020 is the Ministry of Education,
Science, Research and Sport. Under this program, the EU provides specific support to
small and medium-sized enterprises (in short as SMEs). The tool for the SME is aimed
at highly innovative SMEs that have the ambition to develop their own growth
potential.

Horizon 2020 for SMEs provides project financing in two phases.

The first, with financial support of 50 thousand euro is aimed at creating a feasibility
study of the technological/practical, as well as the economic viability of the innovative
idea.

The second phase, with a pre-financing rate of 70%, is designed to create an innovative
project that shows great potential in terms of the company's competitiveness and
growth, supported by a strategic business plan. (SAZP, 2020).

As we have stated in the text above, it is generally the case that borrowing funds for
one's business purposes is often not that simple. On the one hand, these are relatively
expensive resources, and as well as project risk assessment, the need for guarantees, or
even the initial declaration of solvency, can also become a problem for green economy
projects. This is one of the reasons why commercial banks in the Slovak Republic
currently offer financing for innovative projects in the field of the environment in
cooperation with European funds and European programs.

In Slovakia, the European funds are mainly known and are provided mostly in the form
of grants (non-repayable financial contribution), but there is also another way to obtain
financial funds for business.

Within the mentioned Horizon 2020 framework program, for example, the InnovFin
Program. It aims to contribute to overcoming the shortcomings of the European
venture capital market and to provide capital and quasi-capital to cover the
development and financial needs of innovative enterprises from start-up to growth and
expansion (InnoNews.blog)
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Another of these is the LIFE program, which is a program of the European
Commission and EU member states in the field of environment and climate protection.
LIFE PROGRAM aims to help transition to a low-carbon economy, to protect and
improve the quality of the environment and to halt and reverse the loss of biodiversity
and the dissemination of solutions and best practices to achieve environmental and
climate goals, as well as to support innovative environmental and climate change
technologies.

However, these programs are far from the only way to obtain EU funding to finance the
so-called green projects. With regard to environmental policy objectives at national as
well as international level, new forms of raising capital are constantly being sought to
support their fulfillment.

In July this year, for example, The European Innovation Fund has launched a 1
billion euro call to fund major low-carbon technology projects

The funding of 1 billion euro will be available to support breakthrough innovative green
technologies that will help achieve the goals of the EU Green Deal and prepare the way
for climate neutrality. The fund will provide grants for large-scale pioneering green
technology projects that develop solutions for clean hydrogen, renewable energy,
energy-intensive industries, energy storage and carbon capture, use and storage. The
aim of the fund is to help clean energy projects to enter the market and overcome the
risks of commercialization (source: SLORD). Of course, this support also applies to
Slovak entities.

Within the Slovak Republic, the Environmental Fund also offers other possibilities of
obtaining advantageous capital in the form of loans or subsidies.

The main goal of the fund is the purpose of implementing state support for
environmental care and to support the creation of an environment that will be
sustainable. The Fund provides funding to applicants in the form of grants or loans to
support those projects that have environmental objectives at national, regional or local
level. Funds from the fund can be provided for a number of projects

One of the interests of my further research in the field of capital structures of business
entities is also the focus on companies operating in the field of electricity production
from renewable sources, respectively, green economy projects. The primary interest in
terms of capital formation in relation to the value of the company is the evaluation of
the benefits of using European funding/subsidies vs. commercial resources in
combination with a possible subsidy of output purchase prices.

Curently, | do not recognize a relevant study that would provide such answers in a
comprehensive and unambiguous manner.

CONCLUSION



44

Within the EU, the topic of financing the so-called green economy is very urgent. This
is evidenced by a number of programs, documents, but also laws, which serve as a guide
in dealing thoroughly with nature protection, as well as waste management and real
meaningful recycling.

Slovakia has made some progress in this direction over the last decade, but our market
still has large reserves in this area, both in the field of energy recovery of waste aas well
as in efficient recycling.

The offer of the Slovak market also has its limits in the area of obtaining support or
financing of environmental projects.

Creating the conditions for financing sustainable green development, applying the
instruments of green financing, as well as expanding private capital flows to this area,
remains a significant challenge and we therefore consider this area to be one of the key
priorities for the upcoming periods.
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Abstract. Migration is an integral part of our lives and one of the most visible
signs of globalization. Never in the history of humankind have so many people
migrated as nowadays. The migration trend also affects the Slovak Republic.
Although historically the Slovak Republic has faced mostly waves of emigration,
trends in recent years clearly indicate an increase in the number of immigrants to
Slovakia. The vast majority of them are migrant workers, for whom the greatest
motivation for coming to Slovakia is the prospect of better wage conditions
compared to their country of origin. Migrant workers in Slovakia constantly face
a number of stereotypes, which, however, do not have a logical ratio. The
following article deals with impact of foreigners on the Slovak labour market.

Keywords: International Migration, the Slovak Republic, Labour Migration,
Wage, Unemployment
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1 Introduction

Euro-Atlantic integration of the Slovak Republic and positive values of main
macroeconomics variables, which can be observed mainly since 2004 have caused that
migration trends in this country have changed significantly. The Slovak Republic has
become more popular for immigrants coming from third countries or less developed
countries of the European Union. The fact that immigrants from mentioned countries
are interested in immigration to the Slovak Republic in combination with negative
demographic trends and unstable situation on the local labour market are main reasons,
why the total number of immigrants from third countries in the Slovak Republic is
increasing. Labour migration also brings several negative phenomena, such as the
negative attitude of the domestic population towards the foreign minority. In general,
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there is a strong belief that foreigners have a visible negative effect on the wage rate in
the country and steal vacancies for the domestic population. The following study
focuses on the detailed characteristics of migrant workers in the Slovak Republic and
evaluates their impact on economy. The following study is divided into four chapters,
including introduction (1) and conclusion (4). Because theoretical background to the
selected topic plays a key role in our study, the second chapter is dealing with some
theoretical perspectives on labour migration in general. The third chapter (3) is focusing
solely on labour migration in the Slovak Republic and its main consequences.

2 Theoretical Perspectives on Labour Migration

Migration in any of its form belongs to the one of the most visible effects of
globalization. Due to this fact, there are many theories, which try to explain main
factors, which at the end of the day cause migration and force people to migrate. The
following article is primarily dealing with labour migration to the Slovak Republic from
the third countries. This kind of migration can be considered as a consequence of
economic growth and successful Euro-Atlantic integration. The United Nations
considers economic and labour migration almost synonymous, but for the purpose of
this article, we would not use the same approach. Economic and labour migration can
not to be considered as synonymous, because the main motive, which has caused them
can be different. Dirgova points out the crucial difference in labour and economic
migration (2009). According to her opinion, the main difference between the before
mentioned kinds of migration is the fact that the main motive for labour migration is
opportunity of better employment conditions in the chosen destination, while, economic
migration may have speculative nature (2009). This can be encountered especially in
cases where migrants arrive to economically developed countries in order to abuse the
benefits of a social system and at the same time, they are not motivated to find a job.
At time the culmination of the migration crisis some authors have pointed to the
possible speculative nature of migration, as persons who would be recognized as
refugees could remain in any member state of the European Union, not necessarily in
economically advanced countries with generous social system. Although speculative
nature of migration was not proven, it was spread as a tool in antimigration campaign
mainly by extremists and populists political parties. According to many opinions
speculative background of immigration is not connected only with migration waves
from the third countries, but can be characteristic also for new member states in the
European Union. German political scientist Wolfgang Bock says that immigration from
member states located mainly in the Eastern Europe has speculative nature (2018). The
system of free movement of persons established by the European Union, considered
one of the greatest achievements of integration, according to Bock, directly opens the
door to immigrants who come to Germany to abuse local social system (2018).
According to him these people do not create added value for the German economy.
Although migration carries certain risks, for example in the possible abuse of
the benefits of the social system in economically developed countries, its importance is
enormous for the same group of countries. We also rank the Slovak Republic among
the economically developed countries that need migration in order to fill the deficit on
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the labour market. The country has for a long time faced waves of emigration. Due to
wide range of factors nowadays, Slovakia is an important destination for migrant
workers from the third countries. The reason for the increased number of migrant
workers on the Slovak labour market is partially explained by classical or neoclassical
theories of migration. Classical economic theories are based on the assumption that
wage differences in countries of origin and destination are the main reason why the
population is migrating. Dougless argues that the cause of international migration can
be seen primarily in the labour market. To sum up classical and neoclassical theories of
migration are based solely on macroeconomic aspects and they are trying to explain
migration on all-society level. (Stefanéik, 2010)

3 Current State of Labour Migration in the Slovak Republic

3.1  Two Main Groups of Legal Foreign Workers in the Slovak Republic

In the case of the Slovak Republic, as a member state of the European Union, it
is essential to distinguish between two different groups of foreigners who can work
legally on our territory. The first category includes a citizen of a Member State of the
European Union and a state party to the Agreement on the European Economic Area,
the Swiss Confederation and his or her family members and a third-country national
who has been granted residence in the Slovak Republic. (Center for Labour, Social
Affairs and Family 2020). These persons have the same legal status in legal relations
arising under the Employment Services Act as citizens of the Slovak Republic, unless
this Act provides otherwise. The second group consists of persons from third countries.
Because there is different legislation that applies to the employment of third-country
nationals it can be argued that the employment of third-country nationals is subject to
stricter conditions. First of all, it is essential to define exactly which persons from the
third countries can legally work in the territory of the Slovak Republic. A person from
a third country can legally work in Slovakia if person (Ministry of Labour and Social
Affairs of the Slovak Republic 2020):

a. is European Union Blue Card holder,

b. has been granted temporary residence for the purpose of employment on the basis of
a certificate of the possibility of filling a vacancy,

c. has been granted a work permit and a temporary residence permit for the purpose of
employment,

d. has been granted a work permit and a temporary residence permit for the purpose of
family reunification,

e. has been granted a work permit and a temporary residence permit of a third-country
national who has been granted long-term resident status in a Member State of the
European Union,
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f. meets the conditions according to § 23a of Act no. 52004 Coll. on employment
services - no confirmation of the possibility of filling a vacancy or a work permit is
required.

The Slovak Republic is recording an increase in the number of working immigrants
coming from third countries. Even the number of mentioned persons exceeds the
number of working foreigners from the other member states of the European Union.
The following table illustrates the number of persons employed in the Slovak Republic
from the third countries and the country of origin for the past year. As it was already
mentioned earlier, the Slovak Republic is becoming an increasingly sought-after
destination for the third-country workers. The nature of the economy in combination
with wage conditions are considered the two basic pull factors. However, the benefits
that labour immigration brings are not just one-sided. In the pre-crisis period, the
Slovak labour market faced a challenge due to an inability to fill vacancies. It is
important to take into account, that the labour market deficit may play a key role in a
company's future investment decision-making.

Table. 1. Total number of foreign workers from the third countries in the Slovak Republic and
country of their origin

Country of Origin Total Number of Foreign Workers

Ukraine 16 998

Serbia 5 837

Vietnam 1128
Georgia 622
Bosnia and Hercegovina 618
Northern Macedonia 537
South Korea 346
Thailand 304

Source: Center for Labour, Social Affairs and Family 2019

The issue of labour immigration has not been justified in the region of Slovakia until
1989. This trend was influenced mainly by communist regime. During the past period,
however, this trend has changed and the Government of the Slovak Republic itself is
taking steps to facilitate the employment of foreigners. Such measures can clearly
include legislative changes that have occurred since January 1, 2019. Based on these,
there was an amendment to Act no. 52004 on employment services. As part of
legislative changes, for example, an obligation was introduced to update and thus
publish a list of vacancies on a quarterly, not semi-annual basis, and only in districts
with an unemployment rate below 5 percent (Center for Labour, Social Affairs and
Family, 2018). This particular step is intended to prevent foreigners from working in
districts with higher unemployment rates, which can generally be assessed positively.
Another legislative change is the abolition of the obligation to declare the notarized
document about the highest level of education attained (Center for Labour, Social
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Affairs and Family, 2018).The copy of the document about the highest level of
education is fully sufficient for the employer. The only exception in this sphere is the
performance of those types of professions that require a university degree. This step in
terms of the speed of participation of foreigners in the labour market can be assessed
positively, but they are contrary to the general interest of the Slovak Republic to build
a knowledge economy. As mentioned above, foreigners in most cases occupy low-
skilled jobs that do not require a university degree or a high school diploma. As part of
the amendment to the law, changes have taken place, the clear aim of which is to
remove administrative obstacles and speed up the involvement of foreigners in the work
process. Such steps may clearly include, for example, the obligation of the Police of the
Slovak Republic to decide whether or not to grant a residence permit for the purpose of
employment no later than 30 days after receipt of confirmation of the possibility of
filling a vacancy, in case the third-country national will be employed in a district where
the average registered unemployment rate is less than 5% or the third-country national
represents or works for a business service center or technology center. Also aliens
residing in another Member State of the European Union are not required to present a
medical certificate to certify that they do not suffer from a disease that endangers public
health. The amendment to the Act also contains other legislative changes that are
intended to simplify the process of employing foreigners in the Slovak Republic.

In addition to the fact that in Slovakia the number of workers from third
countries is constantly growing, another feature of labour migration is the low
qualification of foreign workers. They usually occupy low-skilled jobs that do not
require higher education. Based on data from the Central Office of Labour, Social
Affairs and the Family in 2019, up to 21,640 foreign workers worked in the positions
of fitters and machine operators (Central Office of Labour, Social Affairs and the
Family, 2020). Statistics show that even the second group of the most frequently filled
positions does not require higher education or qualifications, as 7,416 workers work in
positions marked as auxiliary and unskilled workers (Central Office of Labour, Social
Affairs and the Family, 2020). The third most frequently mentioned category are skilled
workers and craftsmen with a number of workers of 6,347 (Central Office of Labour,
Social Affairs and the Family, 2020). The above statistics clearly show that the Slovak
labour market is currently interesting for workers without higher education, who due to
this fact occupy less qualified jobs. This fact has its advantages, but in the future it may
also pose a serious risk for the Slovak economy. The advantage of labour immigration
to Slovakia is mainly the possibility of filling vacancies, which we have not been able
to fill in Slovakia for a long time from the domestic unemployed. These unemployed
people usually have various barriers in the labour market and are at a disadvantage
compared to jobseekers from abroad. The issue of the long-term unemployable is a
long-occurring negative trend in the Slovak labour market. Its occurrence is one of the
reasons why labour immigration brings benefits to the Slovak economy. The fact that
vacancies are filled by foreigners means that the risk of multinational companies going
abroad is lower. However, the belief that labour immigrants represent an advantage for
the Slovak labour market is very low in Slovakia and in general there is a strong belief
in their negative impact on the wage rate, labour demand and the Slovak society as a
whole. Apart from the strong stereotypes in society, the positives of the activities of
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foreigners on the Slovak labour market are evident. Although the pre-crisis and post-
crisis data on the number of unemployed differ significantly, 135,517 vacancies were
registered before the outbreak of the economic crisis caused by COVID-19 (Ministry
of Labour and Social Affairs of the Slovak Republic, 2019). As already mentioned
several times in the text that jobs could not be filled by domestic workers, there would
be a substantial risk in the form of companies leaving Slovakia. The number of
unemployed in Slovakia before the outbreak of the crisis was 93,799 (Central Office of
Labour, Social Affairs and the Family, 2020). Given the above, we perceive as the
biggest advantage of foreigners on the Slovak labour market to fill the deficit that has
arisen over the years. The disparities between supply and demand on labour market are
large and pose a challenge to the country's economy. However, as mentioned above,
the activity of migrants on the Slovak labour market is not only perceived positively.
This phenomenon is largely the result of, among other things, a strong anti-immigration
campaign, especially since 2015, during which selected countries of the European
Union began to feel consequences of the migration crisis. Although the countries of the
European Union have been affected by the migration crisis to varying degrees, the anti-
migration campaign has become a successful tool used by populist parties across the
countries of the European Union, including Slovakia. Before the parliamentary
elections in 2016, the issue of migration became a central topic and voters considered
it one of the biggest problems facing the Slovak society. In addition to the fact that the
migration crisis has helped to increase the popularity of selected political entities on the
Slovak political scene, it can be assumed that it has caused foreigners to be generally
perceived negatively by Slovak society and Slovak citizens do not distinguish
fundamental differences between migrant and refugee. The veracity of the above
statement is also confirmed by many results of the public opinion poll. Now we would
like present the results of several of them. Based on selected survey, 43% of
respondents stated that they have a negative attitude towards foreigners from less
developed countries; it means countries that are countries of origin for the most
foreigners in Slovakia (TA3, 2017). As for the exclusively economic view of Slovaks
on migration, the results of a survey by the Michal Sime¢ka Foundation show roughly
the same views. Based on a public opinion poll conducted by the institution, 70,8% do
not consider foreigners economically beneficial for the economy (The Integration
Forum 2019 (10.10.2019).

Similar trends can be observed in other opinion polls. Again, it should be noted
that in the case of the Slovak Republic, the negative impact of foreigners on individual
aspects of the labour market has not been proven. Most often, it is possible to meet with
the argument that foreigners have a negative effect on wage growth and fill vacancies
intended for domestic unemployed people. However, both of these statements cannot
be considered true.

3.2  Mutual Relation between Labour Immigration and Wage Rate in the
Slovak Republic
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The following part of the study deals with two main stereotypes in our society and
economy, which are connected with foreigners on the Slovak labour market. Firstly, we
would like to start with their impact on wage rate. The graph below shows the
development of the average wage in industrial production. If the general belief in the
society was true in the period under review, which begins in 2014 and ends in 2019,
there should be a slowdown, or even a decline in the average wage in industrial
production. According to the Ministry of Labour and Social Affairs of the Slovak
Republic, 7 221 foreigners worked in positions that can be included in industrial
production in 2014 (Ministry of Labour and Social Affairs of the Slovak Republic
2015). In 2019, 43 223 foreigners worked in the same positions (Ministry of Labour
and Social Affairs of the Slovak Republic 2020). Over a period of six years, we can
clearly talk about a significant increase in number of working foreigners in Slovakia in
this sphere. The graph below illustrates the relationship between the number of
foreigners working in industrial production and the average wage in this sector. As we
can clearly see in the graph below the presence of foreigners did not have a negative
impact on the level of wages.

Fig 2: Mutual relation between wage in industrial sector and total number of foreigners
working in this sector of the economy
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Source: STATdat (2020), Ministry of Labour and Social Affairs of the Slovak Republic (2020)

As already mentioned several times in the article, foreigners fill vacancies in
the Slovak Republic, mainly in industrial production. If we deal with the general
assumption that foreigners have a negative effect on wage rate and push wages
downwards through their presence on the labour market, we should see a slowdown in
wage growth at a time when the number of working foreigners in selected sectors has
increased. We stated above that foreigners work primarily in industrial production, so
in the graph below we compare the development of the average wage in this sphere
with the development of the average wage in agriculture, forestry and fishing sector.
The field of agriculture, forestry and fishing is not very attractive for foreign workers,
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so it can be assumed that they will have no or minimal influence on wage rate. Before
analysing the development of wages in industrial production and agriculture, we
consider it necessary to add that the comparison does not deal with the level of wages
in these sectors of the economy, as it is a nhatural phenomenon that wages in agriculture
are lower in economically developed countries compared to the secondary sector. The
development of wages in both sectors is essential for our analysis. It goes without
saying that their development is not only influenced by the fact whether or not
foreigners are employed in the mentioned sectors. Wage rates are largely influenced by
the overall economic situation in the state, or by the activities of trade unions and many
other internal and external factors. However, based on the general belief that can be
observed in the Slovak Republic, one of the main concerns about the activities of
foreigners in the labour market is the fear that they will cause a drop in wages or stop
their growth. If this statement were true in the period under review, which begins in
2014 and ends in 2019, there should be a slowdown, or even a decline in the average
wage in industrial production. If it was a true belief in society that foreigners have a
negative impact on wage developments, there would clearly be a halt in wage growth
in the period under review. However, according to the available data, such a
phenomenon did not occur in the economy, and on the contrary average wages in
sectors, where foreigners work have been risen. In addition to the fact that the link
between these two variables is strong, it is important to compare wage developments
with the sector where foreigners do not work often. As mentioned above, such a sector
is clearly the primary sector. Apart from the fact that the average wage level lags behind
the secondary and tertiary sectors in the long run, the primary sector is not one that
would employ a large number of foreigners. The graph below shows that although we
also recorded an increase in wages in the primary sector, their pace and, ultimately, the
final level do not reach the level of average wages in industrial production. Based on
our comparison, it can be clearly stated that foreigners working in Slovakia do not have
a negative effect on the development of wages in Slovakia.
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Fig. 2. Comparison of average wages in industrial sector and agriculture sector
Source: STATdat (2020)
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3.3 Mutual Relation between Labour Immigration and Unemployment Rate

The second most common argument that can be observed in society in relation
to foreigners is that they occupy jobs that are intended for the domestic population.
However, this argument, as well as the one that automatically links the arrival of
foreigners with a slowdown in wage growth, cannot be described as correct and logical.
First of all, it is important to state that the Slovak Republic has the lowest
unemployment rate in its history. On the Slovak labour market, however, we still
register vacancies that we are not able to be filled with domestic workers. In the short
term, it is therefore more efficient to employ foreigners who, due to legislative changes
in the Employment Services Act, have significantly simpler conditions for entering the
labour market. However, the benefits of these legislative changes should be reciprocal,
as employer demand in the labour market is acute and can be an obstacle to the
production process. If employers are not able to fill vacancies in Slovakia, this can lead
to the termination or relocation of production to other countries. Filling vacancies by
foreign workers helps the economy significantly. If we look at the activities of
foreigners on the labour market from the point of view of keeping companies on the
Slovak market, their effect can be assessed highly positively. The negative mutual
relationship between the number of working foreigners on the Slovak labour market
and the increase in the unemployment rate has not been proven, which is also illustrated
by the graph below.
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Fig. 3. Mutual relation between total number of unemployed people and foreign immigrants in
the Slovak Republic
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3.4 Impact of COVID-19 on Labour Immigration in the Slovak Republic

The spreading coronavirus has paralyzed the economies of the all member states
of the European Union, including Slovakia. The European Commission assumes that
the economy will enter a recession and the crisis will have a negative effect on the level
of unemployment. In the case of Slovakia, the European Commission estimates that the
unemployment rate will increase to 8.8% from 5.8% in 2020 (European Commission
2020). The labour market will thus face different challenges compared to the situation
at the beginning of 2020 or pre-crisis period in general. With the increase of the number
of domestic unemployed, it can be assumed that the need to employ foreigners will
decrease. However, based on the European Commission's forecasts, a decline in the
unemployment rate can be seen as early as 2021, which will be a natural effect of the
economic recovery. The need to employ foreigners has for a long time a logical ratio in
economically developed countries. At a time of economic growth, we were able to
observe an insufficient level of labour supply on the labour market, so one of the ad
hoc solutions was to employ foreigners. Although, given the current situation, a short-
term suspension of this trend can be expected, after overcoming the crisis, there is a
reasonable assumption that the established trend of employing foreigners would
continue.

4 Conclusion

Labour migration is part of economically developed as well as developing countries.
Advanced democracies with positive macroeconomic variables are becoming more and
more popular destination for immigrants from less developed countries. The Slovak
Republic is also affected by this trend and is becoming a popular destination for
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foreigners from third countries or less developed countries of the European Union. The
character of the Slovak economy greatly helps the established trend. Now, we can
observe an ever-increasing number of foreigners on the Slovak labour market, while
the number of those who come from third countries exceeds the number of workers
from European Union member states. This is mainly caused due to the fact that the
acute shortage of workers on the Slovak labour market was behind the legislative steps
that were to significantly simplify the employment of foreigners. If the government's
goal was to increase the number of working foreigners in Slovakia, this effort can be
assessed positively. A partial negative is the fact that the legislative changes only
concern lower-skilled workers and abstract from the highly qualified workers.
Legislative changes will be needed in the future to facilitate the employment of highly
qualified workers who will play a crucial role in the transformation to knowledge
economy. Due to the qualifications of workers, they find employment in industrial
production, specifically in positions that do not require a university degree. To sum up
main results of our study there is no clear evidence about negative impact of working
foreigners on the labour market. Nor can it be argued that foreigners have a negative
effect on the total number of unemployed, as this macroeconomic variable is declining
in the long run, which can be assessed as highly positive.
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Abstract. With the rising life expectancy of the Europeans and the increasing
costs of health care, medical expenses represent an important form of a financial
risk. One way to decrease this risk on the micro level is to participate in the
supplementary health insurance schemes. This paper focuses on the effect of the
supplementary health insurance and the out-of-the-pocket medical expenditures
and food consumption of the European households with participants aged 50+.
Analysis is conducted for 17 European countries and Israel. All results are based
on the Wave 6 of Survey of Health and Ageing and Retirement in Europe
(SHARE) database. Ordinary least squares estimates do not allow to draw any
conclusions about the effect of the supplementary health insurance participation
on the out-of-the-pocket drug expenses of the households, however we found an
evidence for the positive effect on the consumption. Supplementary insured
individuals tend to spend more on the food consumption.

Keywords: Supplementary health insurance, consumption, out-of-the-pocket
expenditures
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1 Introduction

Thanks to the better life conditions and the invention of the ever more efficient and
accessible healthcare, life expectancy of the Europeans continues to rise. Beside of the
obvious positive effect on the quality of life, this has several negative implications for
society. Combined with the decreasing natality within Europe, longer lifespan
represents a significant challenge for the future sustainability of the social systems.
Based on the Bir6 (2014) in most of the European countries more than 50% of
health expenditures are financed by the general government through the public health
insurance. This leads to the need to identify certain medical procedures which should
not be reimbursed by the NHS, thus reducing the social burden. Boone (2014)
conducted an analysis in which he used a model encompassing moral hazard and
adverse selection to identify which treatments would be effective to cover by public
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insurance and which are more suitable for private supplementary insurance. He stresses
that public insurance can tackle the adverse selection (by being universal) more
effectively than private market. On the other hand, moral hazard endangers both,
private and public insurance systems and therefore should be redundant while deciding
about covering some treatment. In conclusion Boone suggests that public insurance
should cover mainly chronic diseases.

In practice, dental care is often only partly or not at all included in NHS (like
in Denmark). As a result of distinction between the treatments, patient is left with two
possibilities — out-of-the pocket expenditures payed by patient himself or voluntary
private healthcare insurance.

Unexpected health shocks, as a background risk which cannot be effectively
eliminated by the subject’s behaviour, affects the consumption of the elder populations.
In the absence of voluntary health insurance schemes (VHI), citizens are always forced
to build a buffer, which will be used once adverse health shock occurs. This is the case
of Slovakia, where voluntary health insurance system is non existing. Paccagnella et al.
(2007) states, that saving behaviour of the elderly households is largely determined by
the health risks. Also, Palumbo (1999) concludes, that the part of the explanation of
why elderly consumers do not turn their assets to the consumption after getting to the
retirement has do with the revision in conditional probabilities of health-related outlays.
When it comes to the empirical evidence Gourinchas and Parker (2002) estimated, that
precautionary savings (savings for health shocks are part of it) can explain as much as
50% of US savings.

Introduction of a supplementary health insurance schemes should lead to the
decrease in the precautionary savings for those individuals joining the scheme in
comparison to the non-joining individuals. There are several studies focused on the
effect of the health insurance coverage on the consumption of the household. Bai and
Wu (2014) exploited the effect of the introduction of new public insurance scheme in
China and their results indicate that consumption of the household, excluding health
expenditures, increased by 5.9% after the scheme was introduced. Also, they concluded
that the increase in consumption was much higher than the average premium of the
insurance. In favour of the supplementary health insurance systems are also findings of
Liu (2015). He stressed that adverse health shocks may have particularly severe impacts
on the low-income households, because of the high treatment costs relative to income
and potential persistent health complications. Therefore, lack of the reimbursement in
case of the one-time negative health shock might affect the consumption patterns of the
household for a longer period. Building the effective system of the healthcare insurance,
brought partly by public and partly by private sector seems desirable.

Yet, it is important to mention, that the results are not unambiguous. Guariglia
and Rossi (2004) found out, that in the UK - private health insurance is supplementary
to the National Health Service — participation in the private health insurance scheme
increases the probability of the household savings. As a possible explanation, one can
mention endogeneity arising from the selectivity bias. That means that differences in
unobserved characteristics might affect both — insurance take-up and saving propensity.
Other possible explanation is, that those more cautious are more likely to save, but at
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the same time also more likely to buy supplementary health insurance as a mean for the
reduction of the risks.

Other interesting implication of the supplementary health insurance is the
utilisation of the healthcare use. As Bir6 (2014) states, utility maximizing individuals
should harvest non negligible advantage from the participation in the VHI. It makes
dental care accessible and decreases the number of doctor visits necessary to get to the
specialists, through the bypassing the general practitioner. More extensive VHI direct
the demand towards more efficient treatment.

The aim of the paper is to analyse, to what degree are VHIs able to mitigate
the out-of-the pocket healthcare expenditures and thus increase the consumption
possibilities of the elderly. We will also assess if the insured are more likely to visit
specialists. For this purpose, we will use data from several European countries (and
Israel) participating in The Survey of Health, Ageing and Retirement in Europe
(SHARE). Similar research was conducted with the SHARE database by Holly et al.
(2005), providing some evidence that VHI coverage may have a positive effect on out-
of-pocket medical expenditures or by Biré (2014) analysing the effect of VHI on the
healthcare utilisation. In our analysis we will use more recent data, encompassing more
countries and as mentioned above, we will also assess the side effect of the VVHI on the
consumption strategy.

2 Data

For the purpose of our analysis we are taking advantage of the extensive micro data
database collected under SHARE initiative. SHARE collects data on the level of the
household (only households with participants at the age of 50 or older) and is
multidimensional. It has modules focused on demographic, health, economic and social
variables. We use the data from Wave 6 which was collected in 2015. Although, since
2020 there are available data from the Wave 7, however, some variables are reporting
considerably large amount of the missing values in this wave. Our key variable,
participation in the supplementary health insurance scheme, is one of these, therefore
we considered wave 6 to be more appropriate. Wave 6 encompasses 18 countries (17
European countries and Israel), unfortunately Slovak Republic is not one of them.
Slovakia joined the survey for the 71" wave, but more values are missing than reported,
S0 in its current state it does not allow the proper analysis.

In the first part of the practical section we will examine the relation between
VHI and drug expenditures covered by households themselves. The sample size per
country, share of the supplementary health insured households and average amounts
paid yearly for medication by households themselves are shown in Table 1.
Surprisingly, the simple mean comparison suggests, that the relation between VHI and
amount paid is unambiguous. For example, in Austria, Spain or Croatia supplementary
insured are on average paying much more for medication than those with mandatory
insurance only.
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Table 1. Sample size, share of supplementary insured households and
average yearly amounts paid for medication out-of-the-pocket (standard deviations in

brackets)
Country Sample (Insured/Sample Uninsured — Insured — amount
Size Size) *100 amount paid for paid for
medication by medication by
themselves (€) themselves (€)
Austria 3402 21.74 242.56 331.96
(6.93) (31.39)
Germany 4412 28.96 140.11 147.31
(4.39) (7.58)
Sweden 3906 14.86 143.17 122.69
(2.43) (5.32)
Spain 5636 12.38 105.80 146.30
(5.91) (14.69)
Italy 5313 5.35 238.91 276.44
(6.20) (25.34)
France 3948 95.08 76.04 90.34
(9.14) (4.23)
Denmark 3721 48.29 268.96 182.74
(10.32) (8.54)
Greece 4937 4.39 225.15 234.99
(6.24) (30.08)
Switzerland 2 806 79.41 353.47 267.86
(45.67) (10.28)
Belgium 5823 81.16 319.18 296.45
(19.93) (9.03)
Israel 2035 44.67 471.09 424.69
(23.72) (33.45)
Czech Republic 4 858 6.10 92.43 76.20
(2.63) (6.52)
Poland 1826 7.27 289.23 243.96
(7.73) (25.37)
Luxembourg 1564 76.95 286.38 194.13
(74.22) (14.28)
Portugal 1676 23.31 438.30 364.61
(24.39) (43.13)
Slovenia 4224 82.77 86.12 90.10
(7.33) (3.67)
Estonia 5638 3.12 225.56 205.73
(4.04) (19.04)
Croatia 2494 90.07 65.62 105.58
(9.76) (4.76)
Number of obs. 67 925 42 953

Source: Based on data from SHARE database, Wave 6.

Suggested, unambiguity of the relation between VHI and expenditures for medication
can be the result of the self-selection bias. Supplementary insured, might be different
in several demographic, social and economic characteristics from those uninsured.
Therefore, trying to establish clearer conclusions about the link between VHI and drug
expenditures, we will estimate the Ordinary Least Squares (OLS) model separately for
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each country (expenditures may vary across countries based on price levels), while
controlling for several chosen characteristics.
OLS regression for out-of-the-pocket drug expenditures is specified as follows:
ODEi = a1+ S1VHIi + 60X + 0, (1)

Where ODE stands for out-of-the-pocket drug expenditures, a1 represents the
intercept (to limit potential issues with the normality of the distribution, however we
believe our samples are numerous enough to overcome any such problems), VHI is a
dummy for supplementary health insurance and @ stands for error term. X consists of
the vector of control variables — Age, Age squared, Gender, Self-Reported Health,
Marital status and Financial Wealth. Age is used as the drug expenditures tend to rise
by age and age squared controls for the likely nonlinear relation. Also, we control for
gender and marital status. We will include variable self-reported general health status.
Originally, values are in the range from 1 to 5, with a lower value representing the
better-perceived health. However, as this is a categorical variable, dummy variable will
be created — we assign value 1 for those with good, very good and excellent perceived
health and 0 for those with bad or fair health. Lastly, we control for the effect of
financial wealth. This variable is constructed as:

Gross financial wealth = bank accounts + stocks + bonds + mutual funds +
individual retirement accounts + contractual savings for housing + life insurance
policies (2)

In the second part of the practical section of this paper we estimate the effect
of the VVHI participation on the consumption. For this purpose, data on total monthly
consumption or the expenditures on certain free time luxury activities would be
preferred but only data on food expenses are available. However, we still believe that
this is enough to brought us to the conclusions. VHI participants should have lower
background risk and therefore spend more on the food (either quality or quantity).

We will regress OLS regression separately for each country (expenditures vary
depending on price levels). To control for self-selection we use several demographic,
social and economic characteristics as controls. Second model is specified as follows:

FOODI = oo+ f2VHIi + X 'i + ki (3)

Where FOOD stands for the sum of expenditures on the food at home or
outside from the consumption module. Intercept is represented by oo, VHI is a dummy
for supplementary health insurance and «; is an error term. X stands for the vector of
control variables. These are Age, Gender, Marital Status, Financial Literacy, Internet
User, Social Activity, Risk Aversion, Wealth Quintiles. Financial literacy is based on
the numeracy score, which is categorical variable, therefore dummy with value of 1 if
respondent answered 5 or 4 out of 5 questions correctly and 0 otherwise. Internet user
is a person that reported using the internet recently. Dummy is used to control for the
socialising, which we consider as a factor increasing food consumption. Socially active
are those attending at least one of these: 1) voluntary/charity work; 2) educational
course; 3) sport, social or another kind of club; 4) political or community-related
organization 5) playing cards or games such as chess. Financial risk aversion defined
as a level of risk one is willing to take, might affect the consumption, as it stipulates the
caution and propensity to save. Lastly, we control for financial wealth. To avoid
disturbances from extremely high values, we encoded it into quintiles for each country.
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Table 2 shows the average values and standard deviations of the control
variables by VHI status, as well as the results of the t-tests. T-test was run as a non-
paired test with the supposed unequal variance. As one can see, t-test showed
significant differences between insured and uninsured in all reported variables, thus
supporting our hypothesis about the self-selection bias.

Table 2. Control variables used in regressions and t-tests by the VHI status (standard
deviations in brackets). *** means t-test is significant at 0,01 level of significance

Variable VHI Uninsured VHI Insured t-test
Age 68.285 66.622 u>l
(0.050) (0.064) falake
Males 0.433 0.440 U<l
(0.002) (0.003) Fkk
Self-assessed 0.556 0.684 U<l
health (0.002) (0.003) Fkk
Internet users 0.423 0.600 u<i
(0.002) (0.003) Fkk
Risk averters 0.779 0.701 U>|
(0.002) (0.003) Fkk
Married 0.700 0.732 U<l
(0.002) (0.003) Fkk
Socially active 0.467 0.630 U<l
(0.002) (0.003) Fkk
Financial literacy 0.456 0.543 U<l
(0.002) (0.003) Fkk
Financial ~ wealth 26 282.57 75 419.58 U<l
(max. 1 mil.) (383.559) (905.809) faleiel

Source: Based on data from SHARE database, Wave 6.

The highest correlation found between the independent variables is -0.39 between the
Age and Internet Usage, therefore we conclude we do not suffer from the
multicollinearity issues. To overcome other potential issue, heteroscedasticity, we use
heteroscedasticity adjusted errors in all regressions.

3 Results

Table 3 reports the results from the drug expenditures regressions, for the spatial
requirements we do not report coefficients for the control variables. Even after
controlling for several other characteristics, we might conclude that link between VHI
and out-of-the-pocket medical expenditures is not unambiguous. Although all the
regressions are statistically significant, in overall our model is able to explain only small
fraction of the variance in the drug expenditures. At maximum, we did explain 17% of
the variance for Poland. VHI estimate is statistically significant at alpha 1% or 5% only
for Austria, Germany, Spain, Denmark, and Croatia. Only in case of Denmark the
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coefficient is negative, thus supporting that out-of-the-pocket medical expenditures are
lower for supplementary insured. Other 4 significant countries are contra intuitive.

Table 3. Regressions estimated for the out-of-pocket expenditures for medication
(standard deviations in brackets), Control variables: Constant, Age, Age squared,
Male, Health, Married, Wealth. *** significant at 0.01 level, ** significant at 0.05

level, * significant at 0.1 level of significance. N. stands for number of observations.

Austria Germany Sweden Spain Italy France
VHI 98.54***  16.77** -11.06* 45.07*** 153.54 15.40
(31.97) (8.34) (5.86) (16.39) (97.28) (10.02)
Control Yes Yes Yes Yes Yes Yes
Variables
Robust Yes Yes Yes Yes Yes Yes
Errors
R-squared  0.06 0.04 0.05 0.01 0.04 0.02
F-test 27 41%**  22.29*%** 20.53*** 6.98*** 23.09%** 4 .25%**
N. 2315 3253 3072 2534 3149 1737
Denmark  Greece Switzerland  Belgium Israel Czech
Republic
VHI -66.35*** 21.34 -57.46 27.05 18.49 -1.98
(12.65) (29.63) (47.60) (22.01) (50.48) (6.86)
Control Yes Yes Yes Yes Yes Yes
Variables
Robust Yes Yes Yes Yes Yes Yes
Errors
R-squared  0.09 0.08 0.03 0.09 0.05 (0.03)
F-test 21.02%**  27.83*** GHxx 40.55%** 9.42%**  26.81***
N. 2774 3129 1231 3480 897 4082
Poland Luxembourg  Portugal Slovenia Estonia Croatia
VHI 1.69 -35.16 -21.30 7.51 -6.39 29.46%**
(24.76) (85.63) (51.62) (8.42) (18.22) (10.42)
Control Yes Yes Yes Yes Yes Yes
Variables
Robust Yes Yes Yes Yes Yes Yes
Errors
R-squared  0.17 0.05 0.03 0.03 0.09 0.05
F-test 39.88*** 5 28%** 14.92%** 8.96*** 88.48***  11.56%**
N 1409 784 1197 2254 4416 1227

Source: Based on data from SHARE database, Wave 6.
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Table 4. Regressions estimated for the monthly food expenditures (standard
deviations in brackets), Control variables: Constant, Age, Male, Married, Financial
Literacy, Internet User, Social Activity, Risk Aversion, Wealth Quintiles. ***
significant at 0.01 level, ** significant at 0.05 level, * significant at 0.1 level of
significance. N. stands for number of observations.

Austria Germany Sweden Spain Italy France
VHI 45.33***  37.36%** 19.65* 61.51***  24.07 6.42
(10.85) (8.23) (11.76) (13.96) (15.92) (26.2)
Control Yes Yes Yes Yes Yes Yes
Variables
Robust Yes Yes Yes Yes Yes Yes
Errors
R-squared 0.20 0.15 0.21 0.15 0.18 0.16
F-test 76.26%**  87.22%** 92.61*** 65.98***  117.01*** 78.30***
N. 2869 4050 3103 3309 4400 3007
Denmark  Greece Switzerland  Belgium Israel Czech
Republic
VHI 7.14 75.85*** 53.22%** 39.15***  116.87*** -5.03
(9.39) (23.78) (19.40) (12.13) (19.39) (8.23)
Control Yes Yes Yes Yes Yes Yes
Variables
Robust Yes Yes Yes Yes Yes Yes
Errors
R-squared 0.21 0.12 0.18 0.19 0.27 0.11
F-test 113.16***  34.39*** 58.11*** 114.95***  46.82***  61.03***
N. 3177 2254 2201 4230 1077 4007
Poland Luxembourg  Portugal Slovenia Estonia Croatia
VHI 14.54 105.31*** 45,59%** 51.01%**  44.24***  -9.40
(17.52) (28.26) (14.00) (6.65) (14.16) (16.59)
Control Yes Yes Yes Yes Yes Yes
Variables
Robust Yes Yes Yes Yes Yes Yes
Errors
R-squared 0.13 0.10 0.13 0.16 0.18 0.13
F-test 9.79*** 14.69*** 18.31*** 85.13***  103.22*%**  42,08***
N 364 1249 1196 3461 4627 2222

Source: Based on data from SHARE database, Wave 6.

Results for the second regression, aimed to estimate the effect of the VVHI participation
on the consumption expenditures of the households are reported in Table 4. Here the
coefficients are a bit clearer. After controlling for the explanatory variables mentioned
in the section above, for 11 out of 18 countries coefficients suggest that VHI
participation has statistically and also economically significant positive effect.
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Supplementary health insured in Israel and Luxembourg spent on food more than 100
euros more per month in comparison to their uninsured counterparts. From significant
results the lowest reported is 37.36 euros per month in case of Germany. All models
are statistically significant at the level of alpha 1% and the explained variance is on
average between 15 to 20 percent. Heteroscedasticity adjusted errors were used.

4 Discussion

While controlling for several other characteristics, we have estimated OLS regression
with the aim to test the effect of VHI participation on the out-of-pocket drug
expenditures. Based on our results we did not find enough evidence to conclude that
such a link exists. Only for 5 out of 18 analysed countries the coefficient was
significant. In 4 of them VHI coefficient had positive sign. This would be in line with
Bir6 (2014) and Holly (2005), who also suggested that there is a positive link. Bird
(2014) suggests, that VHI participants tend to visit specialists more often. That would
lead to the higher amount of drug prescription relative to supplementary not insured.
Other explanation could be that those supplementary insured are different in some
unobserved characteristics such as approach to the risks or behavioural risks.

However, based on the insignificance of the most of the VHI coefficients, it is
possible that there are omitted important control variables in our regression such as
abovementioned behavioural risks. One possible drawback of our setup might be the
construction of the health index. While easy to interpret, it is self-reported and thus
subjective. In the future, it might be useful to employ the broader spectrum of health
condition dummies instead of one composite variable.

For the part concerning the effect of VHI participation on the consumption,
results suggest positive effect on the food expenditures. VHI insured are spending more
on food than VHI uninsured. This is in line with the expectations, because decreased
background risk of the unexpected medical out-of-the-pocket expenditures allows
households to spend more on consumption. Statistically significant coefficients varied
from 37 to 117 euros per month. These results are supported by Bai and Wu (2014)
who also found that the introduction of more extensive insurance coverage leads to the
increase in non-medical spending. Results are also supported by the findings of
Palumbo (1999) and Paccagnella et al. (2007), who linked the saving and spending
behaviour of the elderly with the medical risks.

Positive effect of the VHI participation on the food expenses has interesting
implications for the policy makers. It suggests, that by decreasing the risk of out-of-
the-pocket medical expenditures authorities might positively affect the market demand
and thus boost the economy. Higher consumption also leads to the higher life standards.
Thus policies that broaden insurance coverage, or bring new private insurers to the
market are desirable.

This paper is subject of several limitations that should be eliminated in further
research. First of all, lack of data on consumption makes it impossible in current state
to estimate anything else besides the effect of the VHI on the food expenses. Secondly,
scarcity of the outcome for the variable VHI varies a lot between countries. OLS might
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not be the most appropriate method of the estimation in countries such as France or
Italy, where almost no one and almost everyone has VHI, respectively. Some other
estimation method or sample creation will be considered for further development of the
topic. Thirdly, the extensive scope of the SHARE database offers possibilities for the
identification of further control variables. As we already mentioned, one such
expansion could be to substitute self-reported health index for health condition
dummies.
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Abstract. The euro area is the first case in the history of monetary unions, where
monetary policy making is centralized under a single central bank, while fiscal
policymaking is decentralized by the national governments of the Member States.
How should a deeper fiscal integration or even a fiscal union look like? One of
proposed solution among economists is the introduction of European tax. The
aim of this paper is to review literature on fiscal integration and to assess the
impact of this new European tax on Slovak economy using CGE model. We
explore the impact of increased transfer payments from Member state to the
central budget as well as creation of new European tax. We estimate that the
negative impact of higher transfer payments or increased taxes is negligible, but
this larger central budget would provide a tool to help Member states that were
exposed to asymmetric shock in the future.

Keywords: fiscal union, optimal currency area, euro area, federalism, European
tax, CGE model

JEL classification: E44, E61, E62

1 Introduction

The European Union is facing problems stemming from systemic errors in the European
integration project itself. The euro area is a case of a monetary union with centralized
monetary policy and, at the same time, decentralized fiscal policies. The position of
"unfinished™" European integration is a significant negative factor. There is a consensus
that a viable process for fiscal and political union is necessary for a viable euro area.
The fiscal union project requires concrete steps to deepen fiscal integration and move
towards a political union. The basic argument for introducing fiscal surveillance and a
common fiscal framework is that unsustainable fiscal policy in one member state can
destabilize the entire euro area. There is a wide scope for different approaches to
deepening fiscal integration (on the one hand, the SGP, the six pack, Treaty on Stability,
Coordination and Governance in the Economic and Monetary Union, ESM and EFSF
rescue mechanisms) or to propose new elements (fiscal transfers between countries,
larger central budget, etc.).
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The euro area is the first case in monetary union history where monetary policy-making
is centralized within a single central bank, while fiscal policy-making is decentralized
in the hands of the national governments of the Member States. This institutional
framework is new to economists and policy makers. Such a case of monetary union
with centralized monetary policy-making but decentralized fiscal policy is a historically
unexplored and unverified area, so we can find in the literature a broad spectrum of
views on the future development of the EMU and on the need to deepen fiscal
integration.

The future of European Union and more specifically euro area institutions was at the
center of a heated policy debate during 20112012, when the euro-area faced its deepest
crisis since its birth. One key event during that period was the publication, on December
5, 2012, of the report ‘“Towards a Genuine Economic and Monetary Union’’ authored
by the so-called ““four presidents’” (Van Rompuy, Barroso, Juncker and Draghi) which
identified four pillars on which a ‘‘stable and prosperous’’ monetary union could be
built (see European Commission 2012).

One of these pillars together with the banking union (or, more precisely an *‘integrated
financial framework’’), the integrated economic policy framework, and the
strengthening of democratic legitimacy was the ‘‘fiscal union’’ at least this is the term
used by many to refer to it, although more precisely the report referred to the
achievement of an ‘‘integrated budgetary framework ensuring both sound national
budgetary policies and greater resilience to economic shocks of the euro area as a
whole’’. Since then, progress has been made in all these areas, although to different
extents, with more progress being made in achieving an integrated financial framework.
The update of the four presidents’ report issued in June 2015 (actually now the five
presidents’ report, following the inclusion of the president of the EU Parliament; see
European Commission 2015) makes new proposals on how to advance in integrating
the institutions of the euro-area but is relatively less ambitious than the previous report,
at least in terms of short-term objectives. The debate on the medium- and long-term
future of European institutions is, however, still very much alive (see, for example,
Sapir 2015).

The question remains to what extent governments can create a budget deficit to absorb
negative shocks without leading to unsustainability of these deficits. The use of fiscal
policy in offsetting negative shocks cannot be sustainable in the long term. Experience
from history points to the fact that large budget deficits quickly lead to unsustainable
debt dynamics, which are very difficult for countries to stop and stabilize. (Muchova,
2010)

The fiscal union project requires taking concrete steps to deepen the fiscal integration
and move towards political union. The basic argument for introducing a fiscal
surveillance and a common fiscal framework is the fact that unsustainable fiscal policy
in one Member State can destabilize the euro area as a whole. (Bénassy-Quéré et al.,
2016.)

The aim of the paper is to present possible elements of the fiscal integration and
evaluate their impact on the Slovak economy through the CGE model. Namely we
investigate the possibility of creating larger European budget. This can be achieved by
transfer payments of existing tax revenues of each Member state of by creating new
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European tax. Using GTAP CGE model we can assess the impact of these 2 scenarios
on Slovak economy and its implications on the possible formation of fiscal union in the
future.

2 Literature review

Fuest-Peichl (2012) identifies five potential pillars of fiscal union, but the fiscal union
that will emerge may or may not include all of them: (1) common rules, policy
coordination and surveillance; (2) a debt resolution mechanism; (3) a mechanism for
providing a common debt guarantee; (4) fiscal transfers between countries; and (5) a
larger EU budget and the introduction of a European tax.

The current elements of the fiscal union under discussion include elements of transfers
only in a scenario where individual member states do not fulfill their obligations and
do not repay their debt. Therefore, another possible element of a fiscal union would be
the transfer mechanism between countries, to a significant extent. The current EU
budget includes transfers under the Structural and Regional Funds as well as
agricultural policy. However, these transmission mechanisms are essentially unrelated
to the functioning of the monetary union. Moreover, with around 1% of GDP, the size
of the EU budget is relatively small, so the scope of transfers is limited. The standard
argument in favor of a fiscal union is that a monetary union should be complemented
by a fiscal smoothing scheme that will help absorb asymmetric macroeconomic shocks.
The basic idea is as follows. In a monetary union, member countries do not have access
to monetary policy to respond to the recession. They can only use fiscal policy, but their
room for maneuver can be limited if the capital markets are skeptical of the country's
solvency. The view is widespread that pressure from the capital markets can force
countries to adopt counterproductive, pro-cyclical fiscal policies. In this case, the fiscal
smoothing scheme can provide a guarantee through financial transfers to countries
affected by asymmetric negative macroeconomic shocks. Usually fiscal equalization
exists in a monetary union only along with a high degree of political integration,
typically a federation with a strong central government. Of course, this does not
necessarily mean that a fiscal adjustment scheme could not be implemented in the euro
area or in the EU. However, there is one problem of separating the fiscal equalizer
"guarantee” effect, which is crucial for macroeconomic stabilization, from the
redistribution effect of wealth. A pure guarantee mechanism could find sufficient
political support but introducing an important wealth redistribution mechanism would
probably face resistance. Another question is that, depending on the type of shock,
stabilization through fiscal balancing may delay / slow down the necessary measures in
the country affected by the shock.
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3 Methodology

In empirical research, we carry out a simulation using the computable general
equilibrium model. CGE models are numerical simulations based on general
equilibrium principles and are designed to turn general equilibrium theory into a
practical tool for policy analysis. The CGE model itself is a computer program. (Gilbert
et al., 2016) A suitable introduction to the structure of typical CGE models are, for
example, Hosoe et al. (2010) or Gilbert and Tower (2013). Dixon and Jorgenson (2013)
provide an excellent overview of the latest developments in this field.

The basis of the CGE model is the so-called social accounting matrix (SAM), which
captures in detail the flows of money, goods, and services in the economy. These
matrices are very detailed, and we can change the degree of data aggregation according
to research needs. For the needs of our model, we aggregate the world into 4 regions:
Slovakia, the euro area (excluding Slovakia), the rest of the EU and the rest of the world.
The reason for this aggregation is the interconnectedness of economies within the EU,
and therefore the need to look at the impact of new policies and asymmetric shocks. In
our model, we aggregated production in the regions into 3 sectors: agriculture, industry,
and services.

The advantage of CGE models is their ease of data. For a simple CGE model, data from
one time period from national accounts are sufficient. However, this advantage is also
a disadvantage, CGE models are static, and therefore incorrect data selection can lead
to skewed results. We will use the GTAP model (Global Trade Analysis Project) as a
basis for our research. The standard GTAP model is a multiregional, multisectoral,
compatible general equilibrium model with perfect competition and constant
economies of scale. The GTAP database is a consistent representation of the world
economy for a predetermined reference year. The database is based on several data
sources, for example: national input-output tables (I-O), international trade data,
macroeconomic data, energy and security data. The underlying input-output tables are
heterogeneous in terms of resources, methodology, base years and sectoral details, so
considerable efforts are made to ensure consistency between different sources. (GTAP,
2019.)

4 Results

As we have mentioned above, the transfer payments in the euro area only work under
the Structural and Regional Funds, which, however, are not linked to the stages of the
economic cycle and cannot fully function as a tool to offset asymmetric shocks across
the Member States. Marzinotto, Sapir and Wolff (2011) argue that if the European
Ministry of Finance took the wrong steps or if there was a need to recapitalize large
banks, it would need a stable and strong inflow of funds. These funds could be obtained,
for example, from a Europe-wide tax proposed by the authors at 2% of GDP.

In our model, we will simulate an increase in the fiscal resources available to the euro
area by 1% of euro area GDP. This increase in the euro area budget represents an
additional amount to the already mentioned EU budget of 1%, and the EU is
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redistributing these funds through its own funds. In this way, the euro area will have a
total budget of 2% (of which 1% can be sent through transfers to Member States). The
question remains how these funds will be collected. Consider two scenarios. The first
is the possibility for countries to reduce their government spending and thus send part
of their tax revenue to the common budget of the euro area. Tax revenues in the euro
area account for 46.5% of GDP (40.8% of GDP in Slovakia). The second option is a
new European tax that would flow directly into the eurozone budget only.

In the first step, we simulate the current period and the situation in which reduced
government spending or increased taxes would affect Slovakia and the euro area. We
simulate two situations where government spending in Slovakia is reduced by 1% of
its GDP and these funds are transferred to the euro area, which will increase government
spending in this region. Subsequently, we simulate the situation that these funds are
financed by the government by increasing tax revenues by 1% throughout the euro area.
Table 1 shows the impact of the newly formed fiscal union on the monitored regions in
the current period. According to our calculations, in good times it would be "less costly"
to finance the euro area budget with existing tax revenues than to create a new European
tax.

Table 1. Change in GDP due to introduction of fiscal union (in %)

Transfer of
existing tax New increased
revenue tax Total effects
Slovakia -0.0444 -0.0609 -0.1053
Euro area (excl.

Slovakia) 0.0001 -0.0484 -0.0483
Rest of EU 0.0008 0.0178 0.0186
Rest of the

world 0.0001 0.027 0.0272

Source: own calculations.

Table 2 shows that reducing government spending and raising the tax rate would lead
to deflationary pressures. In this case, the effect of government expenditures is stronger
for Slovakia than increased tax revenues (increased tax rate). The increased tax rate
reduces household disposable income accordingly limiting their consumption, which
affects aggregate demand and causes slight deflationary pressures (0.05%). At the same
time, the depletion of government spending has a similar (but larger) effect. The sum
of these effects is the situation when a "European tax" would be introduced in the
country and these funds would be transferred from Slovakia towards the euro area
budget.
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Table 2. Change in the inflation rate due to introduction of the fiscal union (in %)

Transfer of
existing tax New increased
revenue tax Total effects
Slovakia -0.0971 -0.0538 -0.151
Euro area (excl.

Slovakia) 0.0001 -0.0455 -0.0453
Rest of EU 0.0007 0.0168 0.0175
Rest of the

world 0.0001 0.0263 0.0264

Source: own calculations.

Household incomes would also be affected by the creation of a fiscal union as can be
seen in table 3. However, the effects of the introduction of the fiscal union in the current
period are relatively low, indicating that the current fiscal union in the euro area may
not be worried about economic consequences (some moderation of economic growth
was expected) but rather the political willingness to adopt these solutions.

Table 3. Change in household income due to introduction of fiscal union (in %)

Transfer of
existing tax New increased
revenue tax Total effects
Slovakia -0.043 -0.0626 -0.1056
Euro area (excl.

Slovakia) 0.0002 -0.0498 -0.0496
Rest of EU 0.0009 0.0182 0.0191
Rest of the

world 0.0001 0.0273 0.0275

Source: own calculations.

Tables 1-3 describe how the economic situation in Slovakia will change due to the
creation of a larger euro area budget in the current period. We can see a slight decrease
in the country's economic indicators.

5 Conclusion

The emergence of the euro area has pushed the issue of fiscal union aside, but the
current crisis has relaunched this debate. Of the three classic functions of fiscal policy
- the provision of public goods, redistribution, and stabilization - only the latter provides
a clear justification for fiscal policy at the euro area level. An unsustainable fiscal policy
in one Member State may destabilize the whole euro area and national policies may
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have a direct and indirect effect on demand inflation at the transnational level. The
"everyone for themselves" policy is ineffective in this case. However, coordination is
challenging as it involves 19 national budgetary processes and a common central bank
(Bénassy-Quéré, Ragot and Wolff, 2016). The fiscal union poses several risks. One of
the least solvable problems of the fiscal union is moral hazard.

In this paper we analysed the possible impact of creating new larger European budget.
We reviewed 2 possible scenarios when the income to the budget is a) transferred from
existing tax revenues of Member State or b) the impact of newly created/increased tax
in Member State.

Based on the analysis using the GTAP CGE model, we can assess that deeper fiscal
integration in the form of transfers, or a common European tax would not have huge
negative impact (under 1 %). On the other hand, this deeper fiscal integration could
provide a tool for countries in euro area to defend against asymmetric shocks. We can
recommend that Slovakia and the euro area focus on deepening fiscal integration. The
creation of a common budget, linked to the economic cycle and of adequate size, is
desirable for the sustainability of the euro area and the European Union. Our proposal
is therefore to create a larger euro area budget of at least 1% of Member States' GDP.
Marzinotto, Sapir and Wolff (2011) have already justified this increase in their work.
In the future research this method can be improved in several ways and, we can analyse
the scope of help that this new European budget can provide to a country that is hit by
an asymmetric shock. In our analysis the new European budget is always balanced, in
the following research it is possible to explore the possibility that the budget might be
in surplus in good times and in deficit during the crisis. The GTAP model can be altered
by using different level of aggregation, meaning that in following research it is possible
to investigate the impact of creating fiscal union on households aggregated by level of
income, or investigate the impact on specific industry in the national (or local)
economy.
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Abstract. At present, it is necessary to realize the need to move economically
towards innovation, development and creativity. The creative industry is by
its nature a suitable type of industry for the development of the country, due
to the relatively low inputs to the process and other possibilities of using
human potential and outputs, which significantly affect further development.
Therefore, it is very important for human resources to be prepared for entry
and employment in this industry. In this report, we will deal with the position
of human resources in the creative industry in Slovakia. At first, we will
segment the current state of the creative industry in Slovakia. It will be based
on these findings in the following defined competencies, which should be
developed and better applied in the labour market in the creative industry. A
huge influence on the work performance also has the style of management
of employees. We will determine the specifics in the approach of
management of employees in the creative industry as well as the
requirements on these employees.

Keywords: creative industry, human resources, creativity

JEL classification: 018 R10, 710

1 Introduction

The creative economy is currently considered to be the most dynamically growing
economic segment. It is considered to be the key to innovative and interdisciplinary
sectors, whether of an economic or social nature. From an economic point of view are
creativity, innovation, inventiveness, and entrepreneurship regarded as the most
important sources of a nation's wealth and economic growth. The economic growth of
a company is based on the number of talented people [1]. Creative human resources are
an inevitable prerequisite for the competitiveness of the organization on the market. For
a company of any focus, creative employees mean having a great competitive
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advantage, as this company has the potential for developing new creative and
innovative ideas and solutions. Creative employees are considered to be a rare
commodity in the labour market more and more [2]. The creative industry has unlimited
growth potential, making it a path to sustainable development [3].

2 The current state of the creative industry in Slovakia

In 2011, the Ministry of Culture has begun to deal with the creative industry and
prepared a government material entitled: “Bases of the concept for the support of the
cultural and creative industry in the Slovak Republic”. This material characterizes the
creative industry. The characteristic states that the creative industry must be perceived
as an exploitative chain, which is created by the formation of conditions for the creative
activity, then includes creative activity, production, reproduction, representation
including export, storage, archiving and restoration. This document was also approved
by the government [4]. The creative industry in Slovakia has a relatively short span. It
belongs to the competencies of the Ministry of Culture of the Slovak Republic and the
Ministry of Economy of the Slovak Republic, at the same time it closely cooperates
with the department of finance, education, labour, and regional development. The
starting material "Bases of the concept for the support of cultural and creative industries
in the Slovak Republic* from 2011 was followed by the "The strategy for the
development of the creative industry in the Slovak Republic”. This document was
prepared in 2014. According to this document, the creative industry is a part of the
economy that creates its economic value based on artistic talent or creative contribution.
This sector is based on the evaluation of the intellectual property. The essential part is
made up by entrepreneurial activity, based on individual creativity, skill, and talent.
These activities have the potential to create capital and new workplaces using
intellectual property. It is important to perceive the entire exploitation chain
completely, from the creation of the conditions for the creative activity, through the
production, to the restoration of its results. The cultural industry is also part of the
creative industry. The cultural industry is based on the knowledge and further use of
cultural heritage. Cultural heritage combines cultural aspects from a historical,
anthropological, ethnic, aesthetic, and social point of view. It also adds economic value
to the result of an intellectual creative activity. Among the cultural heritage we can
include cultural monuments, archaeological sites, museums, archives, but also the
living forms such as festivals and celebrations, exhibitions, etc. Under the term creative
industry, we understand the whole structure of the cultural and creative segments.
Within the further understanding of the scope of the creative industry are production,
exploitation and distribution considered to be the application of the results of creation
and creativity, not as a direct part of the creative industry [5]. In the document ,, The
strategy for the development of the creative industry in the Slovak Republic" a
framework structure and market application is adopted, which is identified in more
detail in table no. 1. At the same time, the strategy also defines cross-cutting areas and
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activities that may not directly be the result of their own creative activity, but further
use and exploit such results. These are shown in table no. 2

Table 1. Framework structure of creative industries and their market application

AREA CREATIVE APPLICATION OF THE RESULTS OF THE
(SECTOR) CREATION AND THE CREATIVE ACTIVITIES
ACTIVITY / Manufacture (production) Exploitation and
PROFESSION distribution
(areas of creation) includes in particular (trade)
includes in particular includes in
particular
Literature writers, editors, publishers of the non-periodic ~ book market
including on-line
translators, redactor  publications Including platforms
audiobooks
Theatre playwrights, theatre operators ticket sales
choreographers
and other authors of
dramatic
and musical-dramatic
works as well as non-
musical
interpretive art
(actors, puppeteers,
dancers, mimes,
circus performers,
etc.)
Music music composers producers of music music market
including on-line
and music records of musical  services, public cultural
performers works and musical ~ events (concerts)
(singers, publishers
musicians), as part
well as lyricists
Audio vision  directors, original TV broadcast,
screenwriters, manufacturers of the
dramaturgs, audio-visual works  retransmission, distribution,
cameramen, editors,  (producers), cinemas, audio-visual
television
costume designers,  broadcasters media services on
architects, music demand
composers and
others
film professions
Visual Art all forms of art, individual creation  fine arts and antiques market,

artistic
photography and
light

design as well as

auction
companies




new forms of
multimedia
installations
etc., as well as
related
professions (e.g.
restorers)

80

Architecture

architects
including

interior design
and garden
architecture,

as well as related
activities

(e.g. restorers with
certificate of
performance for

restoration

individual (mostly
order) creation /

activity
(individual
activity performed

through natural
persons with
special
professional
competence for

execution of constructions
and other

architectural objects,
execution of restoration
research and restoration,

execution of monument

research and its use in

activities, this kind of
natural persons monument restoration of objects and
with special research) “ real estate
professional
competence at
performing
monument
research, legal
persons authorized
to
implement
archaeological
research)
Design industrial design industrial retail
and artistic design, production (e.g.
as well as automobile
commercial art industry,
furniture industry
etc.)
Fashion fashion design, clothing industry, retail
industry haute individual /

couture a fragrance

industry,

as well as design
in

related areas

(e.g. nail design),
and

related professions

order creation
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(stylists, arrangers,

florists and
etc.)
Crafts creation of individual retail
craftsmen (crafts  creation,
of ULUV,
traditional folk and production of
objects
urban culture, following the
production pattern of the
traditional folk
of toys) culture, as well as
objects
inspired by
traditional
folk an urban
culture
New Media creators of gaming industry, retail including on- line
multimedia publishers of sale and service
works,
computer
a console game, multimedia works
mobile and computer
applications
and console
games
Software programmers — software retail including on-
development of production line sale a service
software (does not  (companies

involve
development

and production of
computer games
and console
games)

operating in the
field of
information and
communication
technologies
(further on just
LICT)



Table 2. Cross - cutting areas and activities

Advertising industry advertising agencies and
marketing
Information and communication technologies electronic

communications and the provision of services for information
company, as well as for
specific content services
(retransmission, direct to
home (DTH), multiplex on-
demand audio-visual media
services, etc.)
_____________________________________________________________________________________________________________|]
Communication media radio and television
broadcasting (including
via the Internet), press
agencies, publishing of

periodicals and
provision of e-news, as
well as related
professions and

activities  (journalists,

reporters, documentary,

and reportage

photographers, etc.)
_____________________________________________________________________________________________________________|]

Support services art agencies, event
agencies,
collective
management  of
rights

organizations, etc.

Subsequently, the "Action Plan for 2015-2017 concerning the Strategy for the
Development of the Creative Industry in the Slovak Republic for 2014-2020" was
prepared. Both materials were prepared under the auspices of the Ministry of Culture
and the Ministry of Economy. According to the strategy of the creative industry, it
includes the creation, production and distribution of products and services using
inventiveness, creativity, and intellectual capital as primary inputs. Also, a set of
activities based on knowledge, aimed at, but not limited to the arts, potentially
generating revenue from trade and intellectual property, and tangible and intangible
intellectual or artistic services with creative content, economic value, and market
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objectives [5]. Based on these documents we can state that the Slovak Republic leans
towards the theoretical concept of the creative industry in accordance with the vision
and documents of the European institutions.

3 The human intellectual as a potential source of value creation

The formation of new innovations, growing competitiveness or value creation require
certain skills and competencies. It is essential to define career practices and focus on
flexible and multidisciplinary structures that will support, in particular, people's
creative thinking and skills. The environment for creatives is changing greatly due to
the constant digital development. In the past, the creative product was ready for launch
after many stages of testing, today it is launched at an early stage, then it is constantly
monitored and modified. Here there is a fundamental reversal, when the process is no
longer standard, from research to development, but the process is exactly the opposite,
from development to research [6]. Development comes first, research is secondary. In
addition to the digitalization of design and process, i.e. the digital transition, this
reversal also requires another form of cooperation and new forms of business models.
It is essential that creatives and creative professionals build lasting and strong
relationships with partners from the business sector, the non-profit sector, and the
government. These collaborations require a new creative infrastructure in which all
parties will work closely together to acquire the meaning and competencies for this new
comprehensive approach.

3.1 Creative skills

We have a lot of views on creativity. If we see creativity as the ability to solve problems,
create different innovations, then everyone can be considered creative. In the context
of the cultural and creative industry, this area consists of a large group of companies
and professions with different skills, methods, strengths, customer relations,
technologies, ways of communication. The following list outlines the areas involved in
the cultural and creative industry; however, it is not exhaustive as it is very extensive.

e Artists, the first group that unconditionally forms a substantial part of the
creative industry are artists. Painters, craftsmen, sculptors, actors, musicians,
etc., they all produce art. In addition to their creative and artistic skills, we also
consider creativity a strength, in relation to the processes that leads to a
creative product and that allows us to see meaning in a visual way. The skills
of actors and stage artists consist of the ability to work with body language,
communication, and so-called "Storytelling". Musicians have the ability to
create an unforgettable sound atmosphere, they also use their talent in creating
a sound logo and its use in management.

o Designers, their strength lies mainly in terms of development and
communication. Designers should not be understood only as those who design
e.g. sofa or kitchen tools. They can often be involved in creating new key
business strategies. They can also contribute to service design and market
access, understanding and engaging new customers. The group of designers
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includes many subgroups that have a certain set of strengths. These include
fashion designers, graphic designers, set designers, sound designers,
architects. Fashion designers understand trends and can react to them
promptly. Graphic designers, sound designers and architects excel at working
with space. Whether it is large construction projects, customer space or spaces
where their own workshops are located.

e Content producers are people who can combine creative content with one or
more media with their work. These include filmmakers, computer game
makers and authors. Through their work, they can contribute to strengthening
of the use of media for business purposes and create valuable content for
companies in terms of personnel development, development of new products,
or as an element of marketing.

e Event producers, these are experts in the field of advertising, scenography, and
people, professionally interested in the entertainment, communication, and
creative industry. During their work, various collaborations with other creative
companies are made, based on which they create an overall experience. This
group also includes business experiences such as festivals, cultural events,
attractions.

3.2 Development of competencies

In a hypermodern society, management processes are constantly changing, whether it
is a business area or a domain of a personal development. They are based on the spread
of knowledge. Workers are required to constantly learn and acquire new knowledge
and skills. However, education alone is no longer enough. Creative professionals must
be part of a group of innovators, in order to stay competitive market [7].

It is in knowledge management that the terms creativity and innovation are often
inflected with and when used, often confused. In the economic literature, however,
these two terms are defined differently. There are several technologies used to define
the innovation process or the value creation process. In general, however, these
processes contain five levels of competencies. We categorize them into the creativity
phase and the innovation phase. According to the individual phases of the value chain,
we can divide these competencies into:

The phase of creativity

o the identification of the problem, it requires sufficient and detailed expertise.
It is very important to realize that the view of what we see as a problem is not
static for all people. Their views of the issue are changing based on the
information they currently have. It is the collection of information that is
considered to be the first step in the process of identifying problems and also
in the decision-making process. When identifying the problem, it is
appropriate to involve as many people from different professional sectors as
possible, thus ensuring the greatest possible diversity of opinions.

e generating ideas, after defining the problem that needs to be solved, we must
generate as many ideas and new ideas as possible. Competences in thought-
making techniques are essential. Creative versus critical thinking is used
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where ideas are generated without evaluation and then they are critically
evaluated later, preferably with a polarity approach.

The innovation phases

e idea selection phase, the same number of participants participate in the idea
selection as in the previous phase. Each participant must present arguments in
order to choose the best decision together. Then a shortlist of problem-solving
ideas that advance to the next phase follows.

e development / prototyping and production phase, development is the stage of
prototype and experiment creation and the progress to the phase of processing
all inputs and their selection. The best idea is used to verify their longevity
through a process of stages. There is a thin line between the stages.

e commercialization / dissemination phase, this is the final testing phase. In the
case of a business failure, this is not however a legal disaster. The whole
process enables the acquisition of strategic, technical, and other competencies
and can help to achieve success in future efforts and projects [8].

4 Management of the employees in the creative industry

The creative industry employs creative employees. Managing creative workers requires
determination and creativity. The creative industry is undergoing constant changes.
Success depends to a large extent mainly on the work of the people who work in this
industry. The creative industry differs from other industries mainly in that they produce
products of a special kind. These are products of creative work and products that are
different every day. According to A. Arisova (2012), employees, who are working in
the cultural industry, are divided into two groups: content creators and content
transformers. Not all employees in the cultural industry can be considered to be creative
workers. Only a small percentage of these employees are involved in content creation.
The largest group of workers in this sector are people who can be classified as "content
transformers™. There is no sharp line between these two groups of workers, but it is
important from a management point of view to distinguish between them. When
managing transformers, the leadership style is not extremely different from other
employee leadership styles in other industries. However, the management of creators
needs to be approached separately [9].

Creativity is considered to be a modern tool for responding to local and global
challenges, whether from a social or an economic point of view. Supporting employee
creativity leads to innovative forms of human resources management. It brings new
opportunities for the company to develop, increases its competitiveness and brings new
value for customers. In companies, in addition to the issue focused on the creativity of
the individual, we must also deal with creativity in the company as a whole. The area
of research is focused mainly on managers and executives and their ways to support
creativity in the company. There is no precise guide on how to support a creative
business climate. Every company tries to support creativity in a different way [8]. One
of the main factors can be considered the setting of the position of the top manager
towards creativity. He decides whether creativity will be supported in the company or
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not. Business management must really want to achieve a creative climate with the goal
to innovate, and they must also be really committed to this role.

A number of new methods and fashionable terms are currently emerging in the
approach of leadership. A common feature is the strengthening of the elements of
democracy, the pursuit of greater autonomy and the increasement of the involvement
of subordinates in decision-making processes. The position of the manager is also
changing accordingly. In this context, we may encounter a number of new terms, for
example: managers are required not only to be good managers but also to be leaders,
leadership is not strictly carried out through orders and control, but the leadership is
strengthened through joint vision, coaching, teamwork, etc. Current trends in people
management, which are also used in the creative industry, point to the transactional
approach of management, the transformational approach of management and the team
approach of people management.

4.1 Transactional approach

This approach is based on the concept of transaction. It is a relationship something for
something. The higher the performance, the higher the reward. With this approach of
people management, motivation is evoked in the form of reward or possibly
punishment. Taking this approach into account, the manager delegates the work to his
subordinates and they automatically become responsible for the assigned tasks.
However, the assignment of work to workers takes place regardless of whether or not
they have the necessary means and skills to perform it. This style is based on an
agreement that aims to bring about change. Since the transaction is between a manager
and a subordinate, a change in the subordinate's behaviour is to be achieved. Motivation
and punishment are used in the "something for something" mutual transaction between
the manager and the employee.

4.2 Transformational approach

In today's turbulent times, there is a growing need to have dedicated and properly
motivated employees in the company. On the other hand, it is also important for
employees to feel that they trust their superiors and have no problem relying on them.
The best way to achieve this is with the transformational approach to the leadership of
people, first mentioned by Burns in 1978. Transformational leadership is built on the
satisfaction of the higher needs of workers. The leader develops self-regulation and
self-control in the members of his team, awakens needs in his subordinates that they
did not even know about yet. There are the following ways to achieve transformation,
namely: by affecting the employees to transfer their interests to the interests of the
organization, by changing the needs and expanding their range, and promoting a level
of awareness of the value of the resulting work [10].

4.3 Team leadership

Today, leadership is getting increasingly into the context of teamwork. Teams and
teamwork predominate in the process of managed organization. In the case of task
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orientation, the leader pays attention, for example, to the coordination of the activities
of the group members and the setting of clear goals for the individuals and the group in
order to help fulfil the assigned task. In contrast, the focus on relationships is not only
associated with the different interests of individual members of the group, but also the
human relationships within the group are important. With this in mind, the leader
should pay attention to the prevention of conflict situations in the group, in the event of
a problem that has already arisen, to manage it properly as well as to build and support
team spirit [11].

5 Requirements for employees in the creative industry in
Slovakia

The creative industries face a constantly changing environment characterized by new
digital technologies and globalization. It brings new challenges and opportunities. As
itis a less predictable environment, it tends to adapt to change and learn new knowledge
throughout life. It is necessary to have a considerable dose of own initiative and
creativity. New jobs are being created that require new skills. These must be supported
by job mobility so that employees can work where they are needed, and their skills are
used. The share of work in the creative industries is expected to rise steadily. Education
is considered to be a major area in the development of the creative industries. The
reason is that these are relatively new areas with certain specifics. If people want to
work in this industry, they must be properly prepared, which will be reflected in their
education. The challenges and requirements that this industry brings are not specific
and education must be adaptable to this. Regions and educational institutions have the
task of assessing their current situation in this area and, if necessary, proposing
solutions to support it. That is why it is very important to focus on training from an
early age and to prepare future employees for this industry. There are two perspectives
for employee training. On the one hand, it is necessary to focus on the education of
young students, on the other hand, it is equally important to focus on retraining and
capacity building for the existing workforce. It is necessary to look not only at
secondary schools and universities as institutions for the preparation of future creative
workers, but also at the possibilities of retraining the population after school, for
example through general education institutions. It is important to prepare them for the
conditions of an ever-changing environment through the penetration of digital
technologies into human lives. We must realize that quality workers are not only an
essential part of the company where they work, but they also play a part in the
development of the entire region. Therefore, quality education in all forms of learning
must be promoted. Education is generally very important and, as in other industries, the
creative industry should be accessible to the widest possible range of the population.

We have identified the requirements for job seekers in the creative industries into
three basic criteria:
e Education
e personal prerequisites and skills
e obtaining an academic degree at a prestigious school
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51 Education of the applicant

Education is one of the essential factors in choosing a suitable candidate, so it is very
important to choose the field that the student decides to study. Based on the chart
compiled by the company Profesia, we can see a ranking of study fields according to
the interest of companies in Slovakia in 2018. This ranking is based on the perspective
of employers in finding new employees. Only Slovak universities were included in this
ranking. It follows that graduates of computer science, engineering, technology and
economics have the highest chances among employers. In 2018, an average of 7
employers viewed the CV of a computer science graduate. It is almost 4 times more
than graduates of theology or sports. Graduates of the Department of Arts, Sports and
Theology are in the last places. The fields of informatics and art educate graduates from
the creative industries.

5.2 Personality prerequisites and skills

Creativity is considered a key aspect of the concept of the creative industry, and it is
also one of the basic features of the nature of human capital. Based on this, we know
that people who have creativity, a sense of detail, artistic feeling, computer skills, etc.
have a job in the creative industry. Personality traits that creatives must have are
precision, perseverance, passion for work, high intensity of work. The personal skills
of these people consist of talent for one of the areas of the creative industry and the
acquisition of skills acquired through education, whether through self-study,
completion of various courses or in educational institutions, and so they are constantly
improving in the activity and working to be better.

5.3 Obtaining an academic degree at a prestigious school

Last but not least, when choosing an employee from the employer's point of view, it is
also important at which school the applicant obtained his degree. The applicant's chance
increases if he obtained his academic degree at a quality school. To assess the quality
of a given school, several rankings are compiled, which are compiled by independent
organizations and they evaluate schools according to certain evaluation indicators,
which may differ in individual evaluations.

6 Factors influencing the development of the creative industry

In the development of the creative economy, we have certain prerequisites that must be
met for successful development. We are primarily talking about achieving a certain
degree of technological, cultural, economic and social development, which creates the
conditions for the growth of the creative industry. In 2007, The Work Foundation
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defined 8 factors, the achievement of which is a condition for the development of the
creative economy:

demand, the growth and productivity of the creative economy are
closely related to the growth of demand. The more demanding
educational requirements are required, the more local creative and
cultural activities will be supported. This will increase the number of
artists and entrepreneurs.

The greater the diversity, the more openness and diversity are
encouraged, thus increasing the likelihood that creativity will also be
encouraged and increasing productivity.

The same conditions, creativity encourages innovation and
experimentation. Some creative and cultural industries are
characterized by a relatively small number of large distributors. In
these cases, it is necessary not to limit the diversity of creative
products and not to oppose the growth of small and medium-sized
enterprises.

education and skills, education is an essential part of the development
of any industry, not excluding the creative industries. There is a lack
of professional skills in key creative industries, so a better
understanding of this sector is needed as part of the study process.
building contacts, in case of not having enough own skills and
knowledge about the market, it is necessary to connect with others,
acquire this knowledge and skills through building contacts and
relationships with external forces.

The public sector, most members of the creative and cultural sectors,
work through interaction and assistance from public support and
investment, and this knowledge needs to be further developed.
intellectual property, the business model of the creative industry
largely depends on the expression of copyright.

building more business capacity, many small and medium-sized
creative enterprises with growth potential face difficulties in
achieving this. Their weaknesses are the most common shortcomings
in management and business discipline [6].

When developing a creative economy, certain preconditions must be met. It is
about gaining a certain economic, technological, social and cultural degree of maturity,
which creates the conditions for the growth of the creative sector. The development of
the creative economy in Slovakia is still lagging behind in many ways compared to
developed economies, and we still have a long way to go. We can state that although
Slovakia lags behind in many areas compared to other economies, we have great
potential for the successful development of the creative economy in the conditions of
the Slovak Republic. The basic thing is that the local government, local governments
and the state are open to new possibilities to support the building of a creative economy.
The creative industries and creative cities are considered to be one of the driving forces
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of the future economic development of countries in the field of services and
employment.

We can monitor the development of the company with the help of creative
activities in two main directions, namely:
« focus on customers,
« focus on the organization.

Customer focus

The main goal is to create a better experience from the perspective of customers,
visitors or spectators. Achievement can be achieved through the creation of new
marketing, product and service development, improved communication and additional
services. In the field of marketing and communication, new media are used, the
organization of various events or the application of aesthetic quality. The development
of products and services is focused on aesthetics, atmosphere, expanding the business
to new platforms. Additional services include adding, supplementing and retaining
customers, customer events.

Focus on organization

The main goal is to strengthen the company's own experience through initiatives in
the field of management, teamwork and the ability to work together. This focus is
suitable for organizations where innovative processes and creative environment are
used. The creative environment includes creative processes, innovation, experience
with innovation and management professionals, teamwork, conflict resolution training,
collaboration skills, et...

7 Conclusion

Creative people with creative potential are the basic pillars of the creative economy. At
present, the creative industries are considered a fast-growing sector with great potential.
In the creative industry, the main essence is the use of human creativity and talent. It
supports the creation of new jobs. A very important part of the creative economy are
small and medium-sized enterprises, but also individuals whose ideas stimulate
innovation in the development of social, cultural and economic life. Support for the
creative industries is based on cooperation and the quality of education. An integral part
of supporting the creative industry is also the progress and development of education.
As the Slovak Republic has only limited resources of mineral resources, the creative
industry is an area to which it should pay attention, as it is an economy that is not
dependent on exhaustible resources. It is necessary to realize that currently the creative
industry is a rapidly growing industry and this potential needs to be used properly.
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Abstract. The paper deals with the analysis of the competitiveness of the
Southeastasian region with a focus on the economy of Singapore. The aim of the
paper is to clarify what is behind the economic success of this region and
especially Singapore, which is one of the most competitive economies in the
world. In the article, we primarily deal with the characteristics of competitiveness
from the perspective of various authors and its importance from a micro and
macroeconomic perspective. Next, we look at the region of Southeast Asia in
terms of historical development and geopolitical significance for Asia and the
rest of the world. In the following section, we will follow up with an analysis of
the Singapore economic miracle. Lastly, we analyze the current position of the
region based on the competitiveness index.

Keywords: Southeast Asia, competitiveness, economy, Singapore,
regional development

JEL classification: 011, 053, P17, R10

Introduction

The world in the 21. century is marked by the processes of globalization,
internationalization and interdependence. These processes currently significantly affect
the development of the global economy. In the case of globalization, it is about speeding
up the processes associated with overcoming the boundaries and barriers of space and
time that relate to everyday life. It is not just about the economy and the way
transactions are carried out. Globalization affects many spheres of our lives. Such as
the way and form of communication, information retrieval, travel, culture and much
more. Internationalization opens up new opportunities for companies that can expand
their presence into foreign markets. Interdependence deals with greater or lesser
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economic dependence between national economies or markets. Because of these
processes, competitiveness is an increasingly important aspect that tells us how
successful a company or state is compared to others. Competitiveness in the global
economy represents the ability to assert itself not only at the domestic level, but also
internationally. The greater the competitive pressure on firms and states, the greater the
effort they have to make to gain a comparative advantage over their competitors.
Globalization can be considered as a driver of innovation, which leads to gaining a good
starting position in the competition. The Southeast Asian region can serve as a good
example to illustrate the implementation of significant changes that have been able to
kick-start the economic activity of the states grouped in this part of Asia. Right now,
many experts are turning to the region of Southeast Asia for valuable lessons from its
transformation. Singapore in particular and its incredible transformation are attracting
the attention of many economists. Singapore and its economic transformation provide
us with some valuable lessons. The questions arise, how did this city-state do it? Is it
possible for any country to go through a similar change? We will try to answer some of
these questions in the following paper.

The paper deals with the economic transformation of the region of Southeast
Asia, especially Singapore. Based on the concept of competitiveness, the different
views of the authors are discussed. In the context of the Competitiveness Index
published annually by the World Economic Forum, we analyze the current position of
the region of Southeast Asia and Singapore. Specific attention is paid to Singapore and
its economic miracle.

1 Concept of Competitivness

Competitiveness as a driving force of innovation and development is not a new concept.
However, individual authors and theorists have different views on competitiveness and
its role. The importance of this economic category affects how successfully resp.
unsuccessfully, states involved in the international division of labor are able to take
advantage of their specific advantage and position, which may stem either from owning
a certain technology, know-how or one of the inputs (labor, land, capital) in which we
have an advantage over other states. Such advantage creates a beneficial position for
the state in the competitive struggle. Let's discuss the concept of competitiveness and
the various theoretical approaches of the authors.

The classical economy represented by Adam Smith speaks of the four factors
behind competitiveness. In particular, labor, land, capital and natural resources. In his
work "A Study of the Causes and Nature of Country Wealth" (1776), which is
considered to be the basis of classical economics, Smith deals with the motives behind
the economic success of states. In short, the ownership of any of the aforementioned
inputs speaks to a large extent about the wealth of the state, i.e. its ability to succeed in
competition with other states. (Smith, 1776)

Following Smith, David Ricardo comes up with a theory of comparative
advantage. The theory points out how competition can be created between states. If a
country can make effective use of a particular production factor, it can create a
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comparative advantage in the production of a given commodity that sells more cheaply
than other countries. (Ricardo, 1817)

Karl Marx on the other hand emphasizes that the social and political
environment has an important impact on economic well-being of society. (Marx, 1867)

Robert Solov, who analyzed the factors of US economic growth from 1948 to
1982, points to the importance of education, technological innovation, and the growth
of know-how. (Solov, 1957)

Michael Porter contributed with the Theory of National Competitive
Advantage of Industries to the discussion on competitivness. The theory focuses on
explaining what is behind competitivness of certain industries. In the diamond-shape
model, Porter examines the interraction of four factors: structure and firm rivalry,
conditions of input factors, demand conditions and related and supporting industries.
The stronger the relationship between these factors, the higher the productivity and
innovation, which leads to the sector’s export growth. In this case, it is a regional aspect
of competitiveness focusing on clusters. Porter (1998) defines clusters as
geographically concentrated and interconnected companies with specialized suppliers,
service providers that operate in similar industry and that co-operate with the
institutions, such as: universities, various agencies and trade associations; in certain
areas where they compete, but also co-operate. (Porter, 1998) But when can the state
gain a competitive advantage over others? According to Porter, if a state creates such
business environment where there are favourable conditions for business with
maximum state support. (Porter, 1990) These conditions, therefore, present competitive
advantage of the nation. However, Porter's view on competitiveness also has its critics.

Krugman (1994) believes that defining competitivness of a nation or region is
more complex than competitivness of company. In this respect, Krugman considers the
definition of competitiveness to be unnecessary. (Krugman, 1994)

Cooke (2004) also speaks of regional competitiveness, which he defines as the
ability of the economy at the sub-national level to attract and maintain firms with stable
or rising market activities, while maintaining or improving living standards of all those
living in the region. (Cooke, 2004)

Department of Trade and Industry of the UK also offers insight on regional
competitivness which it describes as the ability of a region to generate income and
sustain the employment level with the aim of domestic and international competition.
(DTI, 2002, p. 3)

In addition to the aforementioned authors, many institutions have expressed
their views on competitiveness. If we talk about national competitiveness, the Institute
for Management Development characterizes it as ‘ ‘how nations create and maintain an
environment which sustains the competitiveness of its enterprises.”” (IMD, 2003) The
World Economic Forum defines it as the set of institutions and economic policies
supportive of high rates of economic growth in the medium term.”” (WEF, 2003) The
OECD’s definition seems more complex and advanced in this context: ‘‘the degree to
which a country can, under free and fair market conditions, produce goods and services
which meet the test of international markets, while simultaneously maintaining and
expanding the real income of its people over the longer term.”” (OECD, 1996) Each of
the definitions is different, but their common feature is the creation of a favorable
environment that underpins the country's competitiveness in order to improve its
prosperity. To put it simply, the degree of government involvement in improving the
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business environment, whether through tax breaks, government subsidies and other
instruments, is important for national competitiveness. Such an environment can create
stable and long-term jobs and allow companies to grow. For companies, this growth
will be reflected in growing sales, which means for the state to improve its prosperity
in terms of increasing GDP. We can look at competitiveness from a macro and
microeconomic point of view. From a macroeconomic point of view, this is the already
mentioned regional and national competitiveness. It cannot be linked to company-level
competitiveness, even though they are largely interconnected. The way companies
measure performance is easier to grasp. For companies, we have indicators such as
turnover, sales and profit or loss, which allow us to measure the economic performance
of companies on an annual or quarterly basis. Based on these results, they are able to
assess their market position and strategy for the future. From a macroeconomic
perspective, this is a more complex essence of competitiveness. National
competitiveness can be reflected in increased economic performance, both as economic
growth (in percent) and GDP, where we can view and compare year-on-year and
quarterly results. However, despite the fact that the competitiveness of companies and
nations is to some extent similar and there is a certain interdependence, it is not possible
to deduce the national one on the basis of the competitiveness of companies. Firms
within a particular industry sector were able to achieve positive results, but there was
no increase in the performance of the economy as a whole. Conversely, economic
growth does not necessarily mean growth at the corporate level. The economy of a
country whose GDP predominantly consist of the tertiary sector (services) may increase
the performance of the economy, even though the primary sector (agriculture) has
declined over the period. For these reasons, competitiveness at the country level cannot
be measured the same way as that at the company level. (Kao, 2008)

How is the national competitivness measured? In addition to Porter, who
researched competitiveness by comparing 10 economies, there are two renowned
institutions that deal with this topic and publish annual reports evaluating the
competitive performance of countries. The IMD World Competitiveness Yearbook
(WCY) examines the performance of 63 economies based on more than 330 criteria.
WCY consists of 3 main sections:

1. Competitivness rankings
2. Competitivness country profiles
3. Statistical tables (IMD website)

The second institution is the World Economic Forum, which has been
publishing the Global Competitiveness Report since 1979. It is thus a more established
institution measuring countries' competitiveness. WEF divides countries’
competitiveness into 12 pillars, which are then grouped into three sub-indexes. (WEF
website) You can see more information about WEF competitiveness index in the picture
1. IMD and WEF have their own methodology for measuring countries'
competitiveness. However, both indices are based on heavy data (statistics) and soft
data (surveys, questionnaires, etc.) However, the difference between IMD and WEF
lies in the reliance on a given type of data.

Despite the complexity of indices measuring the competitiveness of countries,
there is an area that they cannot take into account in the evaluation. This concerns the
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implementation of environmental measures and policies that will enable countries to
tackle climate change and prepare them for a sustainable future.

Health & primary education

%= Innovation

= Higher education & training

S
&1 Goods market efficiency

c - &
'\-‘b"’ Technological readiness & Financial markot dovolopment §T Labour market officiency

Figure 1: Pillar structure of the WEF countries’ competitiveness.
Source: WEF

2 Region of Southeast Asia and Singapore Economic Miracle

Southeast Asia is a region located south of China and east of India. It consists of 11
countries: Brunei, Cambodia, East Timur, Indonesia, Laos, Malaysia, Myanmar, the
Philippines, Singapore, Thailand and Vietnam, which have a total population of more
than 650 million and cover an area of more than 4.5 million square kilometers. This
makes it the 3 largest sub-region after South and East Asia. (World Population
Prospects, 2019) Ten of the region's eleven countries, with the exception of East Timur,
are part of ASEAN. ASEAN is an intergovernmental organization that was founded in
1967 in Bangkok. It aims to accelerate the economic growth, social progress and
cultural development in the region and promote regional peace and stability. (ASEAN
website) The region is very diverse and includes poorer countries as well as richer ones,
which are the engine of economic growth for the whole region. If we look at GDP per
capita, it ranges from $ 1,294 (East Timur) to $ 65,233 (Singapore), which indicates the
abysmal differences between national economies. (World Bank, 2019)
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Within the region, Singapore is rightly called the most important and
successful example of a country's transformation. Along with Honk Kong, South Korea
and Taiwan, they are referred to as Asian tigers. This similarity is linked to the
transformation of these countries, accompanied by rapid economic growth, which has
brought them to the forefront of the world's most prominent economies. So what is
behind Singapore's success? The history of Singapore is associated with British
colonization in the first half of the 19th century. Singapore officially came under British
rule in 1824. For the United Kingdom, Singapore was of great importance as a trading
post and port for the revitalization and protection of their merchant fleets. During the
1970s, Singapore became the world's largest rubber export center, allowing the country
to expand its trade eightfold between 1873 and 1913, attracting many immigrants,
especially of Chinese origin. (Ministry of Information, Communications and the Arts
of the Republic of Singapore, 2009) After nearly 140 years of British rule and a failed
union with Malaysia, Singapore gained independence in 1965. After becoming an
independent state, Singapore was in a difficult situation - without the army and support,
between conflicting Indonesia and Malaysia, with social and economic problems.
(Kuznetsova, 2018) With no natural resource, Singapore had to look for other ways to
modernize the country. Lee Kuan Yew, the founding father of modern Singapore and
the first prime minister from 1959 to 1990, is the one behind Singapore's economic
miracle. His policy was moderate and a combination of liberalism and authoritarianism.
The aim of his policy was to attract foreign direct investment, which started the
country's economic revitalization and progress. From a domestic policy perspective,
Singapore's success was driven by an effective anti-corruption policy and the de-
bureaucratization of public administration. GDP growth in the late 1960s and early
1970s reached double digits. In the 1970s, the manufacturing sector was the engine of
Singapore's growth. In the 1980s, it was accompanied by financial services. The share
of exports of the manufacturing sector to GDP increased from 9.4% in the early 1960s
to 66.5% in the late 1970s. (World Trade Organization, 1996, Vol. 1, p. 5) Huff (1999)
identified six characteristics of Singapore's long-term economic performance: sustained
rapid growth, strong export orientation, high savings and investment, low inflation,
small government consumption and fundamental structural transformation (Huff,
1999). Quah (2018) analyzes what was behind Singapore's economic success. He made
the following findings:

1. Lee Kuan Yew’s leadership - Thanks to Lee Kuan Yew's
pragmatic and purposeful leadership, Singapore has become
a country as we know it today. He was able to balance the
needs of the state even in difficult times of separation from
Malaysia. Lee Kuan Yew was known for his consistency
and unwavering commitment to improving life in
Singapore.

2. effective public bureaucracy - The state works properly
only if the state administration works efficiently. The World
Bank defines government efficiency as “the quality of
public service provision, the quality of the bureaucracy, the
competence of civil servants, the independence of the civil
service from political pressures, and the credibility of the
government’s commitment to policies” (Kaufmann et al.,
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2004, p. 3). Singapore has been showing very favorable
results in terms of government efficiency for a long time,
which indicates an excellent state of public administration.

3. anti-corruption policies - During the British colonial
government, corruption was a serious problem, which
deepened significantly during the Japanese occupation.
Acceptance of corruption in the post-war period by civilian
employees due to low wages, lack of control by their
superiors, high inflation rates helped to significantly spread
corruption (Quah, 1982, pp. 161-162). After the leaders of
the People's Action Party assume the office, they expressed
enough political will to adopt the Prevention of Corruption
Act on June 17, 1960. (Quah, 2007, pp. 9)

4. education and competitive compensation - For
Singapore, which is not known for its minerals, it was
necessary to compensate for its disadvantage in other ways.
Large investments in education have enabled the country to
increase the skills of its population, attracting young and
skilled people to whom they could offer a competitive
salary. In the long run, investment in education has resulted
in increased school enrollment rates and significant success
in international assessments.

5. policy diffusion -  Politics in Singapore has been
characterized by an effort to learn from the past and the
mistakes made by previous governments, along with efforts
to draw on experience from other countries. As a result of
this diffusion, the right political decisions were taken and
adapted to the conditions of Singapore. (Quah, 2018)

3 The competitive position of the region

Singapore is currently one of the most important banking and financial centers in the
world. Typical features of modern Singapore are skyscrapers and modern architecture.
In the previous section, we summarized Singapore's economic development and
assessed what was behind the country's economic success. But how will Singapore and
the Southeast Asia region itself compete globally? As can be seen in Figures 2 and 3,
both the WEF and the IMD identify Singapore as the most competitive economy.
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Figure 2: The Global Competitiveness Index 4.0 2019 Rankings.
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As we can see in Figure 2, Singapore has improved its position and reached
the top position as the world's most competitive economy among 141 economies. He
scored 84.8 out of 100 points and overtook the USA. The last time Singapore took the
top position was in 1999. USA lost 2 points on year-on-year basis and fell to 83.7 due
to the ongoing trade war with China, which cost them first place in the rankings.

Figure 3: IMD World Competitivness Ranking 2020.
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Singapore also ranked first in te report published by the IMD. (Figure 3) Due
to the differences in the methodology and approach to the evaluation of hard and soft
data, the order and representation of states in the IMD ranking is different. Japan, for
example, is not ranked among the 10 most competitive economies in the IMD, and the
US economy is ranked 10th, with a significant year-on-year decline by seven positions.
On the other hand, the highest year-on-year increase was achieved by Denmark, which
rose from 8th position in 2019 to 2nd place in 2020.

Figure 4: Competitiveness gap within regions.
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The region of Southeast Asia is very diverse and includes both poor and rich
advanced economies. As stated in Figure 4, there are stark differences between top and
worst performer in East Asia and Middle East. The East Asia-Pacific region reveals the
widest competitiveness gap, however achieves the highest median score, which means
that most of the countries represented in the region achieve above-average levels of
competitiveness. In contrast, the sub-Saharan region is the worst, as its median is only
46.3 and 17 of the 34 countries are part at the bottom 20 in the GCI 4.0 rankings.

Conclusions

Singapore has been able to transform the economy in an incredible way in just a few
decades. Foreign capital and investment in education are one of the pillars of
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Singapore's success. For many years, the country achieved rapid economic growth and
became one of the most important export and manufacture hubs in the world. Without
Lee Kuan Yew's clear goal and leadership, the country would not be where it is now.
Singapore's economic miracle is impossible to apply to any country in the world. Each
country has unique conditions, economic structure, geographical, natural and political
conditions, so it cannot be assumed that what worked in Singapore will automatically
function in any other country.

However, there are some lessons to be learned from Singapore's economic
development. With a clear vision, investment in science, research and measures to
improve the business environment, any country can improve its competitive position.
The current decade will give us answers to the question of the direction in which
Singauru's economy will continue and whether it will be able to maintain its position
as the world's most competitive economy in the long term.
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Abstract. This paper is aimed at performing sentiment analysis as a way how to
save time and make better trading decisions for traders. We are focusing on real-
life usable sentiment analysis based on Twitter’s data from their tweets. An
analyzed financial asset is a financial innovative instrument (FinTech) bitcoin
and as a representative of decentralized currency Twitter is the biggest
cryptocurrency community space. As there is a priority for an analyzed solution
to be feasible for non-institutional traders, therefore, an open-source Valence
Aware Dictionary for Sentiment Reasoning (VADER) approach is used to
execute sentiment analysis as it is efficient in terms of time, computational power
and needed coding skills. VADER has been created as primarily Python-library,
therefore to build our code, connect the code with Twitter’s API to extract data
from posts, and to set up the lexicon and rule-based sentiment analysis tool
VADER we are using a Python programming language. To see the perspective
of what should we expect from the results of sentiment analysis we will look at
bitcoin and its recent price development from a technical point of view. By doing
so this paper will look at relationship between intraday price movements of
bitcoin and its sentiment on social media Twitter.

Keywords: sentiment analysis, vader, bitcoin.

JEL classification: C88, G41

1 Introduction

There is a large amount of data generated in finance and trading every day. Data that
comes in form of brake news, figure releases, official information, or even fake updates,
which impact the public (as well as institutional) opinion on given financial asset, the
decision to buy, sell or hold and by that impact its price.
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Therefore it is of great importance for every trader keeping in track of the latest
articles, updates to have all the information possible to ensure the best possible call in
placing orders, and thus processing this news takes up a big part of the trader’s day.

Sentiment analysis can be used not only as a way to improve customer service, in
the marketing of products, etc. but also in recent years it has been the way how a trader
can automate the process of staying informed in the world of financial news. It has been
observed that even the sentiment on social media has the power to impact the prices of
financial assets.

After Elon Musk tweeted about a new product line Tesla's shares increased by 4%
which meant a growth of $1 billion in its market capitalization (Marketwatch, 2015).
Elon Musk also tweeted that Tesla goes bankrupt as an April fools” prank which meant
a 7% price drop in its stock prices during the next trading day (Washingtonpost, 2018).

This can show us how important social media and so-called influencers in today’s
world are. Social media are much more important in the case of this paper as we will
be focused in our sentiment analysis on a bitcoin as a financial asset and representative
of a financial innovative instrument (FinTech), which is lacking official statements,
news as bitcoin is created as decentralized. The biggest digital (crypto) currency
community is on social media Twitter.

2 Sentiment analysis

Sentiment analysis often called also an opinion mining, is an active area of study in the
field of natural language processing that is focused on the analysis of people's opinions,
sentiments, evaluations, attitudes, and emotions via the computational treatment of
subjectivity in text. It is a text analysis method that detects polarity (positive, neutral,
or negative) throughout the text that could be done in a whole document, paragraph,
sentence, or even just in a tweet on social media (Pedrycz, Chen, 2016).

Sentiment Analysis is also useful for practitioners, scholars, and researchers,
especially in fields like economics, finance, sociology, marketing, advertising,
psychology, and political science, which rely a lot on human-computer interaction data.

In short, sentiment analysis can be used to:

e analyzing posts on social media over a period of time to detect the sentiment
of a specific audience,

e to monitor social media mentions of a brand and automatically categorize by
the urgency in change,

e automatically route social media mentions to team members of service that are
best fit to respond,

e automate any or all of these processes,

e gain deep insights into what’s happening across your social media channels
(for investing in financial markets purposes) (Hutto, Gilbert, 2014).

There are two approaches for sentiment analysis that are commonly used, referred
to as Machine Learning Approach and Lexicon-based Approach.

When using a machine learning approach, at the beginning we need classified (often
extensive) training data which can be sometimes troublesome to acquire. Then an
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algorithm will be trained on using this data, in order to learn the algorithm ability to
predict the classification of unseen data.

Second, the machine learning approach depends on the training set to represent all
needed features for test on unseen data (at least all features that will be in an unseen
part of the dataset and often that is not the case especially with social media).

Large amounts of data needed for machine learning algorithms are computationally
expensive in terms of CPU processing, memory requirements, and time for
training/classification which is a problem for real-life investing.

According to Hutto and Gilbert (2014) machine learning algorithms often derive
features from a black box that humans cannot explain and are therefore difficult to
modify.

In this paper, we will be using a lexicon-based approach which is based on a
dictionary of words together with their polarity. The advantage of using the lexicon-
based approach is that the list of sentiment words and their polarity can be searched
very quickly, data do not need to be labeled, there is no need for training data and it is
computational friendlier than other sentiment analysis methods (Annett, Kondrak,
2008).

2.1  Valence Aware Dictionary for Sentiment Reasoning (VADER)

Valence Aware Dictionary and Sentiment Reasoner is a rule/lexicon-based, open-
source sentiment analyzer pre-built library, protected under the MIT license. The
sentiment analysis model using VADER is sensitive to both polarity (positive, negative,
and neutral) and intensity (strength) of the emotion of the text. It is available in the
NLTK package since 2014 and can be applied directly to unlabeled text data that means
unlike other sentiment analysis methods that require training on the related text before
use, VADER is ready to go for analysis without any special setup.

VADER sentimental analysis relies on a dictionary that looks for lexical features to
emotion intensities known as sentiment scores and based on the compound score (set
inside of the analysis) VADER will define if the text is negative, neutral, or positive.
For example, a score for a word “comfort” is lower (positive) than for “euphoria”. The
final sentiment score of the text is then obtained as a sum of the intensity of each word
in the analyzed text.

VADER is able to understand the basic context of analyzed words, and as “love” is
a word with a high positive score, the phrase “did not love” is recognized as a negative
statement with a high negative score. It also attempts to capture and score textual
features common in an informal online text such as capitalizations, exclamation points,
and emoticons which is ideal for social media use.

VADER has a lot of advantages over traditional methods of sentiment analysis
which could be summed up as it:

e provides best in the class results in social media type text sentiment
analysis,

e doesn’t need training data but is constructed from a generalizable, valence-
based, human-curated gold standard sentiment lexicon,

e s fast enough to be used online with streaming data,
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o does not severely suffer from a speed-performance tradeoff (Hutto, Gilbert,
2014).

Like any sentiment analysis tool, VADER should be evaluated critically and in
the context of the assumptions, it makes about communication. VADER was developed
in the mid-2010s primarily to analyze the English language on social media sites
(Twitter). The context of posts on social media is mostly informal and contains
language and feature usage patterns that differ from formal statements, articles, or other
formal communication.

However, VADER was also developed as a general-purpose sentiment analyzer,
and the Hutto and Gilbert’s (2014) initial study shows that it compares favorably
against tools that have been trained for specific domains, use specialized lexicons, or
resource-heavy machine learning techniques or even against humans.

3 Methodology

The first thing we need to do to get started is getting credentials to use the official
Twitter API (Application Programming Interface). To accomplish that we need to have
a Twitter account and make the request with all the necessary information to upgrade
it to a developer account. After successful registration and confirmation (which could
take days) we are able to access Twitter's developer portal and create an app for which
we will be given keys and tokens which are essential for communication of our Python
code with Twitter's API.

]

import twitter

import os

import datetime

import nltk

import re

import matplotlib.pyplot as plt

import seaborn as sns

from nltk.sentiment.vader import SentimentIntensityfnalyzer

[t

[
[x2]

I
Wb Ll pa

16 CONSUMER _KEY = " swB4uExooooooonooooooea'z
17 CONSUMER_SECRET = 'UuDX55aaoaoooaooaoaooaoaooanannonaaoood Sk 2Ug |

18 ACCESS_TOKEN = "984244:0:0000000000000000000000nanaanaaaaodY XmB KUp L8 9VuF '
19 ACCESS_SECRET = "hkSAJTxOVoooooeooooooeoconasdidAt2gMqZyz 7

22 api = twitter.Api{consumer_key=CONSUMER_KEY,

23 consumer_secret=CONSUMER_SECRET,
24 access_token_key=ACCESS_TOKEN,

25 access_token_secret=ACCESS_SECRET,
26 tweet mode="extended”, )

28 keywords = ["Bitcoin"]

29 keywords = ["BTC"]

38 keywords = ["XBT"]
Fig. 1. Setting up Twitter API in Python. Source: own processing
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In Figure 1 we can see what libraries we will be using in our code with most important
libraries Twitter and NLTK. The Twitter library provides a pure Python interface for
the Twitter API (Python-twitter, 2020).

VADER has been included in the NLTK package itself. Module NLTK is used for
natural language processing. NLTK is an acronym for Natural Language Toolkit and is
one of the leading platforms for working with human language data.

These are the main libraries that we have used in our coding process in Python but
it is not all of them. We have used Anaconda Distribution as an open-source data
science platform that not only has a lot of science packages, libraries pre-installed but
also makes searching and installing other necessary science packages simple and
straightforward directly through anaconda’s environment.

Last but not least we have used Spyder as a Python IDE development environment
that makes possible advanced editing, interactive testing, debugging, and more.
Choosing a Python development environment is an only subjective matter and therefore
you can use any development environment that suits your preferences as VADER has
been primarily developed as a library for Python but it also can be used with R, C#,
Java, PHP and other.

When using Twitter data through their API there are some limitations that need to
be taken into the consideration before building sentiment analysis. It is important to
know that Twitter's API is focused on relevance and not completeness. This means that
some tweets and users may be missing from search results. Not all tweets will be
indexed or made available via Twitter’s API search. Also, every day thousands of
developers make requests to the Twitter developer platform. To help manage the sheer
volume of these requests (and also because of security issues), limits are placed on the
number of requests that can be made (Twitter, 2020).

This limit is 180 requests per 15-minute window (free user). For per-user
authentication and per request, maximum of 100 tweets can be asked, which gives a
total of 18 000 tweets per 15-minute window. Which is enough when we take into
consideration that every day more than 500 000 new tweets are created, when we want
to use tweets to create sentiment analysis for real-life investing we need an immediate
result of analysis and therefore unless we have a super-fast internet connection and
downloading huge amounts of data is no issue and we have a super-fast computer (in
terms of computation power CPU, memory, etc.), we will have to limit the number of
tweets that we will use to get the sentiment analysis usable for day traders and even for
scalpers.

The last thing that we need to set up for VADER sentiment analysis for it to work is
compound scores for negative, neutral, and positive sentiment so the algorithm will
know in which category based on the score the tweet should be placed. The chosen
values are:

e positive sentiment: compound score > 0.05,
e neutral sentiment: (-0.05 < compound score < 0.05),
e negative sentiment: compound score < -0.05.
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4 Results

To be able to fully understand the results of our sentiment analysis first we have to look
at the current situation of the crypto market and bitcoin prices. Based on the price
development in recent days and weeks (time of writing 06.08.2020), from a mid-term
to long-term perspective bitcoin price development looks “bullish”. The closing price
of July’s monthly candle at 11355.30 BTC/USD means that bitcoin broke substantial
monthly resistance around the level of 10750 BTC/USD and it represents the highest
closing price since December 2017 which was the month when bitcoin achieved its
ATH (All-Time High) of 19776.99 BTC/USD.

Since then the bitcoin was in a bear trend (downtrend), together with low of bitcoin
price 3126.36 BTC/USD in December 2018 and low 3892.74 BTC/USD in March 2020
after rise of bitcoin prices with high of 13854.63 BTC/USD in Jun 2019, July’s monthly
close represents higher high on the monthly chart and from a technical point of view,
this price development suggests that low of this bear cycle is in (together with March
2020 capitulation low) and bitcoin is in next phase of accumulation and growth which
should take the bitcoin price to the new ATH.
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Fig. 2. Daily chart of BTC/USD 06.08.2020. Source: https://www.tradingview.coni/

However, from our sentiment analysis point of view (because of the data limitation on
Twitter API platform) more important role for us represents immediate price
development on low time frames and therefore sentiment analysis is more usable for
day traders and scalpers who place several trades during one day. That means that it is
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possible to achieve negative sentiment with this type of analysis even though the mid-
term, long-term prices are “bullish” when there would be immediate price drop during
the day as the sentiment analysis algorithm is fed with data from Twitter API which is
looking at the last 100 tweets that have been written respecting set condition in our
Python code per one request (security measures for the stability of provided API by
Twitter).

At the time of our analysis the bitcoin was +0.65% in a day to day price at 11832.83
BTC /USD, but more importantly for our expectations of sentiment analysis is that price
was climbing back from daily low 11578.39 BTC/USD. We can also look at RSI
(Relative Strength Index) which is on a daily chart in “overbought” territory above the
70% level. According to Richard A. Fell (2017), the RSI indicator can stay in the
overbought region for extended periods of time while a trading asset is in an uptrend
and therefore can be used to determine the trend of an asset.

As a result from the short-term as well as longer-term perspective technically
speaking, we can expect sentiment analysis to be positive regarding to the bitcoin as an
asset with the biggest market capitalization in the crypto market.

0 TWEET SENTIMENT: KEYWORD
BITCOIN 06.08.20 02%
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23%
0,
20% 15%
10%
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Fig. 3. Tweet sentiment Bitcoin 06.08.2020. Source: own processing based on Twitter
data

Our sentiment analysis was created to find a distribution of tweets into a negative,
neutral, and positive category based on written tweets by individual authors using
Vader sentiment evaluator.
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To have a reference point for comparing results, sentiment analysis was divided into
three separate parts each with a single keyword to match the tweets.

First sentiment analysis was done by using word “Bitcoin” as it is a name of the
financial asset that we would like to be trading. We can see in Figure 3 that sentiment
on social media Twitter on the time of writing was positive with only 15% negative
tweets according to the algorithm.

The second part of sentiment analysis was created with “BTC” as a keyword. Word
BTC was selected as it is a ticker symbol for bitcoin on most of the exchanges where
bitcoin is traded. In the second case, the distribution was even more directional towards
positive sentiment with only 11% negative and 25% neutral tweets respectively.

70 TWEET SENTIMENT: KEYWOF6{4O[/)

. C 06.08.
50%
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20%
11%
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negative neutral positive
Fig. 4. Tweet sentiment BTC 06.08.2020. Source: own processing based on Twitter
data

The last part of sentiment analysis was built on the keyword “XBT”. XBT represents a
ticker symbol for bitcoin that is mainly used on the BitMEX cryptocurrency
exchange and derivative trading platform. Results of tweet sentiment analysis using
XBT as a keyword complement the rest of the analysis in terms of the highest number
of tweets had positive sentiment however number of neutral and negative tweets was
reversed.

The results of sentiment analysis are in agreement with predicted sentiment based
on technical analysis.

When creating sentiment analysis without limitations of provided data or using a
sample formed of a greater number of keywords, we would also use aggregated
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graphical display of results as can be seen in Figure 6, to ensure that the trading decision
will not be made based on extreme values or errors.

ox TWEET SENTIMENT: KEYWORD
XBT 06.08.20

50%
40%
30% 28%
20% 16%

10%

0%

negative neutral positive
Fig. 5. Tweet sentiment XBT 06.08.2020. Source: own processing based on Twitter
data

TWEET SENTIMENT AGGREGATED
BITCOIN, BTC, XBT
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Fig. 6. Aggregated tweet sentiment 06.08.2020. Source: own processing based on
Twitter data
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5 Conclusion

Expectations that sentiment level on social media Twitter is related to bitcoin price
change was confirmed on this paper’s sentiment analysis and presented results. The
results of sentiment analysis based on tweets tweeted on 06.08.2020 are in agreement
with predicted sentiment based on technical analysis and intraday 06.08.2020 price
movements of bitcoin that was rising at the analyzed time. Conducting presented
sentiment analysis at different times was not in the scope of this paper as the
relationship between sentiment and price of a financial asset has to be done not only
from the social media data but also from a price development of analyzed asset at an
analyzed time as was done on our example from 06.08.2020.

The presented approach for analyzing current sentiment on financial markets can be
used even for non-institutional traders as programming VADER application in Python
is user-friendly thanks to the NLTK package that includes the most important parts of
the VADER application.

Performing sentiment analysis simultaneously with technical analysis of price
movement enables the trader to have more information about the situation at financial
markets and thus allows the trader to make a better and faster decision in buying,
selling, or holding the position.
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Abstract. The aim of this paper is to define and compare the three-phase and
four-phase process of the control in management based on research of scientific
and professional literature through the opinions of domestic and foreign authors.
In this paper, the first group of authors describes the control process as a three-
phase process, which consists of different steps depending on the opinion of an
author. In addition to the fact that the individual steps differ from each other in
terms of content, they are also distinguished from each other in terms of time.
The second group of authors characterizes the control process as a process
consisting of four steps. This group of authors agrees on the individual steps both
in terms of content and time. By studying several domestic and foreign sources,
through analogy, analysis, synthesis, and comparison, we were able to create an
overview of the research areas and defined the basic areas of control process in
management.
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1 Introduction

One of the frequently discussed issues in the field of management and business is the
topic of managerial functions. The authors, who describe the basic managerial
functions, indicate different approaches on the division of these functions. In
managerial terminology is often recognized the division according to Henri Fayol
(1917), who states that the basic functions of a manager include planning, organizing,
personnel planning, management, and control.

As we state, control is therefore one of the five basic managerial functions.
Compared to other management functions, less attention is often paid to control in the
professional literature. It is due to the fact the most theorists and managers perceive
control as the last stage of management and can therefore be considered less important.
However, it is closely linked to other functions and is an integral part of planning,
decision-making and organization. The word "control" often leads to negative
emotions. For many people, control means, above all, limitations, pressure, lack of
independence. However, when used properly, control has several positive effects,
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including ensuring the efficiency of plans, the efficiency of the entire organization, the
effectiveness of business processes, feedback and associated decision support, and so
on.

Control provides feedback on the processes carried out and therefore, if a company
wants to be competitive and successful, it cannot consider control as less important and
must pay due attention to it. Even though we can no longer change what happened in
the past, we can avoid the same or similar mistakes in the future and thus prevent the
occurrence of excessive damage or unwanted conditions. It is during planning that goals
are set, which become standards against which performance is assessed. If performance
differs from the standard, corrective action is taken, which may include the
development of new plans or setting new standards. The aim of this paper is to define
and compare the phases of control process in management.

2 Theoretical background

Misun and Mistinova Hudakova (2017) state that the management activity of control is
a sequence of several steps. Based on the studied foreign and domestic literature, we
came to the conclusion that the individual steps of the control process are most often
mentioned in the following two basic schemes - while in the first case the authors
describe the control process through three steps, the second group of authors mention
in their publications up to four steps of the control process.

2.1  Control as a three-phase process

Authors who perceive the control process as a three-step process include Robbins and
Coulter (2018), Certo and Certo (2016), Williams (2017), Leonard and Trusty (2016),
and others. These authors define the control process as a three-phase process, the steps
of which differ depending on the individual authors. In Table 1, we have created a brief
overview with the steps of the control process according to the mentioned authors.

Table 1. Steps of control process according to the authors.

Author, year of . .
publication First step Second step Third step
Certo and Certo Measuring Comparing measured Taking corrective
performance to -
(2016) performance action
standards
Leonard and Trusty Setting standards Measuring Tal_<|ng corrective
(2016) performance action
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Comparing measured

Robbins and Coulter | Measuring performance to

Taking corrective

(2018) performance standards action
Comparing measured Taking corrective
Williams (2017) Setting standards performance to g

standards action

Source: own processing.

Based on the above table, we can state that the authors, who perceive the control process
as three-phase, do not completely agree on the individual steps of the control process,
except for the last phase. The biggest differences can be seen in the perception of the
first step of the control process. While Certoand  Certo  (2016)
and Robbins and Coulter (2018) state that the first step in the control process is
performance measurement, Leonard and Trusty (2016) and Williams (2017) consider
setting standards as the first step in the process. The control process according
to Certo and Certo (2016) and Robbins and Coulter (2018) assumes that performance
standards already exist. These are the specific objectives set during the planning
process. Therefore, the first step in the control process is to measure the actual
performance.

The second step of the control process according to Certo and Certo (2016), Robbins
and Coulter (2018) and Williams (2017) is to compare the actual performance with the
standard. The authors Leonard and Trusty (2016) have a different opinion. They
consider performance measurement as the second step of the control process - authors
such as Robbins and Coulter (2018) and Certo and Certo (2016) consider this step as
the initial one. Williams (2017), unlike others, does not mention a step called
performance measurement. This is caused by not considering measuring performance
as a separate phase of the control process, but as part of the second step, which is to
compare actual performance.

The third step of the control process was interpreted in the same way by all the
mentioned authors, who perceive this process as three-phase - it is the implementation
of corrective actions.

The content of the individual steps of the control process is generally very similar
to the same. The differences are mainly in the order of individual applied steps of the
control process. We will state what the specific content of individual steps is in chapter
2.3 Steps of the control process.

2.2 Control as a four-phase process

Authors such as Bateman et al. (2019), Jones and George (2019), Schermerhorn and
Bachrach (2018), Dyck et al. (2017), Griffin (2016), Kinicki and Williams (2016) can
be included in this group. All these authors agree that the control process consists of
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four basic steps and agree on the sequence and content of the individual steps. For a
clear display, we have created the following diagram, which we will show in Figure 1.

1.

Setting
standards

2.

Measuring
performance

4.

Taking
corrective
actions

Fig. 3. Steps of control process. Source: own processing.

As we have indicated in the figure 1, among the general stages of the control process
mentioned by the mentioned authors, we include:

1. setting standards,

2. measuring performance,

3. comparing measured performance to standards,
4. taking corrective actions.

Agarwal (1982) states that all the mentioned steps of the control process are
interdependent. A change in one part of the control process also affects the other
parts. An example is a corrective action that includes a revision of the standards. This
revision shows that they are changing and thus affecting the whole part of the control
process.
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2.3 Steps of the control process in management

Setting Standards

The control standard, or performance standard, is the required level of performance for
a given goal. Standards can be set for almost anything, although they are best
measurable when they can be quantified (Kinicki and Williams, 2016).

Leonard and Trusty (2016) state that standards can be defined as units of measure
or criteria against which performance or results are assessed. Standards are goals - they
are criteria whose performance is compared to achieve goals. Standards must be set
before the activity itself begins or when a particular service or product is completed.
Leonard and Trusty (2016) introduced two basic areas of standard types depending on
the areas of performance or results to be measured:

« Material standards: performance targets for results that are identifiable and
measurable. These standards can be set, for example, for measuring the quantity of
production, the quality of production, market share, labor costs, overheads and time
spent producing the unit or providing the service.

* Intangible standards: are the objectives of non-physical outcomes; these
standards may cover areas such as the reputation of the organization, the level of
employee involvement or the quality of care in the healthcare facility.

Schermerhorn and Bachrach (2018) distinguish two types of standards:

e output standards - the actual results of the work are measured through these
standards. Examples include earnings per share, revenue growth, or market share as
standards for measuring business performance, output, cost, time, or error rate.

e input standards (input) - is a measure of work effort and are useful if the
outcomes are difficult or expensive to measure. Such a standard in the workplace can
be e.g. compliance with rules and procedures, resource efficiency and attendance at
work or punctuality.

Jones and George (2019) note that managers must be careful in choosing
performance standards that allow them to assess how the company is doing. If managers
focus closely on only one standard (for example, production efficiency) and ignore
other standards, even though they have the best of intentions, they can harm the
organization.

Measuring performance

According to Certo and Certo (2016) and Robbins and Coulter (2018), the control
process begins with the actual measurement of actual performance. As mentioned
above, it assumes that performance standards already exist. These are the specific
objectives set during the planning process. Therefore, the first step in the control
process is to measure the actual performance.
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Once managers have decided which standards or goals to use for evaluation, the next
step is to measure actual performance. Accurate and up-to-date measurement is
essential to find out the differences between what is really happening and what was
originally planned (Schermerhorn and Bachrach, 2018).

Performance measurement is a constant and continuous activity for most
organizations. For the control to be effective, performance measures must be in place.
Daily, weekly, and monthly sales data measure sales performance. Production
performance can be expressed in unit costs, product quality or volume produced.
Employee performance is often measured in terms of quality or quantity of production,
but for many jobs, measuring performance is not that simple (Griffin, 2016)

To determine what the actual performance is, the manager must first obtain
information about what he will measure. As mentioned in the previous subchapter, it is
necessary to determine what we will measure - and with that comes the choice of
standard. We can measure, for example, the already mentioned costs, quality, volume,
but also the company's reputation, product quality or customer satisfaction. An
important question in measuring actual performance is also "how to measure". The
answer to this question is four basic sources from which performance data are derived
(Robbins and Coulter, 2018):

. written reports - include reports usually prepared on a computer. Computer
data collection and analytical capabilities reduce the cost of large and small companies
for this type of data. It can collect a huge amount of performance data. The advantage
is also formality, the disadvantage can be considered the length of their preparation.

. spoken, verbal messages - an example of such messages could be a situation
where the seller contacts his manager at the end of the working day in order to report
the results, problems or reactions of customers during the day. The manager may ask
questions to obtain further information or clarify any misunderstandings. If necessary,
the discussion may provoke a preliminary correction. The advantage is speed and
efficiency. It can be considered a shortcoming that these messages are not documented
and can be filtered.

. personal observation - means going to the area where the activities take place
and watching what is happening. Managers can directly monitor working methods, non-
verbal signals, and the activities of their employees. Personal observation provides a
detailed picture of what is happening, but it has certain disadvantages. It does not
provide quantifiable data; limited information is usually general and subjective.
However, many managers still believe in the value of direct observation. However, the
disadvantage is the time and constraint and the associated possibility of distrust.

. statistical reports - the advantages are easy visualization or efficiency for
pointing out relationships. The disadvantage may be the ignorance of subjective
influences or the provision of limited information.

Majtan (2008) states that measuring actual performance can solve the following
tasks:
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. can determine the relative degree of success or failure,
. can provide an overview of how the organization worked during the period,

. helps to get an idea of the activities of your own organization in comparison
with another organization.

Comparison of actual performance with the standard

According to Bateman et al. (2019) a manager armed with relevant data can evaluate
performance. In some activities, small deviations from the standard are acceptable,
while in other cases even a slight deviation may be serious. In many manufacturing
processes, a significant deviation in any direction is completely unacceptable. In other
cases, a deviation in one direction, such as sales or customer satisfaction that falls below
the target level, is a problem, but a deviation in the opposite direction, when it exceeds
the sales goal or customer expectations, means that employees deliver better results
than expected.

Schermerhorn and Bachrach (2018) proposed an equation for this phase of the
control process:

Need to act = desired performance - actual performance

This equation states that if the actual condition is lower than required, there is a
certain threat or deficiency. If the actual condition is higher than the standard, there is
an opportunity for discovery.

Jones and George (2019) state that during this step, managers assess whether and to
what extent performance differs from the performance of selected standards. If
performance is higher than expected, managers may choose to set performance
standards higher. However, if the performance is too low and the standards,
respectively standards have not been met, or if the standards have been set so high that
employees could not meet them, managers must decide whether corrective action
should be taken and, if so, what. Often, however, the reasons for poor performance are
difficult to identify.

Griffin (2016) states that the time aspect is an important aspect of comparing actual
performance with the standard. This time aspect depends on various factors, including
the importance and complexity of what is being controlled. For longer time horizons
and higher standards, an annual comparison may be appropriate. In other
circumstances, more frequent comparisons are needed.
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Taking corrective action

After comparing actual performance with established performance standards, the
next step is to take corrective action if necessary. Before that, however, it is important
to understand why the set standard has not been met. Managers should make sure that
the standards they use have been set correctly and that their measurement of an
organization's performance is valid and reliable.

Griffin (2016) states that there are three general possibilities at this stage:

1. maintain the current state - this option is characteristic of the situation when the
detected actual performance reaches the level of the set standards. If performance meets
set standards, managers should provide any form of reward to their employees, even if
only in verbal praise, to reinforce this desirable behavior. Unfortunately, it is much
more likely that the standards are not met, a deviation occurs, and corrective activity is
needed.

2. make a correction due to the deviation - this situation is one of the biggest
challenges in the control process. Corrective action depends on the discovery of the
deviation and the manager's ability to implement this necessary corrective action. They
also depend on what the deviation is and what factors affect the company. People who
are responsible for implementing corrective action must know that they are responsible
for the action and that they have the authority to take it. The job descriptions and
specifications of these managers themselves must include specific statements defining
these two requirements. Otherwise, the control function will not be able to use its
potential to contribute to organizational performance.

3. change standards - a change to an established standard is usually required if this
standard was initially set too low or too high. This situation is evident if the high number
of employees normally exceeds the standard level with a large margin, or vice versa, if
none of the employees has ever met the standard. Also, the standards that seemed
appropriate for implementation may need to be adjusted if circumstances have changed
since then.

3 Research design

The aim of this paper is to define and compare the three-phase and four-phase process
of the control in management. By studying several domestic and foreign sources, we
gained a comprehensive overview of the topic. Through analogy, analysis, synthesis,
and comparison, we were able to create an overview of the researched areas and define
the basic steps of the control process in management. We obtained all the necessary
information on the issue from the study literature, where a substantial part of the sources
were foreign authors, but we also used knowledge from Slovak authors. Study literature
was available in the form of book publications.
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4 Results and discussions

In this paper, we have listed two basic schemes that are most often applied in the control
process. The first group of authors who perceive the control process as three-phase
include, for example, Robbins and Coulter (2018), Certo and Certo (2016), Williams
(2017), Leonard and Trusty (2016) and others. Apart from the last phase, these authors
do not completely agree on the individual steps of the control process. The biggest
differences can be seen in the perception of the first step. While Certo and Certo (2016)
and Robbins and Coulter (2018) state that the first step is to measure performance,
Leonard and Trusty (2016) and Williams (2017) consider setting standards as the first
step in the control process. The control process according to Certo and Certo (2016)
and Robbins and Coulter (2018) assumes that performance standards already exist.
These are the specific objectives set during the planning process. Therefore, the first
step in the control process is to measure the actual performance. The second step of the
control process according to Certo and Certo (2016), Robbins and Coulter (2018) and
Williams (2017) is to compare the actual performance with the standard. Authors
Leonard and Trusty (2016) have a different opinion, who consider performance
measurement as the second step - authors such as Robbins and Coulter (2018) and Certo
and Certo (2016) consider this step as the initial one. Williams (2017), unlike others,
does not mention a step called performance measurement. This is because it does not
consider power measurement as a separate phase of the control process, but as part of
the second step, which is to compare actual performance. The third step of the control
process was interpreted in the same way by all the mentioned authors, who perceive
this process as three-phase - it is the actual implementation of corrective measures.

The second group of authors characterizes the control process as a process consisting
of four steps. Authors such as Bateman et al. (2019), Jones and George (2019),
Schermerhorn and Bachrach (2018), Dyck et al. (2017), Griffin (2016), Kinicki and
Williams (2016) are included in this group. All these authors agree that the control
process consists of four basic steps and agree on the sequence and content of the
individual steps. They consider the determination of the control standard to be the first
phase of the control process, and the measurement of the actual power continues,
followed by a comparison of the actual power with the standard. The control process is
completed by the last phase, which is to take corrective action if necessary.

The content of the individual steps of the control process is generally similar to the
same. Differences are mainly in the order of individual applied steps of the control
process. In addition to the fact that the individual steps differ from each other in terms
of content, they are also distinguished from each other in terms of time. The study of
the mentioned literature leads to the conclusion that it is not so important to name the
individual phases of the control process, but the most important is the content of this
complex process, on which the mentioned authors and authors of this paper ultimately
agree.
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5 Conclusion

At the end of the article, we state that the process of managerial control at all levels of
management of the organization is still an actual issue. It is the subject of research by
many theorists who focus on defining the control process and its individual steps.
Control is a critical function in any organization, as failure to meet established
performance standards can have negative, even catastrophic, consequences. Improper
quality control can result in angry customers, insufficient cost control can lead to
reduced profitability and possibly even loss or bankruptcy. The list of possible
problems associated with insufficient control is almost limitless. All these problems
point to the fact that improving the efficiency and quality of operations is practically
impossible without strict control mechanisms and pre-established standards. Managers
consistently plan their goals and how to achieve them. They therefore need to
complement the planning activity with a control activity - checking that the work is
being carried out according to plan and, if necessary, taking corrective action. The
sooner the company's management notices deviations, the easier it is to bring the
performance into line with the plan.
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Abstract. Growing retail loans have become an increasingly discussed theme in
recent years all over the world. Its importance is mainly linked with assessing
future economic growth and maintaining financial stability of the economic
system inside the country. This topic is especially relevant in the conditions of
the Slovak Republic, because we have recently seen the highest growth rates of
loans to households in the European Union, which makes it one of the biggest
trends in the Slovak banking sector. In this context, we try to answer questions
concerning the quantitative as well as the qualitative aspect of this phenomenon.
This paper takes a closer look at the development of the household debt in Slovak
economy and explores determinants leading to its excessive growth. Our analysis
shows, that average wages and housing prices positively correlate to household
debt. Unemployment and interest rates on the other hand show negative
correlation to household debt.

Keywords: Indebtedness, households, debt, loans, regulation, Slovak banking
sector, credit to households

JEL classification: G21, R29

1 Introduction

During the last 10 years, Slovak economy has experienced rapid growth in household
loans, by far the most of all European countries. Household debt was at the end of 2019
at 44% of gross domestic product. On the one hand, this phenomenon may suggest
convergence to countries with higher household debt as household debt is historically
higher in developed countries and it is composed primarily of housing loans. However,
over-indebtedness can weaken the economy of a country and act as a negative factor in
arecession. This is due to the fact that households are sensitive to the changes in interest
rates or job losses. As interest rates rise, so does the risk of losing the ability to repay
loans, as monthly payments increase. This applies to loans with variable rates or fixed
rates for a short time period. We can use the same analogy for job loss.
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Some papers suggest, that higher level of household debt to GDP increases
consumption and economic growth in the short term, but in the long run leads to lower
growth and higher vulnerability to fluctuations in the country’s economy as mentioned
by Lombardi, Mohanty and Shim (2017). The strength of these negative effects depends
on the current level of debt to gross domestic product. Therefore, it is very important
to monitor its developments in the conditions of Slovak economy.

In recent years, the National bank of Slovakia has prepared several macro prudential
policy restrictions, which has successfully lowered year to year debt growth. Some of
these restrictions are the maximum level of loan to value ratio, the maximum debt to
income ratio, changes in debt service to income ratio or the maximum maturity of
customer loans and mortgages.

In this paper, we look closer at the credit growth during recent years and how it is
correlated to various economic indicators, such as unemployment rate, interest rate on
household loans, prices of housing and average wages in the economy. Secondly, we
explore interventions by the National Bank of Slovakia as an effective method to deal
with growing household indebtedness.

2 Review of authors

The approach to determinants of household debt varies across studies, however it is
possible to distinguish between two sides of determinants — demand-side and supply-
side. Some of demand-side factors can be identified as interest rates, income of
households, unemployment rate or prices of households. Supply-side factors are related
to institutions and laws. Example can be credit standards for households, bank
competition or quality of law system inside the country.

Interest rates have been decreasing almost every year since the introduction of
mortgages in Slovak banking sector. According to Debelle (2004), study on data
between 1980 and 2000 suggests, that the rise of household debt is reflecting
household’s response to lower interest rates and easing of liquidity constraints.
Moreover, the greater indebtedness has made the household sector more sensitive to
changes in interest rates, income and asset prices. Finocchiaro, Nilsson, Nyberg and
Soultanaeva (2011) suggest, that in Sweden, there is some evidence, which shows that
a combination of low real interest rates and more generous LTV ratios can explain most
of the observed increase in debt.

According to Dynan and Kohn (2007), in the United States, the most important
factors behind the rise in debt have been identified as the combination of increasing
housing prices and financial innovation. Financial innovations can be described as a
process of creating new financial products, services or processes. These innovations
may open up greater opportunities for households to enter the housing market and for
home owners to liquefy their housing wealth, thereby helping them smooth
consumption of all goods and services.

We can see this trend highly growing during past years here in Slovakia. The good
example can be introducing mortgages as a product in first years of 2000, which
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practically started rapid credit growth or the introduction of the possibility to buy
various bank products via mobile app and internet banking.

Cross-country analysis done on 32-country dataset during period 1995-2011 by
Colleta, De Bonis, Piermattei (2014) suggest, that debt is greater in countries with
higher per capita GDP and household wealth. Secondly, the study found correlation
between efficiency of bankruptcy law and level of household debt, where longer time
to resolve insolvencies may indicate lower debt. Following the 2017 change in
legislation about personal bankruptcy in Slovak Republic, it has become a much more
accessible way to get rid of its debts for the general public and therefore this may have
also caused rise in credit growth during recent years.

According to Djankov, McLiesh and Shleifer (2007), the similar founding has been
made in analysis using sample of 129 countries over 25 years, where evidence shows,
that legal creditor rights and information-sharing institution are statistically significant
and quantitatively important determinants of private credit development.

The empirical study done in Australia in 2011 by Meng, Hoang and Siriwardana
(2011) shows, that rising Australian household debt is the result of a favourable
macroeconomic environment and the booming housing market. Positive expectations
of household because of economic development cause more landing and therefore debt
surges. The most important determinants are identified as GDP, housing prices and
number of new dwellings with positive correlation and interest rates, unemployment
rate and inflation rate with negative correlation.

3 Aim and methodology

The main aim of this paper is to describe the growth in household debt during recent
years and calculate its correlation to selected macroeconomic and financial indicators.
We also try point how macro-prudential policy of the National Bank of Slovakia
influences credit growth during these years.

We use data from database of the National Bank of Slovakia on quarterly basis
between 1Q2005 and 1Q2020. This dataset includes 61 observations. We perform
analysis using Microsoft Excel, Python and Jupyter notebook.

Table 1. Correlation matrix based on selected variables

Variable Description Source
Credit to Quarterly percentage change in _Ioan_s g_ranted National Bank
to households and non-profit institutions .
households of Slovakia

serving households

Quarterly percentage change in average National Bank

Interest rates

interest rates on loans for housing purchase of Slovakia

Unemployment Quarterly percentage change in National Bank
rate unemployment rate, seasonally adjusted data of Slovakia

Average wages Quarterly percentage chang(_a in gross average | National Ba_lnk
wages, seasonally adjusted data of Slovakia

Housing prices Quarterly percentage change in average price | National Be_lnk
of housing in the economy of Slovakia
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Rising interest rates slows down macroeconomic activity in the country because of
higher cost of funds. This also affects households, as their monthly payment rises,
especially in case of variable rates on loans. Constant decline in interest rates, as we
have seen in case of Slovak banking sector should on the other hand actively support
the credit growth of households and therefore be negatively correlated.

The decision of a bank on approving or disapproving loan is dependent on the
income of the applier. Positive changes in labour market, especially decreasing
unemployment rate means more income for the households and higher consumption
overall. Because of this, we expect negative correlation between unemployment rate
and credit growth.

With rising average wages in economy, households are able to apply for higher
loans. This is because of debt to income and debt service to income ratios set by
individual national banks limit appliers with lower income. Although this might not be
the case for advanced European economies with higher debt level, economies in central
or eastern Europe as Slovakia may show positive correlation between growth of wages
and growth of credit do households.

The loan amount that households need is dependent on the price of housing in the
country. Since Slovakia is one of the countries with the least developed rent market,
households tend to buy new dwellings, instead of renting them. Therefore, growing
prices of household might indicate the need for higher amount of loans and show
positive correlation with credit growth.

To sum up, as a result of our analysis, we expect credit growth to be negatively
correlated with change in unemployment rate and interest rates. Positive correlation
should be found with average wages and the price of housing.
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4 Results and discussion

Household debt to gross domestic product in the Slovak Republic has reached 44% by
the end of the year 2019. When comparing this ratio to other European countries, it is
the highest in the region of Central and Eastern Europe. In 2010 however, it was the
second lowest in the entire Europe, overtaken only by Romania. This means that Slovak
household debt has experienced significant growth over these years.
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Fig. 1. Household debt to GDP ratio in European countries — 2010 and 2018
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If we look at the percentage change of overall household debt between years 2010
and 2018, we can see that no other European country came close to growth rate in
Slovakia, which has accounted for more than 10% every year on average.
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Historically, we could see two peaks of household’s credit change in the past. The first
happened just before financial crisis, although household debt to GDP ratio was just
starting to rise during this time. This growth was caused mainly by lower interest rates,
real estate market boom and implementation of new financial products such as
mortgages. Second, more stretched growth was during recent years, starting around
2012. Its peak was recorded in 2018.
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Regarding these events, the National Bank of Slovakia decided to implement more
strict rules when applying for a loan. Tightening rules began in 2014, with changes in
customer loans and continued in 2016, when new mortgage directive was introduced.
In the 2018, the National Bank of Slovakia implemented caps on maximum loan to
value ratio (90%), maximum debt to income ratio (8 times annual net income of
household), maximum debt service to income (80%, changed in 2019 to 60%) and
maturity on loans (8 years for consumer loan and 30 years for mortgage).

If we look at annual change in selected macroeconomic and financial indicators
(Figure 4), we can see that there was major peak in change of housing prices which is
probably connected to the first peak of growth in credit to households described before.
Secondly, we can see that there is not significant change in development of these
indicators during 2019. Housing prices and average wages continued with almost same
growth. Interest rates on household loans and unemployment rate continued to
decrease, even though a little bit slower than before. This probably means, that one of
the main reasons in slowdown of new loans to households were not changes in
macroeconomic situation in Slovak economy, but rather macro-prudential changes
implemented by the National Bank of Slovakia in 2018.
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In our analysis, we have used correlation matrix to calculate linear correlation
coefficient between % change of credit to households on quarterly basis during 1Q2005
to 1Q2020 and % change in macroeconomic and financial indicators in Slovak
economy, specifically housing prices, average wages, interest rate on household loans
and unemployment rate. Analysis confirmed our hypothesis

Table 2. Correlation matrix based on selected variables. Data (NBS, 2020)
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Matrix shows positive correlation between % change of credit to households and
housing prices. The coefficient is 0,31, which means that there is low linear correlation.
Similar results have been found with unemployment rate, with correlation coefficient
at -0,4. Coefficient for correlation with interest rates is at -0,04, which means no linear
relationship between two variables.

Only variable with strong linear correlation is average wages at 0,72. This means
that change in average wages can be referred as a strong determinant when analysing
growth of the new loans to households.

5 Conclusion

Household debt in Slovakia has been rising rapidly during recent years and in 2019, its
ratio to GDP was 44%, which is the most in the central and eastern Europe. As
mentioned in Global Stability Report by International Monetary Fund (2017), there is
a trade-off between the short-term benefits of rising household debt to growth and its
medium-term costs to macroeconomic and financial stability. In the short term, an
increase in the household debt-to-GDP ratio is typically associated with higher
economic growth and lower unemployment as seen in the example of Slovak economy,
but the effects may be reversed in three to five years, where higher growth in household
debt may be associated with a greater probability of banking crises and lower economy
growth.

Fast growth in household debt during last 10 years was supported by good
macroeconomic situation in Slovak economy, especially positive development in
labour market and decreasing interest rates on household loans, which were one of the
highest in Europe in 2010, but in 2020 they are one of the lowest. In 2019, we could
see decrease in household debt growth mainly due to macro-prudential policy of the
National Bank of Slovakia, even though other macroeconomic indicators did not show
change in trend.

Based on quarterly data between 2005 and 2020, we found that there is positive
linear correlation between % change in credit to households, housing prices and average
wages meaning, that if these indicators rise, credit to households should rise too.
Negative linear correlation has been found between % change in credit to households,
interest rates on household loans and unemployment rate. In this analysis, only average
wages showed moderate to strong correlation coefficient, other indicators showed low
correlation or no linear relationship during selected years.
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Abstract. This paper aims to investigate the systematic differences in market
power estimates between most dominate estimation approaches and to assess the
determinants related to market power estimates. Meta analysis was used to
estimate the impact of the assessment approach on the magnitude of market
power index in the food supply chain. Using three different linear regression
models, we investigated the determinants of MP estimates. We have collected the
most comprehensive list of studies investigating processors’ market power index
in the food supply chains. In total, in our analysis, we use 472 unique market
power index estimates. Our results show that there is indeed a systematic
difference between the approach used and an MP estimate. Besides the estimation
approach, there is also a significant impact of the number of observations used in
a study, frequency of data collection and country of interest on the market power
index estimates.

Keywords: Market Power, Food Supply Chain, Bargaining Power

JEL classification: D43, L13, L16, L66

1 Introduction

Analysis of the market power (MP) along food supply chains have a long history in
economic literature. However, during the last few decades, it was becoming even more
and more discussable among researchers, authorities and prominent international
organisations (OECD, 2014; European Commission, 2015). One of the reasons why
analysing a market power has become such a widespread issue could be the fact that
while both consumer and producer food prices had increased rapidly during the global
food crisis in 20072008, producer prices quickly dropped below the pre-2007 level in
2009, consumer prices, however, remained high (Swinnen and Vandeplas, 2010).
Consequently, the European Commission warned of adverse long-term effects of the
oligopsony power of processors and retailers for the entire agri-food sector (European
Commission, 2009).

Despite the broad public interest, so far, there is no unified and generally
accepted estimation method of the MP level (Fatkowski et al., 2017; Sexton and Xia,
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2018). Even though that there were plenty of different approaches developed for the
market power analysis, a closer examination of the scientific literature, reveals that the
range of methods used empirically can be summarised to three main approaches:
Production-Theoretic Approach (PTA), General Identification Method (GIM) and
Stochastic Frontier Estimation (SFE) framework.

Until the middle of 2010s, there was a vast amount of empirical literature
which estimates the degree of MP applying approaches in line with the New Empirical
Industrial Organization (NEIO) framework. These NEIO studies included two main
strategies of the empirical MP estimation: PTA was firstly introduced by (Appelbaum,
1982) and the GIM developed by (Bresnahan, 1982). These two methods have a lot in
common, both approaches have similar data requirements and share common roots in
model construction. However, they are significantly different in the types of
assumptions used to develop these market structure models (Digal and Ahmadi-
Esfahani, 2002). Throughout the years of utilising of these approaches in empirical
papers, criticism towards the validity and reliability of NEIO studies was growing. The
criticism of many researchers was related to the extensive set of assumptions used in
NEIO studies and to the arbitrary decision of the functional forms for the demand or
supply function (Alston, Sexton and Zhang, 1999; Sexton, 2000). This criticism
resulted in certain carefulness of policymakers when it comes to implementing the
empirical research results. The detailed comparison of PTA and GIM approaches as
well as their main differences, strengths and weaknesses are beyond the scope of this
paper, for further details reader may refer to the (Perekhozhuk et al., 2016).

Consequently, as an answer to the criticism of the NEIO studies Stochastic
Frontier Estimation (SFE) was developed by (Kumbhakar, Baardsen and Lien, 2012).
According to authors, the critical advantage of this method over older ones is that it
allows researchers to use either input price data, as in the NEIO approach, or input
quantity data for MP estimation, which significantly lower data requirements. Another
advantage of this method is that it can reliably estimate market power with or without
constant returns to scale, which is not always the case with the NEIO framework.
Moreover, according to (Lopez, He and Azzam, 2018), since the mark-up in SFE is
measured for each observation, compared to a single parameter in NEIO, the SFE
allows to avoid ad hoc parameterisation of the conjectural elasticity to generate time-
variant mark-ups. Another attractiveness of SFE is that it allows examination of factors
affecting the deviation from the marginal cost frontier. Despite the relative novelty,
many empirical papers which utilise SFE framework have already been published (see
Table 1).

Therefore, our study has three main objectives: (1) provide an overview of the
recent empirical MP studies related to agriculture and food supply chains, (2)
investigate if there are any systematic differences in MP estimates between most
dominate estimation approaches, (3) estimate the determinants related to MP estimates.

This paper is organised as follows: first, we describe data collected as well as
dependent and independent variables that are used in our analysis, then we discuss the
results and the last chapter brings the conclusions.
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2 Data and Method

Our data is based on the level of processors’ market power estimates which were
collected from 52 recently published papers. To the best of our knowledge, we collected
the most comprehensive list of studies investigating processors’ MP in the agri-food
supply chains compiled in recent years. It was drawn from various scientific databases
including Scopus, Web of Science, Science Direct, Emerald, EconLit and Google
Scholar. All of the studies focus on the estimation of a Market Power Index (MPI)
related to a specific approach, sector, the direction of MP, product etc. In total, in our
analysis, we use 472 unique MPI estimates (Table 1).

Most of the studies use country-level data in their estimations; few articles use
plant-level data (Paul, 2001; Perekhozhuk et al., 2013) and some region-level data
(Perekhozhuk et al., 2015; Silva et al., 2019). However, in our analysis, we do not
differentiate papers by this feature since the fraction of studies use country-level data
are significantly prevalent.

For our study, we only used MP estimates statistically significantly different
from zero. The focus was paid to articles which utilise one of the three beforementioned
approaches. Studies which utilise unconventional methodologies, e.g. (Grau and
Hockmann, 2018) was not used in our analysis.

We employed three linear models estimated via OLS to analyse the differences
in MP estimates between most dominate estimation approaches and the determinants
of MP estimates.

Dependent variable

Our dependent variable is a Market Power Index that can be described in the following
way: when the market is competitive, the product price equals marginal costs (MC), so
the mark-up component is zero. However, in a situation with market power, the
literature has focused on the identification of monopoly pricing from the evidence that
output price (P) exceeds the marginal cost. Traditionally MC is calculated from an
estimated cost function. Mark-up is then derived from (P - MC) /MC, a positive value
of mark-up indicates the presence of non-competitive behaviour in the market. The
higher the mark-up is, the greater is the degree of market power or, in other words, the
market is closer to monopoly (Kumbhakar, Baardsen and Lien, 2012). We use log-
transformed MPIs as a dependent variable in throughout our analysis. Log
transformation was done to alleviate heteroscedasticity issues and to ameliorate the
interpretation of the results.
Table 1. List of Studies Used

Type of Data Observation ~ Number of
Authors Approach Marker Power Frequency Period MPI
(Ahn and Lee, ; .
2010) GIM Oligopoly Yearly 1975-2002 1
(Anders, 2008) GIM Oligopsony Monthly 1995-2000
(Anders, 2008) GIM Oligopoly Monthly 1995-2000 2
(Appelbaum, PTA Oligopoly Yearly 1947-1971 2

1982)
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(Azzam and
Pagoulatos,
1990)

(Azzam and
Pagoulatos,
1990)

(Bakucs et al.,
2009)

(Bakucs et al.,
2009)

(Bergman and
Brannlund,
1995)

(Bettendorf and
Verboven,
2000)

(Bhuyan and
Lopez, 1997)

(Bhuyan and
Lopez, 1998)

(Cechura,
Kroupova and
Hockmann,
2015)

(Chen and Yu,
2018)

(Chidmi, Lopez
and Cotterill,
2005)

(Chirinko and
Fazzari, 1994)

(Chirinko and
Fazzari, 1994)

(Mello and
Brandao, 1999)

(Genesove and
Mullin, 1998)

(Hockmann and
Voneki, 2009)

(Hovhannisyan
and Gould,
2012)

(Ji and Chung,
2016)

(Kumbhakar,
Baardsen and
Lien, 2012)

PTA

PTA

PTA

PTA

PTA

GIM

PTA

PTA

SFE

GIM

GIM

PTA

PTA

PTA

GIM

PTA

GIM

PTA

SFE

Oligopsony

Oligopoly

Oligopsony

Oligopsony

Oligopsony

Oligopoly

Oligopoly

Oligopoly

Oligopoly

Oligopsony

Oligopoly

Oligopoly
Oligopoly
Oligopoly
Oligopoly
Oligopsony
Oligopoly

Oligopsony

Oligopoly

Yearly

Yearly

Monthly

Monthly

Yearly

Monthly

Yearly

Yearly

Yearly

Monthly

Monthly

Yearly
Yearly
Yearly
Yearly

Monthly

Weekly

Monthly

Yearly

1959-1982

1959-1982

1993-2003

1995-2004

1960-1988

1992-1996

1972-1987

1972-1987

2003-2012

2008-2016

1996-2000

1973-1986

1973-1987

1962-1991

1890-1914

1998-2006

2001-2006

1980-2009

1974-1991

38

25



(Lopez, 1984)
(Lopez and
You, 1993)

(Lopez and
Azzam, 2002)
(Lopez, He and
Azzam, 2018)
(Cechura,
Kroupova and
Hockmann,
2015)
(Cechura,
Kroupova and
Hockmann,
2015)

(Mei and Sun,
2008)

(Mei and Sun,
2008)

(Merel, 2009)

(Millan, 1999)
(Murray, 1995)
(Murray, 1995)

(Muth and
Wohlgenant,
1999)

(O’Donnell et
al., 2007)

(O’Donnell et
al., 2007)

(Panagiotou and
Stavrakoudis,
2017)

(Panagiotou and
Stavrakoudis,
2018)

(Panagiotou,
2019)

(Perekhozhuk et
al., 2013)

(Perekhozhuk et
al., 2015)
(Perekhozhuk et
al., 2016)

(Perekhozhuk et
al., 2016)

PTA
GIM

PTA

SFE

SFE

SFE

PTA

PTA

GIM
PTA
PTA
PTA

GIM

GIM

GIM

SFE

SFE

SFE

PTA

PTA

GIM

PTA

Oligopoly
Oligopsony

Oligopoly

Oligopoly

Oligopsony

Oligopoly

Oligopsony

Oligopoly

Oligopoly
Oligopoly
Oligopsony
Oligopsony

Oligopsony

Oligopsony

Oligopoly

Oligopsony

Oligopsony

Oligopsony
Oligopsony
Oligopsony
Oligopsony

Oligopsony

Yearly
Yearly

Yearly

Yearly

Yearly

Yearly

Yearly

Yearly

Quarterly
Yearly
Yearly
Yearly

Yearly

Yearly

Yearly

Yearly

Yearly

Yearly
Yearly
Monthly
Monthly

Monthly

1965-1979
1954-1984

1972-1997

1990-2010

2003-2012

2003-2012

1955-2003

1955-2003

1985-2005
1978-1992
1958-1988
1958-1989

1967-1993

1989-2000

1989-2000

1970-2009

1970-2009

1970-2010

1993-2006

1996-2003

1996-2003

1996-2003

25

23

94

70

14

28

12
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(Lopez, Zheng

and Azzam, SFE Oligopoly Yearly 1979-2009 36
2015)

(Salhofer, Tribl

and Sinabell, GIM Oligopsony Monthly 1997-2008 1
2012)

(Salhofer, Tribl

and Sinabell, GIM Oligopoly Monthly 1997-2008 1
2012)

(Lig‘garl‘gg% PTA Oligopoly Yearly 1972-1987 37
I(Bsr‘;ag'?;(‘)”l‘i) GIM Oligopsony Yearly 1997-2011 1
Sga';:' 2'-001'076)2 SFE Oligopsony Monthly ~ 2010-2015 1
Sgaﬁg' 2"001"76)2 SFE Oligopoly Monthly ~ 2010-2015 1
g%'i‘g;‘ etal., PTA Oligopsony ~ Quarterly  2016-2017 2
(Stalgiené and li |

Jedik, 2015) PTA Oligopsony Quarterly 2004-2014 3
(Suzuki, Lenz

and Forker, GIM Oligopoly Yearly 1979-1989 1
1993)

%\ge;)rahewa, GIM Oligopsony Yearly 1970-2000 3
%\ga;)rahewa, GIM Oligopoly Yearly 1970-2000 3
Total 472

Source: Articles cited, Note: the number of MPI depends on the number of supply chains
analysed in the study

Independent variables

We use four groups of explanatory variables. The first group is based on a geographical
factor. Most of the studies were concluded using the data from the USA and other
western countries. There is a quite limited number of papers related to developing
countries. Therefore, for our analysis, we decided to use regional dummy variables:
USA, Europe and Other. First one includes all of the observations from the USA. The
second variable contains countries of the European Economic Area. Furthermore, the
“Other” dummy variable will consist of all other countries; also, it will serve as a base
group to compare results with other variables.

The second group of the independent variables is based on the industry
analysed. For our analysis, we grouped all observations in 8 main groups which have
at least ten observations. As can be seen from Table 2, almost 20% of all MPI
observations are attributed to the “Dairy” sector, which includes milk, cheeses, butter,
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and other dairy products. “Beverages” dummy includes all the observations related to
tea, coffee, wine, water, beer etc. Studies related to beef, hog or poultry, slaughtering
are grouped in the “Meat” dummy. The Cereals category include observations which
contain MPI of wheat, barley, oat and other grains. Most of the observations in this
group can be attributed to the article by (O’Donnell et al., 2007). The Qils group include
observations of canola and other oils. “Tobacco”, and “Fruits and Vegetables”
variables are self-descriptive. Finally, Other industry consists of all other observations
which cannot be included in any of the beforementioned groups; it also serves as a base
group in the regression. Each of the beforementioned groups is used as a binary variable
in further analysis.

The Third group is aimed to capture the difference caused by the estimation
procedure. One of the independent variables is intended to capture variations of the
observation frequency, which were used to estimate MPI. In the majority of the studies,
data with yearly frequency was used for the MP estimation. For the analysis, we created
Yearly dummy variables. Another essential piece of information is the number of
observations used for MPI estimation, which vary significantly across papers.
“Observation number” variable was calculated as the observation period multiplied
with the data frequency (Table 1). We hypothesise that the higher number of
observations used the lower average MP level is.

Also, we created “After 2005” dummy, to see if there is any difference in
reported MP levels between older and newer papers. Another group of dummy
variables are “Oligopsony” and “Oligopoly” which capture the input and output
direction of MP, respectively. Finally, the last group of variables contains dummies
related to approach used, namely: GIM, PTA and SFE. The summary statistics of all
variables can be seen in Table 2.

Table 2. Descriptive Statistics

Statistic Mean St. Dev. Min Pctl(25) Pctl(75) Max
MPI 0.140 0.121 0.007 0.064 0.179 0.815
Observations number 19.874 25.987 4 9 20 348
After 2005 0.706 0.456 0 0 1 1
Yearly 0.935 0.247 0 1 1 1
Oligopsony 0.349 0.477 0 0 1 1
Oligopoly 0.651 0.477 0 0 1 1
Meat 0.166 0.372 0 0 0 1
Tobacco 0.024 0.153 0 0 0 1
Beverages 0.081 0.273 0 0 0 1
Dairy 0.198 0.399 0 0 0 1
Oils 0.048 0.214 0 0 0 1
Fruits and Vegetables 0.122 0.328 0 0 0 1
Cereals 0.176 0.382 0 0 0 1
Other industry 0.185 0.389 0 0 0 1
Europe 0.460 0.499 0 0 1 1
USA 0.407 0.492 0 0 1 1
Other countries 0.133 0.340 0 0 0 1
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GIM 0.118 0.323 0 0
PTA 0.320 0.467 0 0
SFE 0.562 0.497 0 0

Source: Articles cited

3 Results and Discussion

Based on the data introduced in the previous section, we developed three linear models
which were estimated via OLS. In the first model (1) we included all variables related
to the approach used and type of market power used in a study and the dummy “After
2005”. Variables SFE and Oligopoly serve as a base group; therefore, the coefficients
in each group can be compared with them. The second model (2) contains all the
variables from the first and also variables related to data frequency of and geographical
information of the MPI. Finally, the last model (3) includes all the data from previous
models but also the information related to the industry in which MPI were observed.
The statistics of all three models can be seen in Table 3.

It should be noted that from the initial data set we excluded observations in
which MPIs are highly close to zero since such a small values make a model less stable
and thus may distort the reliability of the coefficients. Therefore, we excluded 12
observations in which MPI is lower than 0.005. Since we reduce our data set in less
than 3%, we assume it will not have any detrimental consequences of the reduced
sample size.

In all of the model, we used the log transformation of our dependent variable.
There were two primary motivations to do so. First of all, there was evidence of
heteroscedasticity issue in all of the models we estimated, so log transformation is used
to alleviate this issue. Secondly, the absolute change of the MPI by itself does not have
any definite interpretation. For example, it is hard to tell what means the absolute
difference between different group of MPIs by 0.01. However, using the log
transformation, we can interpret coefficients as a percentage change. Finally, it should
be noted that even after the log transformation of the dependent variable, we could still
reject the homoscedasticity hypothesis using Breusch Pagan Test. In other words, there
was still a sign of heteroscedasticity presence in our models. Therefore, we additionally
estimated heteroscedasticity robust standard errors to eliminate this issue. Thus, all the
standard errors and marks of the statistical significance in Table 3 use these robust
standard errors. The residual-based diagnostic tests proved the stability of all models.

Table 3. Regression Results

Market Power Index (log)

1) ) @)
Intercept -2.078™ -0.272 -0.546
(0.159) (0.642) (0.643)
PTA 0.350™ 0.404" 0.462"

(0.152) (0.232) (0.235)
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GIM -0.606™" -0.391" -0.363
(0.163) (0.221) (0.222)

After 2005 -0.305" -0.130  -0.067
(0.163) (0.237) (0.245)

Oligopsony -0.023  0.008 -0.008
(0.072) (0.075) (0.074)

Obs. Num. (log) -0.546™" -0.539™"
(0.100) (0.099)

Yearly -0.788™" -0.760"""
(0.282) (0.279)

USA 0.548™" 0.607""
(0.182) (0.187)
Europe 0.014 0.007
(0.157) (0.155)
Meat 0.191
(0.127)

Tobacco 0.443™
(0.208)
Beverages 0.222
(0.164)
Dairy 0.145
(0.133)

Oils -0.100
(0.171)
Fruits 0.167
(0.142)

Cereals 0.247*
(0.148)

Observations 459 459 459

Adjusted R-squared 0.224 0.282 0.288
Residual standard error 0.700  0.673  0.671

F statistic 34.134™" 23.535™" 13.346™"
Notes: ™p<.01;"p<.05"p<.1

First and foremost, let us review our key variables of interest, which are PTA and GIM.
It should be noted that there is indeed a systematic difference between the approach
used and an MP estimate. All three models suggest that PTA estimates, provide 40%
higher MP estimates than SFE. Talking about GIM, the results vary slightly across the
models. For example, according to the first model, GIM provides, on average, 60%
lower MPIs than SFE (which is a base group). However, after the addition of other
control variables, according to models 2 and 3, we can conclude that there is not enough
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evidence to say that there is a difference between these two estimation frameworks. We
perceive the last two models as more reliable and descriptive since they take into
account more nuances. Therefore, according to our analysis, we can conclude that PTA
studies tend to report a higher level of MP than other two methods. At the same time,
there is no statistically significant difference between GIM and SFE. From our study,
we cannot conclude which estimates are more “correct” and reliable. We can only state
that there is a systematic difference in the estimates.

Another notable finding is that there is a high and consistent correlation
between a number of observations used for MP estimation with the reported results.
According to our analysis, we can say that increase in the number of observations by
1% on average decrease MPI on approximately 0.54%. This observation might be
explained that articles with a small sample size are more likely to report an extreme
level of MP and vice versa. At the same time, studies with Yearly data frequency tend
to report around 75% lower MPI estimates than studies with more frequent data. In
other words, a long observation period used in a study, on average, provide significantly
lower estimates, which may occur due to the regression toward the mean effect.

It should also be noted that there is a dramatical difference between the average
level of MP in the USA and other countries. According to our analysis articles based
on US data, on average, report 60% higher MP level as in other countries. At the same
time, there is no evidence that there is a statistically significant difference between
Europe and other countries.

Among all of the industry variables, with 95% confidence, we can say that
only MPIs related to Tobacco systematically higher than industry groups. At the same
time, we can reject the hypothesis of difference in MP estimate in older and newer
articles, the variable After 2005 does not differ from zero in any of the models. There
is also no statistically significant difference between Oligopoly and Oligopsony MP
estimates.

Finally, it should be mentioned that taking into account the considerable data
limitations the results of this analysis should be perceived with the high caution, and
should be interpreted only as a measurement of the difference of MP estimate between
different approaches. In future, this research can be extended by including proxies of
organisational structures and industries concentration ratios to examine the relationship
between market structure and the level of market power.

Conclusion

Market power analysis has long attracted the attention of researchers and policymakers
as it has important policy implications the efficient functioning of the supply chain
mechanism. Agri-food supply chains are of particular importance because of their direct
impacts on the welfare of primary agricultural producers as well as consumers. There
has been a bunch of literature published that aims to estimate the market power of
different food supply chains in different regions or countries. We aim to investigate the
systematic differences in market power estimates between most dominate estimation
approaches and to assess the determinants related to market power estimates. We
employed a meta analysis approach and using linear models we estimated the impact
of the estimation method and additional variables on the market power index obtained
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in up to date published studies. Collecting the most comprehensive list of studies
investigating processors’ market power index in the food supply chains enabled us to
obtain 472 unique market power index estimates. According to our analysis, we can
conclude that PTA studies tend to report a higher level of MP than other two methods.
At the same time, there is no statistically significant difference between GIM and SFE.
We can also conclude that increase in the number of observations by 1% on average
decrease MPI on approximately 0.54%. Usage of Yearly data frequency in estimation
is associated with a 75% decrease in the derived MPI estimate, compared to monthly
or weekly data frequency. Having all other variables fixed, articles based on US data
report 60% higher MP level as in other countries; however, there is no evidence of the
statistically significant difference between Europe and other countries. Finally, among
all the industry variables, it seems that only MPIs related to Tobacco significantly differ
from other groups.
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Abstract. The process of globalization has brought new key players to the world
economy, of which China is certainly the most prominent. In 2013, China
launched a major effort to renew the Silk Road in the form of Belt and Road
Initiative (BRI) to streamline the connection between Europe and Asia. Thanks
to its geo-strategic location, Turkey, which has deepened international
cooperation with China in recent years, also plays an important role in this
connection. It is one of the countries of the so-called gateways to Europe. This
article focuses on highlighting Turkey's role in revitalizing the Silk Road,
describes relations between these countries, analyses Chinese investment in
Turkish territory and focuses on major projects under the initiative. The results
showed that countries in economic interest are deepening their mutual
cooperation despite cultural and ethical problems The paper also points out the
most important BRI projects, with the opening of the Baku—Thilisi—Kars railway
being identified as the most significant project implemented. This railway opens
a new land route so-called southern branch of the New Silk Road.

Keywords: Belt and Road Initiative, investment, China, Turkey

JEL classification: F 20, F 50, P 45

1 Introduction

In 2013, Chinese President Xi Jinping presented a vision for reviving the Silk Road
in the form of the Belt and Road Initiative (BRI). One of the principal goals of the BRI
is to improve connectivity between Europe and Asia The BRI can, therefore, be seen
as an interconnection between the countries and economies of the Eurasian continent
in particular, through a range of projects aimed primarily at supporting the development
of infrastructure, and coordination of national and regional development plans. The BRI
should thus expand and interconnect transport networks and markets, disperse and
improve Eurasia’s production capacity, facilitate the transit of goods, capital, energy,
raw materials, and, to some extent, information, people, and culture. It plans to do this
through substantial investments in road, rail, port and aerial infrastructure, along with
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ancillary facilities such as power grids, energy pipelines and high-speed fibre optic
cables (Ghiasy & Zhou, 2017). Balaz, Zabojnik, and Harvanek (2019) state that this
project is a geopolitical response of China to challenges of the Eurozone crisis and the
decline of the economic performance of the USA

This initiative, presented mainly as a long-term vision of infrastructure development
and economic integration, focused on the world's largest continental area — Eurasia has
two major components. The overland routes called "the Silk Road Economic Belt",
which was later extended to six corridors. They are tasked with connecting China with
not only Europe, but also with other parts of Asia. The second part is called "21st
Century Maritime Silk Road", which is to connect China's largest ports with Southeast
Asia, Africa and Europe.

Turkey plays an important role in both parts of the initiative. Thanks to its
geostrategic position or its own infrastructure initiatives, it forms a so-called gateway
to Europe for China. This opens up the possibility of using land routes (railways and
roads) also on the southern side of Eurasia.

1.1 Methodology

The paper aims to point out the position of Turkey in the Chinese Belt and Road
initiative on the basis of existing and planned cooperation within the initiative.

To achieve the major aim, we set sub-aims:

* briefly characterize the BRI,

* assess international relations between Turkey and China as a key precondition
for cooperation on the initiative,

* analyse Chinese investment in Turkey since 2013,

* bring together the most important BRI projects related to logistics and
infrastructure in Turkey.

The article draws on qualitative methods, including secondary data and information
analysis. The BRI issue is dynamic and constantly evolving and non-transparent, which
is why the article is based mainly on press releases, government announcements, and
Internet sources. By selecting and synthesizing these most relevant data from an
available sources, we obtained an overview of the researched issues. In view of the
difficulty of transparency in Chinese investment, the data by China Global Investment
Tracker (CGIT), compiled by The American Enterprise Institute and The Heritage
Foundation, are used to analyse investments in Turkey. CGIT provides
a comprehensive set of data on foreign direct investment (FDI) and China's construction
contracts, which are shown in a graph and table for a better overview.
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2 Turkey & China relations in the context of the
implementation of the BRI

Diplomatic relations between Turkey and China were established in 1971, but
a significant deepening of relations was not recorded until 2010. The countries agreed
to improve their bilateral ties to a level of strategic cooperation during then-Chinese
Prime Minister Wen Jiabao's visit to Turkey (Atli, 2016). Thanks to this cooperation,
the countries began to conclude agreements on joint projects, including infrastructure,
and consideration was given to connecting Istanbul and Beijing by rail. There are
several reasons why it took almost 40 years for relations to reach a new level. In most
cases, the common denominator remains the issue of Uyghurs living in the Xinjiang
Autonomous Region, where even in recent history, Turks have acted as protectors of
this minority in Chinese territory.

The paradox is that, although China continues to be publicly criticized by the Turkish
side on the Uyghur issue, relations between China and Turkey are deepening. Stronger
cooperation is influenced by several factors. First, since the failed 2016 coup attempt,
Turkey has sought new partners to reduce the country's dependence on traditional
Western allies, which is also related to Turkish President Recep Tayyip Erdogan's pro-
Islamic ideology, which focuses more on Eastern partners. Second, the election of
Donald Trump as President of the United States contributed to the further alienation of
Turkey from its traditional allies. The diplomatic dispute with the United States
culminated in August 2018, when the American president announced through a social
network his decision to double tariffs on imports of Turkish aluminium and steel (Dopp,
2018). The decision stemmed mainly from torn political relations in Syria and also
because of the detention of an American pastor accused by Turkey of espionage and
terrorism. The measures taken by the American president further deepened the Turkish
economic problems they faced in August 2018.

Following these events, the Chinese Ministry of Foreign Affairs said it had noted
a "new direction" for the Turkish economy and its foreign relations. During the same
period, Turkey signed a financing agreement with China's Industrial and Commercial
Bank (ICBC) amounting to 3.8 bil. $. The ICBC spokesman did not comment on the
details of what the funds were to be used for (Blanchard & Shu, 2018). On the other
hand, D. Trump's protectionist policy also had a negative effect on Sino-American
relations, which resulted in a trade war.

The third and most important geostrategic and geopolitical reason, Turkey's
participation in the Chinese BRI initiative, which expands cooperation in many areas
of infrastructure and funding projects, deepens cooperation dialogues. In 2018, the
number of companies with Chinese capital in Turkey increased to 1,000 (HSBC, 2019).
Turkey also caters to China in building special economic zones and industrial zones, in
which only Chinese companies invest.

Turkey is also considered a key transit country within the BRI, as China can benefit
from a strategic position between Asia and Europe. Turkey can thus use its location
to make the country the centre of freight transport between Asia and Europe in terms
of trade routes, transport, and energy resources, as Turkey's government intended
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through the "Middle Corridor"!. In November 2015, during the G-20 summit in
Antalya, China and Turkey signed a Memorandum of Understanding on Aligning the
Belt and Road Initiative and the Middle Corridor Initiative (Hamilton & Noi & Altay,
2018). R.T. Erdogan confirmed Turkey's participation in both the BRI initiative and the
Belt and Roads International Cooperation Forum in Beijing in March 2017. He said the
Chinese Silk Road Economic Belt initiative was linked to Turkey's "Middle Corridor"
project, which aims to connect Europe with the Middle East. Asia and then China via
Anatolia, and within this framework, Turkey would like to work together with China
and other countries along this route. He also noted that progress would be made in the
implementation of various projects in Turkey and the region of countries involved in
the "Middle Corridor" initiative, which aims to be one of the main and complementary
elements of the BRI. He ended his speech by saying that Turkey was ready to provide
all kinds of support for this cooperation. The first key project for this cooperation was
the opening of the Baku-Thilisi-Kars railway line (Presidency of the Republic
of Turkey, 2018). And according to the Turkish ambassador to China E. Onen, Turkey
is ready to work with Chinese companies to create a more integrated Eurasia within the
BRI (Meng, 2018). This means further cooperation with Chinese partners in the field
of major BRI goals as Chinese investments and infrastructural projects.

2.1 China's investment activity in Turkey

Chinese investment in the BRI is massive. Overall BRI investment projects are
estimated to add over USD 1 trillion of outward funding for foreign infrastructure over
the 10-year period from 2017 (OECD, 2018). BRI mainly creates a certain coordination
and strategic emphasis on the development of investments of Chinese companies
(private and state-owned companies) (Balaz et al., 2019).

According to AEI (2020), since the announcement of the initiative (in 2013), China
has invested more than 10.1 bil. $ in Turkey. These projects are FDI, but mostly public
investment contracts financed by Chinese banks. The breakdown of these Chinese
construction project costs and investments by sectors is displayed in Fig.1. Out of the
total projected construction costs more half are budgeted for energy sector (65.5%), and
further significantly less for the chemical sector (10.8%). The logistics (9.1%) and
transport (6.8%) sector follows. Less than 5% of total Chinese investment

1 The Trans-Caspian East-West-Middle Corridor, called the "Middle Corridor”, is Turkey's
largest multilateral logistics initiative. It starts in Turkey and passes through the Caucasus
region in Georgia, Azerbaijan, the Caspian Sea, Central Asia to China, where it passes through
either Turkmenistan-Uzbekistan-Kyrgyzstan or Kazakhstan. On this route, the major hubs of
multimodal transport on the Caspian transit corridor are the ports of Baku Alat in Azerbaijan,
Aktau, and Kuryk in Kazakhstan. In this initiative, Turkey also points to the importance of the
original Silk Road in the transit of goods and emphasizes the use of land, especially rail, to
transport goods from Asia to Europe. According to Turkey's officials, the use of this route is
more efficient, as the Central Corridor is faster than the so-called The northern corridor passing
through Russia, because it is 2,000 km shorter.
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and construction project budgets went to other sectors (finance, real estate, and
technology).

1,0%
2,6% B Energy
9.1% O Finance
= Chemicals
10,8% O Logistics
O Real estate
4,2% @ Technology

@ Transport

Fig. 4. Breakdown of Chinese construction contracts costs and investments by sectors in between
2013 and 2019 (in %). Source: own research based on data from AEIL.

Table 1 provides an overview of investments and construction projects that,
according to AEI & The Heritage Foundation, belong directly to the BRI. In September
2019, construction began on the Hunutlu Thermal Power Plant, and is announced as
China's largest direct investment in Turkey (Xinhua, 2019). The contract between
Turkish and Chinese state-owned companies, in the amount of more than 1.3 bil. $,
is a flagship project linking the China-proposed Belt and Road Initiative with Turkey's
"Middle Corridor" vision.

Also, the second investment of more than a billion concerns the construction of
a coal power plant, in which one of the five largest state-owned electricity producers in
Mainland China - PowerChina invests. The third most significant BRI investment
concerns the construction of the high-speed railway Kars - Edirne, which is described
in the subchapter 2.2.

Table 2. List of Chinese investments and contracts in Turkey that are part of the BRI

. . Mill. Transaction
Year Month Chinese Entity $ Party Sector
2014 April ICBC 320 Tekstil Bankasi Finance
. OEDAS and
2015 February Sinomach 380 OEPSAS Energy
2015 May Sinoma 160 Limak Holdings | Real estate
. A/ i
2015 May Sinoma 100 oForantlm Real estate
Cimento
China Merchants, . . L
2015 | September CIC, COSCO 940 Fina Liman Logistics
2016 January Dongfang Electric 660 Hattat Energy
2016 May Bank of China 110 Finance
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2016 | December ZTE 100 Netas Technology

2017 | November Power Construction 1090 Teyo Energy
Corp

2019 | September State Power 1320 Energy

Investment, AVIC
China Electronics

2019 | November Technology 110 Kaylon Energy
2019 | December China Merchants-led 690 Transport
consortium

Source: processed by the author according the data from AEI (2020).

Although the world economy is slowing due to a global pandemic, significant
Chinese investment in Turkey will continue in 2020. In March, Turkey Wealth Fund
(TWF) signed a memorandum of understanding with China’s Sinosure to provide
insurance support up to 5 bil. $ for financing activities. The deal will see Sinosure
provide support for TWF financing activities of BRI projects and to promote bilateral
trade.

2.2 The most significant BRI projects in Turkey

According to the NDRC (2015), not only investment and trade cooperation plays
a major role in the reviving of Silk Road. Facilities connectivity is a priority area for
implementing the BRI. It is large-scale infrastructure projects that are one of the main
pillars of the BRI. Despite the relatively short time since the initiative has been
implemented in Turkey, several important transport hubs have been identified.

GEORGIA 4\ RUSSIA

Akhalkalaki ~ MTDlisi (7 Caspian Sea
e A

u’\_) \
ARMENIA
\ Yerevan
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Fig. 2. Map of the Baku - Thilisi - Kars railway line. Source:
http://www.caspianpolicy.org/baku-tbilisi-kars-is-among-train-lines-that-could-transform-how-
people-travel/

The Baku-Thilisi-Kars (BTK) railway is also called the "Iron Silk Road" (Aydin,
2017). The BTK railway line is one of the most important components, which is
included in the project both under the BRI initiative and the Middle Corridor. The
railway passes through the capital of Azerbaijan - Baku and the cities of Thilisi and
Akhalkalaki in Georgia to the city of Kars in Turkey. It can be described as the third
stage of the infrastructure interconnection of these countries, as the Baku - Thilisi -
Ceyhan oil pipeline and the Baku - Thilisi - Erzurum gas pipeline already exist. It was
put into operation on October 30, 2017, when they were ceremoniously opened in Baku
with the participation of R.T. Erdogan (Morrison, 2017).

As Fig. 2 illustrates, the railway line aims to connect Azerbaijan and Turkey.
The total length of the BTK railway line is 825 km (503 km passes through Azerbaijan,
244.5 km through Georgia and 77.5 km through Turkey).

The opening of this railway meant that Russia's monopoly position (via The Trans—
Siberian Railway) in land transport between China and Europe would be reduced,
opening up the "southern branch™ of the New Silk Road, as goods could be transported
from China to Kazakhstan and then across the Caspian Sea to Baku, from where it will
be transported to Turkey via BTK and finally to Europe, where the existing railway
lines can transport goods all the way to London. According to the available data, the
volume of freight carried on the BTK railway line in the first year of its operation was
110,000 tones carried by 116 trains (DailySabah, 2018a). According to the latest
statements by the Turkish Transport and Infrastructure Minister in May 2020, on this
line, 240,000 tons of exported goods in 5,250 containers and 280,000 tons of imported
goods or transit cargo to Europe in 5,300 containers have been transported so far
(PortsEurope, 2020).

The next step in strengthening Turkey's position as an important BRI transit country
should be the construction of a 2,000 km long high-speed rail line from Kars to the
town of Edirne, located approximately 7 km from the Greek border and 20 km from the
border with Bulgaria and following the BTK. Turkey thus has the opportunity to
connect the easternmost and westernmost cities. The project also talks about China's
participation, as confirmed by Ambassador E. Onen, who confirmed in January that
negotiations on a joint agreement should be concluded in the coming months with a
positive outcome (Meng, 2018). According to the information provided by the Chinese
authorities, the length of the transport of goods from China to Turkey will be reduced
to one day thanks to such a railway network (DailySabah, 2018b). In addition, Chinese
goods will be shipped to Europe within 18 days.

Although the shores of Turkey are bordered by the Black Sea, the Mediterranean Sea
and the Aegean Sea, Turkish ports are not shown on the original plans of
the 21st Century Maritime Silk Road. A key port in this area has been the Greek port
of Piraeus, in which China has invested since 2009 and made the most significant
investments in 2016, when Chinese state-owned company COSCO first bought a 51%
stake and then a 67% stake for 419.7 mill. $ (Stamouli, 2016). Piraeus has thus become
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one of the most famous projects within the BRI. However, in 2015, a joint venture set
up by a Chinese consortium of investors bought a 64.5% stake in Turkey's third largest
Kumport container terminal in Istanbul's Ambarli port (Investment Office, 2015).
A consortium of COSCO, China Merchants Holdings and the Chinese State Fund
bought a majority stake for 940 mill. $, giving China another strategic port near Europe.
During the first year, when the terminal was managed by COSCO, according to
statistics, 665 thousand TEU were transferred. According to 2018, the number of
containers transported is increasing, with 1,258 million TEUs being transshipped at
Kumport terminals in 2018, an increase of 18.3% compared to 2017 to 1.063 million,
again indicating an increase in transit goods in Turkey. (PortsEurope, 2019).

In addition to “classic" infrastructure projects, Turkey has begun working with
China in the digital world. One of Turkey's largest telecommunications service
providers, Turkcell has teamed up with one of China's largest information and
communication technology providers, Huawei, and Turkcell aims to leverage Huawei's
and the Chinese government's experience in software development and innovative
solutions. In 2020, Turkcell announced that it has completed the World’s leading high-
speed data transmission trial with Huawei out of China on a live Mobile Carrier network
(Huawei, 2020). This gives Turkcell a competitive edge in high speed transmission
while also driving the evolution of this technology in 5G era.

3 Conclusion

A decisive factor in the current global economy is an increasingly active interference
of the globalization processes that are directly or indirectly present in almost all types
of economic activities (Kastakova & Drienikova & Zubal'ova, 2019). China’s boom
due to seizing the rapid development opportunity of economic regime reform as a
process of globalization has secured China its position as the largest exporter of goods
since 2009. For the world’s largest exporter, shipping routes are extremely important,
which is why it is understandable why it is in China’s interest to make the most efficient
use of logistics links. The vision for the renewal of the Silk Road in the form of BRI,
which China launched in 2013, seeks to streamline logistics connections as well as
effectively utilize Chinese resources.

Turkey plays an important role in this initiative, as it is one of the countries that
represents the so-called gateway to Europe. Thus, China gains the opportunity to exploit
Turkey’s strategic position, and vice versa, Turkey is gaining a strong partner to support
projects it needs to activate within the Middle Corridor to fully exploit its own transit
potential.

The process of globalization has also brought a growing degree of economic
interdependence, which is also reflected in these two partners. Despite the fact that the
relations between the two economies have long been plagued by cultural and ethical
problems, their mutual cooperation for economic benefit seems more important.
In addition to the statements of both governments, Chinese investments also prove it.
In the process of reviving the Silk Road, Turkey and China work together in areas such
as energy, chemicals, transport, logistics but also real estate. Many of the large and
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costly contracts mainly concern the construction and expansion of coal-fired power
plants in Turkey. This may raise concerns for another important Turkish partner and
BRI participant - the EU, which promotes "green” policies without coal-fired power
plants.

This initiative has already brought significant projects that make it possible to
increase transport flexibility and, if necessary, bypass Russia on the southern branch of
the Silk Road on the land route between Europe and Asia. This connection made it
possible, especially by open the Baku - Thilisi - Kars railway line. The route, which
runs east-west through the Caspian Sea, continues in the capital of Azerbaijan - Baku,
then passes through the Caucasus to the capital of Georgia - Thilisi and ends in the
Turkish city of Kars. From there, the goods can go to all corners of Europe. This route
also proved to be an extremely important transport hub during the pandemic, when it
was in the interest of countries to shorten the accompanying routes as much as possible.
Moreover, according to Turkish officials, between March and May 2020, about 140,000
tons of goods were transported via BTK. This was a three-month record for the BTK
railway since its launch (Garibov, 2020).

The implementation of other planned projects may shape further cooperation
between China and Turkey and also make transport through Turkish territory even more
attractive.
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Abstract. Pandemic situation is causing many issues to all financial institutions
worldwide but especially to insurance companies. These companies are strongly
affected by the current COVID-19 pandemic situation which affects many risks
that insurance company faces to. Premiums that were invested on the financial
markets lost their value in the time of historical market drop and very slowly raise
back to pre-pandemic values. Volatility of the financial markets, exchange rates
and yield curves move the exposures and risk capital in negative directions, also
solvency sufficiency becomes uncertain due to volatility. For this reason,
reporting results of the insurance companies depends on the exact reporting date
what significantly worsens their informative value. Regulatory required
pre-defined stress scenarios from the past with totally improbable situations make
sense now and attract much more attention than even before. Main aim of the
article is showing to reader current COVID-19 pandemic situation effects
towards insurance companies and the consequences for these financial
institutions.
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1 Pandemic situation in Insurance Industry

Unforgettable year 2020 will be forever connected with pandemic situation caused by
the virus COVID-19, where millions of people and companies were directly affected,
and impact of the pandemic will be part of our lives also in upcoming few years.
Economic crisis caused by the pandemic situation can cause financial instability of such
large and stable institutions as insurance companies.

Insurance companies are usually well prepared for various types
of claims — natural catastrophes, individual customer’s claims (such as car crash, injury
or death), financial market profit decrease, etc. Actuaries in insurance companies are
responsible for predicting claim probability occurrence, but also for very important
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capital calculation. These calculations are extremely important mainly in difficult times

because shows conditions of the insurance company. Insurance companies test their

real preparedness for the worst scenarios by using pre-defined stressed scenarios which
are usually required by regulators. Insurance companies have to prepare and run them
on a regular basis for such reasons we can see nowadays. | suggest that all of the biggest
insurance companies like Allianz, Generali, Zurich Insurance Group or Swiss Re are
well prepared for the situation and with some restrictions definitely will survive with
financial sufficiency and solvency ratio in pre-specified limit.

Main drivers of possible problems for insurance companies are [5]:

— low interest rates for a long time — nowadays we can spot the lowest interest
rates in the last decades (mainly in the first and second quarter of the year 2020);

— globally raising claims — current situation with global increase in claims in this
significant volume is not typical;

— high exposure in some areas — exposure grow as consequence of pay-out for
claims, unearned premium risk and reduced interest in certain types of insurance
(e.g. travel insurance);

—  raising regulation — regulators are more interested in solvency adequacy of the
insurance companies and require providing ad-hoc reports especially in pandemic
volatile times;

— changes in investment strategy — lots of insurance companies celebrated one of
the most successful year conclusions, but pandemic situation led to change and/or
refuse expected dividend payments, planned investment strategies and planned
developments.

1.1  Impacted Risk Types

Insurance companies face to many risks. Depending on the methodology used for
capital modelling (SST — Swiss Solvency Test, SII — Solvency 1), we recognize several
types of risks [14]:

—  Market risk — market risk is the possibility of losses due to factors that affect the
overall performance of the financial markets; market risk may be reflected in
insurance company's technical provisions financial placement of the and cannot
be diversified.[7]

—  Credit risk — risk of default by the eminent, including also reinsurance credit risk
which refers to reinsurer default or downgrading.

—  Life Liability risk — risk of an adverse value impact due to developments of
mortality and disability parameters; we distinguish:

o Mortality risk — potential variations in death rates for business for which
increase mortality rates and reduce available capital,

o Longevity risk — potential variations on life expectancy for business for
reduced mortality rates and reduce available capital,

o Morbidity risk — potential adverse variations in rates of incidence.

—  Premium & Reserve risk — risk that insurance claims pay-outs and reserve
changes will exceed expected pay-outs; we distinguish:



160

o Premium risk — risk that claims related to premiums earned in the year are
higher or lower than expected claims at the beginning of the year,

o Reserve risk — risk that claims from business earned in previous years
deviates adversely from what is assumed in the claim reserves, over
a one-year time horizon.

—  Operational risk — risk of loss resulting from inadequate or failed internal
processes, people and systems or from external events as litigation, business
disruptions, fraud.

—  Catastrophe risk — risk with rare occurrence with massive destruction of
property, lives, environmental or economy sphere.

—  Business risk — risk of adverse changes in volume, costs and margins.

2 Financial Markets under Pandemic Situation

Pandemic situation caused lot of issues to all insurance companies worldwide and main
problems are not health related risks as one might think, but issues coming from the
financial markets. Pandemic COVID-19 caused historical drop on the Wall street with
volume of -11 % on the 24" of February in 2020 [13] and the drop was the worse from
the financial crisis in 2008.

S&P 500 is stock index (see Fig. 1.) containing equities of the 500 largest
traded companies in the United States and one of the world’s most important stock
indices. Average day-end value of the S&P 500 index (1% January 2019 — 30" June
2020) is 2939.43 USD. On the March 239, 2020 value of the index decreased to 2237.39
USD (almost 24 % decrease). Interesting thing is that on February 19, 2020 index
reached one and half-year’s maximum with value of 3386.15 USD. [17]
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Fig. 5. S&P 500 index evaluation from 1% January 2019 to 30™" June 2020 with significant drop
on 23" March 2020. [17]
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Newly raised term “2020 Stock Market Crash” defines global market crash starting on
February 20" of 2020 which caused historical declines since great recession in 2008
and extreme volatility. Combination of COVID-19 pandemic statement and oil price
war between Russia and Saudi Arabia will be forever known as “Black Monday”,
March 9™ of 2020. [1]

Insurance companies assume huge amounts of money coming from premiums and most
of them are invested on the financial markets. Wide combination of the financial
instruments with different sensitivities to market movements and/or with different
maturities allow insurance companies to stay solvent in different unexpected situations.
Worldwide pandemic situation shown us how strongly are insurance risk types
connected with financial industry. Especially market risk is one of the most sensitive
risk types. Market risk is suggestible by financial markets movements, political and
regulatory decisions, catastrophic events (including terrorist attacks) and last but not
least, by the volatility of risks mentioned above.

2.1 Volatility

One of the main drivers of solvency inconsistency in pandemic situation is volatility of
the financial markets factors (e.g. exchange rates, indexes and yield curves). Generally,
volatility can be defined as a statistical measure of the variance in value for a particular
asset, market index or interest rate and sometimes is called “standard deviation of the
returns”. Volatility is the degree to which the observed variables move around their
mean value. In general, the greater the volatility is the higher the risk is

Figure 2. shows us evaluation of the VIX index which measures the
expectation of stock market volatility over the next 30 days implied by S&P 500 index
options.
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Fig. 6. VIX index (CBOE Market Volatility Index) evaluation from 1%t January 2020 to 30™" June
2020 with significant increase on 16™ March 2020[3]
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Exchange rates volatility
How do exchange rates should negatively impact the insurance company? Most of the
international insurance companies have business also in Euro, Swiss Franc or British
Libra currency-based countries. Movements in exchange rates to United States Dollar
with negative impact (view as decrease in local currencies to global currency) means
that present value of actual reserves/premiums/investments in global currency are lower
what cause increase in exposures and basically increase in many risk types of the
company.

Exchange rates and yield curves are the most plumbed economic assumptions
in economic capital modelling therefore volatility in these assumptions are dangerous
for the correct quantification of capital and solvency level.
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Fig. 7. EUR to USD average exchange rates evaluation from 1%t January 2019 to 30" June 2020[9]

Same as in S&P 500 index development (see Fig. 1) we can see significant drop on
February 20™, 2020. Uncertain situation is difficult mainly for intercontinental
insurance companies with business and investments in Euro (or other) currency
countries reporting numbers in foreign currency, especially global currency United
States Dollar.

Yield Curves and Interest rates

Yield curve is kind of illustration of the evaluation of the interest rates with changing
maturities and we can say that this curve is a base for all models and calculations
(including capital modelling) inside the insurance company. Interest rates data are
available on the markets until the last liquid point (the latest time point for usage of
market data) and from this date are curves usually extrapolated by Wilson-Smith
method. Specific approach is defined in the methodology of the insurance company and
confirmed by a regulator.
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3 Required Capital Calculations and Solvency Sufficiency

Main interests of the partners and investors are solvency condition, ratings of the
company and business operating profit. These three indicators can disclose if company
is healthy enough, whether its business continues to grow and how securely other
institutions see the company.

One of the most important indicators of the health condition of the insurance
company is solvency ratio. Solvency ratio reflects both sides — if investments
a company has available are big enough and if the capital required to cover unexpected
claims (with set-up probability level) is not too high. If the situation with low available
capital and high required capital happened, it means that insurance company has raised
claims and raised risk. Nowadays we are in a situation where both sides of the ratio
were affected by the pandemic — available sources decreased due to lower interest rates
and required capital part increased due to raising claims, exposures, etc.

We’ve prepared short introduction to solvency ratios calculated in Zurich Insurance
Group, Ltd., one of the biggest insurance companies worldwide. International insurance
company calculates solvency ratios based on internal model for three methodologies:
Swiss Solvency Test (SST), which is required by Swiss regulator FINMA, Solvency Il
methodology and internal approach — Zurich Economic Capital Model (Z-ECM).

3.1  Zurich Economic Capital ratio

Zurich Economic Capital (Z-ECM) ratio defines if Zurich's market value balance sheet
remains solvent over a one-year time horizon given a certain level of probability
(99.95 %) following unexpected adverse events. The 99.95 % is chosen in line with
Zurich’s “AA” target rating. Z-ECM ratio is calculated as:

~ AFR
Z — ECM ratio = REC
where
o AFR (Available Financial Resources) are those resources company considers
to be available to cover policyholder liability claims in excess of their
expected value in a stress scenario;
e RBC (Risk Based Capital) is capital required to protect company’s
policyholders against any economic insufficiency to meet their claims over
a one-year time horizon due to the risks assumed by the Group from all its
activities at 99.95 % confidence interval.

In other words, risk-based capital defines the amount of unexpected losses which might
impact the market value of the group balance sheet what translates the risk into amount
of capital required to provide protection against risks at 99.95 % probability.
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3.2 Swiss Solvency Test ratio

Swiss Solvency Test (SST) determines a quantitative solvency condition in the form of
a comparison between risk-bearing capital and target capital. If in the one-year period
from the reference date an insurance company adheres to its own realistic business plan,
there should be a high probability of it being able to meet its existing insurance
liabilities at the end of the one-year period without taking on new business.[6]

In other words, the SST defines the minimum amount of economic capital an
insurance company must have available. This amount is determined based on the risks
the company assumes. The higher the risks are, the larger its capital requirements will
be. Swiss Solvency Test ratio has defined formula in certain way:

AFR — MVM

SST ratio = m

where

e AFR (Available Financial Resources) are those resources company considers
to be available to cover policyholder liability claims in excess of their
expected value in a stress scenario;

e TC (Target Capital) — FINMA (Swiss regulator) determines capital
requirements in such a way that an insurance company will remain financially
unscathed even when faced with a once-in-a-century negative event; capital
calculated in this way is referred to as target capital;

¢  MVM (Market Value Margin) — smallest amount of capital which is necessary
in addition to the best-estimate of the liabilities, so a buyer would be willing
to take over the portfolio of assets and liabilities.

Unlike the Zurich Economic Capital ratio calculation, market value margin is
deducted from both parts of the calculation. Target capital is modelled using Expected
shortfall 99 %. Zurich Insurance Company modelled both ratios on the same — risk-free
yield curves but this was changed to yield curves requested by the regulator which put
the insurance company to more comparable position to other companies on the market.

3.3 Real impact in numbers

In this sub-chapter we will summarize impacts of the COVID-19 pandemic situation
connected with financial markets issues onto insurance companies. Most important
indicator of the companies’ health condition is solvency ratio. In this solvency ratio
information are interested in all partners of the insurance company — investors, banks,
clients, media, e.g.
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Fig. 8. Evaluation of Zurich Economic Capital Model ratio and Swiss Solvency test ratio (with
change in approach from old Yield curves (“SST old YC”) to FINMA’s Yield curves (“SST new
YC”)) in years 2012-June 2020.[8]

As mentioned in previous chapter, ratios differ on the methodology used for the
estimations and calculations and we will show impacts on the financial results of the
Zurich Insurance Group, Ltd.

Zurich Economic Capital Model ratio decreased from 129 % in end-year 2019
to 102 % in 2020 half-year (101 % quarter year) what makes almost 21 % drop.
Development of the Z-ECM ratio was mainly caused by [8]:

— increase in business profit with volume of 3 %j;

— 33 % decrease due to market changes;

— 4% decrease due to dividend accrual and other — non specified changes, increased
ratio up to 8 %.
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Fig. 9. Z-ECM Risk Based Capital estimated for end-June results by risk types.[8]
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Life Insurance risk

Life risk will be one of the most impacted risk types. Raised mortality with absolute
uncertainty of the future mortality rates development creates many questions for
mortality modelling. Nevertheless, Continuous Mortality Investigations (CMI)
proposes to do not weight on 2020 data for next mortality projections. [4]

Catastrophe risk

Risk of significant deviations from the assumption over a short term due a sudden,
temporary catastrophic event (also natural catastrophic). A mortality pandemic has
been identified as the sole biometric catastrophe event that could materially affect
Zurich capital. Increase in pandemic related claims will increase the required capital.

Market risk

The main sensitivities in market risk such as negative movements in interest rates, credit
spreads and equities increase the risk. Decrease in interest rates negatively impacts
asset-liability surplus (mainly increase the liabilities value) what causes increase in
market risk, so that increase of required capital (risk-based capital or target capital
depending on the methodology approach).

Premium & Reserve risk

Increase in risk cause increase in required capital if volatility of premiums and reserves
increase, exposures increase, reinsurance volume decrease what is typical in pandemic
situations and decrease in discounting, e.g. decreased present value of accumulated
reserves.

Operational risk

Indicators which increase operational risk and similarly also required capital are
increases in number of loss events (frequency parameters) and worse loss frequency,
median of observed losses (severity) and observed loss amounts.

Credit risk
Increase in exposures and decrease in ratings (what is seen nowadays after financial
markets drops) increase the credit risk and similarly the required capital.

Conclusion

In the article we summarised how the COVID-19 pandemic situation impacts insurance
companies, how affects risk types an insurance company faces to and we described
sources of the insurance losses. Lloyd’s economic study estimated that reduction in the
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investment values and underwriting losses takes creates 203 billion [12]. We focused
on international business insurance companies with interests mainly in required capital
modelling and solvency sufficiency. We suppose that consequences of the COVID-19
pandemic will be present in the insurance business for many years. Possible long-term
consequences we expect are raising mortality, uncertainty in future health conditions
of ones who overcame the disease, legal proceedings due to property losses (e.g.
business interruption or workers compensations) or implementation of “Protection gap”
recommended by OECD.
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Abstract. The goal of this research was to investigate and summarize relations
between gender (as a biographical factor) and money attitudes as evidenced by
the relevant literature. As indicated by the research results, gender is considered
as an independent variable which can predict certain money attitudes.

Males focused stronger on the power-prestige aspect of money while females
showed higher anxiety-oriented and retention-time/saving-oriented money
attitudes. Moreover, gender-specific investment patterns were found. Males
generally were more obsessed with money, they followed a stronger materialistic
approach and showed a higher willingness for taking moral risks. Males further
attached less relevance to effort and ability as prerequisites for acquiring money.
The identified relations are of practical relevance for developing more efficent,
gender-adjusted business strategies (e.g. in the context of marketing activities).

Keywords: money attitudes, gender, MAS.

JEL classification: D 14, G 50, J 16

1 Introduction

We use money in the one or the other way every single day. It can be assumed that most
people would agree with the statement that money is of personal importance to them.
Thus, it seems worth taking a closer look at the role of money from a psychological
viewpoint.

From a practical point of view, money allows individuals to acquire goods, services,
energy and time [1]. But behind these obvious functions money represents a source for
strong feelings like joy and anxiety. Moreover, this feelings can accumulate on high
levels: In such cases individuals experience money-related joy like human love or
money-oriented anxiety comparable to the anxiety of impending death [2].

Such individually perceived importance of money is a result of our expectations
which we relate to money. As a result, money manifests as a powerful driving force in
our lives [3]. It appears not unrealistic that e.g. persons remain in an unsatisfactory
professional situation because of a prospected monetary reward in the mid-term
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perspective. However, the motivation for extra hours, neglecting one’s private life or
risking one’s personal health is not money per se. In fact, the indirect (and maybe
unconscious) driving forces are the aforementioned promising feelings which are linked
to the expectation of future possession. For example, despite current job-related
disadvantages, having the future ability or chance to purchase a mansion in a wealthy
district could be a possibility to demonstrate one’s (future) power and success and to
receive high recognition in the personal environment.

In contrast, anxiety can act as a negative driving force in the context of money:
Persons who are threatened by poverty in some cases are willing to commit property
crimes to reduce their money-related anxiety.

2 Literature Review

As illustrated in the examples above, a wide range of reasons provides the basis for the
human strive for money, wealth and possession. This strive can be ascribed to four
human money-related main emotions [4, 5]:

e Money provides an emotional lifejacket or a security blanket against
anxiety. A strong focus on this security dimension of money leads to
behavior like compulsive saving, fanatic collecting or distrustful attitudes
towards others. For example, an individual with a pronounced anxiety-
related money attitude could show a long-lasting and disciplined savings
behavior without specific financial goals (like certain investment or
consumption purposes). The accumulated reserves then are rather kept in a
safe place instead of using them for generating interest or other financial
return.

e Money also is strongly associated with feelings of love for some
individuals. In that case, money is used for obtaining self-worth and loyalty:
Such a love-related money attitude might predominate in case of the
stereotypical image of an elderly multi-millionaire who surrounds himself
with multiple young photo models.

e  Furthermore, money is the ideal instrument for demonstrating power,
importance, control and domination. Besides, personal advantages could be
gained by targeted and calculated use of money (e.g. in the case of bribery
or corruption). For example, having such a power-oriented money approach
seems almost required for certain positions in the political, social and
economic life. Money is strongly related to power and prestige for the
individual, e.g. in case of purchasing luxury branded goods to impress
others.

e Another less obvious, money-related emotion is freedom. A sufficient
financial backup allows individuals to focus on their personal interests. The
burden of a regular, maybe unsatisfying, professional situation disappears.
Instead of such limitations, individuals could gain independence and
possibilities on base of sufficient monetary reserves. This freedom-related
money approach might be the main factor for individuals who pursuit a
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frugal lifestyle with the simultaneous goal of maximizing personal
autonomy and independence.
Closely related to those feelings are our attitudes as learned predispositions referring to
certain objects (e.g. money). Such (money) attitudes remain consistent and persistent
in a favorable or unfavorable way [6]. Money attitudes refer to individual fantasies,
wishes and fears. They link money to distortions and denials and connect it towards our
impulses and defense against impulses [3].

A widely used instrument for measuring money attitudes is Yamauchi and Templer’s
money attitude scale (MAS). The similarities with the MAS factors support the
relevance of the aforementioned money-related emotions: Based on 29 (finally
remaining) items, the four MAS attitude factors power-prestige, retention-time, distrust
and anxiety were identified [7].

Attitudes can predict behaviors in many cases, yet not always. The existence and
extent of an attitude-behavior relationship depends on the investigated field, past
experience, accessibility to attitudes, confidence, change of attitudes, attention,
exposure to information as well as past behavior [8, 9, 10].

Hence it must be concluded that a relation between predictive factors for money
attitudes and a certain (financial) behavior does not exist necessarily.

Past research has identified age, gender, educational level as well as the cultural
background as particularly relevant biographical factors which potentially influence our
money attitudes [11]. Study results which refer to gender as a relevant biographical
factor were identified in the research process and are further summarized in this paper.

3 Methodology

A systematic literature review was conducted to identify and describe gender as a
predictor for money attitudes.

Scientific databases were used as relatively comprehensive sources on base of
referring search terms. Moreover, the relevance of the sources (impact factors, journal
quality, citation rate) was considered in the analysis. The relevant study results were
described in tabular form. These results then were clustered together systematically on
base of the identified gender-dependent variables.

However, it must be pointed out that further (biographical but non-gender-related)
predictive factors exist, which are not included in this contribution.

4 Results and Discussion

The relevant research findings which indicate the relevance of gender as a predictive
factor for certain money attitudes are described in the following table:
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Table 1. Gender as predictor for money attitudes.

Sources

Gender-related results

Chi and Banerjee, 2013
United States

(n = 224 students)
Fiinfgeld and Wang, 2008
Switzerland

(n = 1,282 adults)

Lim et al., 2003
Singapore

(n = 605 adults)

Ozgen and Bayoglu, 2005
Turkey

(n = 300 students)

Baker and Hagedorn, 2008
Canada

(n =200 adults)
Hanashiro et al., 2004
Japan, United States

(n =208 + 170 students)
Lim et al., 2003
Singapore

(n =605 adults)

Sabri et al., 2006
Malaysia

(n =120 adults)

Simkiv, 2013

Ukraine

(n = 246 adults)

Gender and anxiety

The research results indicate different results, but with the
overall tendency that females comparatively stronger focus
on the anxiety and worrisome aspect of money.

The US study among a sample of bicultural college students
showed that females felt significantly more anxious and
worrisome in the context of financial insecurity, while no
gender-related differences were found for the other money
attitude dimensions.

In addition, in the Swiss study three times more females than
males were classified in a cluster of “anxious spenders”
(insecureness about financial matters, need for precautionary
saving).

The female tendency for an anxiety-pronounced money
attitude was verified again (e.g. stronger fears regarding the
future living standard or the country’s economic situation in
the future) in the Turkish study. Women in this study also
showed less interest in money-related issues together with a
tendency to more easily spend money.

Remarkably, the opposite was the case in a Singaporean
sample of 605 adults. Men in comparison with women were
more anxious in terms of their finances. The authors of the
study explain this contrary result by the family
responsibilities of males in Singapore (role of the family
breadwinner).

Gender and power/prestige/success

In the analyzed studies, male individuals showed a more
pronounced focus on the power-related money attitude
dimension. They further valued the general importance of
money in their lifes higher. Males, in contrast to females, also
were found to rather perceive money as a measurement for
successfulness.

The Canadian study (which was based on MAS items)
showed a comparatively weaker focus of females on the
power-prestige aspect of money.

Moreover, the intercultural comparison study between
Japanese and US students proved the pronounced male
perception of money as a symbol of power and as a tool for
controlling others in both (western and oriental) societies.
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Watson et al., 2004
United States
(n =418 students)

Chavali and Mohanraj, 2016
India

(n =101 adults)
Furnham, 1985

Great Britain

(n = 256 adults)
Hanashiro et al., 2004
Japan, United States

(n =208 + 170 students)
Limetal., 2003
Singapore

(n =605 adults)

Furnham, 1984
Great Britain

(n = 256 adults)
Lim and Teo, 1997
Singapore

(n = 152 students)
Sabri et al., 2006
Malaysia

(n =120 adults)

The Singaporean study results also support the findings
above, as Singaporean males more likely than females
showed a power-oriented money attitude.

Comparable results were found in the Malaysian study: Males
significantly stronger focused on the power-related money
aspect and they were more obsessed with money, while no
significant gender differences were identified in the other
money dimensions.

The Ukrainian study also found that males significantly
stronger perceive money as a measurement for successfulness
in life as well as a tool for influencing other people.
Furthermore, the US study among students showed
significantly higher narcissistic power-oriented money
attitude scores for the males in the sample.

Gender and saving/time-retention

A comparatively higher relevance of the saving and
budgeting money dimension was found for females
repetitively. Females in general rather tended to focus on the
future-oriented saving/budgeting dimension of money than
males.

In the Indian study, which investigated differences in
investment patterns, gender was identified as the only
relevant demographic factor with an impact on the preferred
form of investment. Men in particular preferred life
insurances while females favored gold as investment form.
Furthermore, men strongerly tended to invest in risk-
associated products.

The British study results indicated that women, significantly
more than men, invested with a future-oriented focus on
retirement pensions, prevention in the case of illness, children
education and holidays.

In the intercultural study between Japanese and US students
as well as in the Singaporean study, the results suggested
more stable saving attitudes for females with a stronger focus
on the budget/retention money dimension in general.
Gender and money obsession

In close relation to power/prestige/success, males seems to be
more obsessed with money and use money rather as an
instrument for comparison and evaluation.

The gender comparison in the British study showed that males
generally were more obsessed with money in comparison to
females. Though, in the same study also females with strong
Protestant work ethic beliefs (discipline, hard work) were
found to be strongly obsessed with money.



Furnham, 1984
Great Britain
(n =256 adults)

Furnham, 1984

Great Britain

(n =256 adults)

Furnham and Okamura, 1999
Great Britain

(n =277 adults)

Furnham and Okamura, 1999
Great Britain
(n =277 adults)

Furnham and Okamura, 1999
Great Britain
(n =277 adults)
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Furthermore, the Singaporean and the Malaysian study both
identified a stronger obsession with money for the male
participants in the samples.

Gender and conservative/retentive money attitudes

A strong conservative and retentive money attitude (closely
connected/overlapping with the saving/time-retention money
attitude) was found for females with a higher educational
level as well as for eldery females in the British study.
Gender and effort/ability

Effort and ability, more by women than by men, were
perceived as main prerequisites for acquiring money
(especially by females with strong Protestant work ethic
beliefs) in the British studies. In general, women rather were
convinced that money can be accumulated through effort than
simply by random change.

Gender and materialism

In this British study, in contrast to other existing literature, no
significant gender-related differences were found regarding
the materialism dimension. Furthermore, both genders show
comparable values for negatively money-related emotions.
Gender and moral risks

A close connection to the gender differences in the context of
power/prestige seems indicated for the following finding:
British females, rather than males, were less prepared to take
moral risks in the context of money.

Sources: [1, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]

The results in the table refer to the effect of gender on money attitudes. One major issue
regarding the results is the description of the dependent variables. Some of those
variables are money attitudes by definition (e.g. based on the MAS testing instrument:
anxiety or power-prestige) while other variables show less overlapping with money
attitudes (e.g. moral risks). However, this diverse approaches permit new insights, but
with the restriction of inconsistency in terms of the dependent variables.

The derived findings can be summarized on the meta level: In most studies (except
in one), women seemed to dispose over stronger anxiety-related money attitudes than
men [15, 15, 20, 21]. Also a stronger saving/budgeting-oriented (retention-time-
oriented) money attitude was found for women in the studies investigated [1, 13, 17,
20]. Women also stronger believed in the relevance of effort and ability as a factor for
financial success [16, 18].

On the contrary, the overall picture based on the study results indicates that males
focused comparatively stronger on power and prestige in the context of money
perceiving money as an instrument for acquiring and measuring influence or success
[1, 12, 20, 22].
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Comparable gender-specific results (especially for power-prestige and retention-
time) were found in many aspects in a MAS-based study which was conducted by the
author among Austrian Business Education students [25].

A main reason for this difference might can be found in the different socialization of
females and males and in gender stereotypes. Furthermore, different sociocultural
environments might be a relevant influencing factor. Females are strongerly than men
in the role of taking care about the family in a protective way in many cultures. This
could implicate a more pronounced risk-avoiding (and therefore a stronger female
orientation towards anxiety and retention-time/saving) behavior, which might be also
the case in money-related issues. Males in many cultures by comparison are socialized
based on the picture of a male stereotypical image, which idealizes the male strive for
power, success, influence and prestige.

5 Conclusion

This research investigates the existence of gender-related money attitude differences
through a comprehensive literature analysis. The main gender-related results of the
selected studies were summarized and clustered on base of the identified gender-
dependent and money-related variables to provide a systematic overview on the meta-
level.

Results indicate that males showed a higher power-prestige and success-oriented
money attitude. Furthermore, woman focused stronger on the time-retention and saving
dimensions of money and they showed a more anxiety and worrisome money attitude.
Remarkably, those differences occurred across different cultures (except the stronger
male anxiety-orientation in a Singaporean study).

Possible causes might be found in gender stereotypes, sociocultural socialization and
education. Further research should investigate the factors which contribute to the
development of such gender differences. Further additional biographical factors (e.g.
educational background and age) must be considered for completing the picture of
relevant money attitude predictors.

The findings from a commercial perspective are of practical relevance for the
development of target-oriented and thus more efficient gender-specific business
strategies. For example, marketing strategies could be consequently adjusted toward
gender specific money attitudes.
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Abstract. Today's advanced economies facing the big challenges. They have to
integrate environmental sustainability with economic prosperity, diminishing the
environmental damage caused by economic growth. Concerning sustainable
development, the goal is the quality of life for everyone, today and in the future.
The aim of the paper was to clarify behaviors and attitudes to sustainable
consumption of consumers. Analysis of secondary data from Flash
Eurobarometer (2012) was realized to achieve the aim. We supplemented the
secondary data with primary data obtained by the standardized query method. We
found out that 63% of students sometimes buy environmentally-friendly
products. There is protentional segment of future buyers of environmentally-
friendly products — 16% of students. Purchases of environmentally-friendly
products are more typical for students who work during study. The most purchase
environmentally-friendly products is food stuff, drugstore goods, textiles and
clothing. The highest impact on the purchase has product quality, impact of the
product on the environment and price.

Keywords: environment, environmentally-friendly products, students

JEL classification: M30, Q50

1 Introduction

The big challenge facing today's advanced economies is to integrate environmental
sustainability with economic prosperity, diminishing the environmental damage caused
by economic growth and thus creating “more with less”.

Concerning sustainable development, the goal is the quality of life for everyone, today
and in the future. To ensure that design and product development progresses in the right
direction, we need to include a holistic perspective that includes environment, people,
economy and culture [10].

In 2015, the European Commission put forward a package to support the EU's transition
to a circular economy. Three years after adoption, the Circular Economy Action Plan
can be considered fully completed. According to the findings of the report,
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implementing the Circular Economy Action Plan has accelerated the transition towards
a circular economy in Europe. In 2016, sectors relevant to the circular economy
employed more than four million workers, a 6% increase compared to 2012. Circularity
has also opened up new business opportunities, given rise to new business models and
developed new markets, domestically and outside the EU. In 2016, circular activities
such as repair, reuse or recycling generated almost €147 billion in value added while
accounting for around €17.5 billion worth of investments [4].

In today’s competitive environment, “innovation” serves as a competitive advantage
that allows companies to dominate particular market segments. With respect to
corporate strategy, innovation is not only the key to extended market share, but also the
key to increased commercial gains [1]. Recent studies in several countries or regions
(including the EU territory) point to the fact that, in general, around 55-60% of the
innovations include environmental benefits, that contribute to sustainability and
sustainable growth. This implies that eco-innovation is already an integral part of
design and innovation activities both within and outside businesses [8].

Research from Tukker [9] suggests that the three domains of mobility, housing and
food are responsible for 70-80% of the lifecycle environmental impacts of society.
Within these domains particular forms of activity are identified as especially
problematic, including car and air transport (in mobility); heating/cooling, appliance
use, building and demolition (in housing); and in the domain of food, the burden
associated with animal-based agriculture and the production and consumption of meat.
Maccioni, Borgianni, and Basso [7] studied value perception of green products. Green
products, for which participants required greater efforts in the search for relevant
information, boost the value attributed to creative solutions still believed of high
quality. This effect is significantly more evident for participants showing remarkable
interest for sustainability issues. Conversely, alternative products feature greater value
perception because they are acknowledged to be functional and reliable.

Haned [6] in the survey found that, for 45% of the responding companies, ecodesign
has a positive effect on the bottom line, in absolute terms, while the effect was neutral
for 51 %. From a social standpoint, ecodesign is a thus win-win solution, as it generates
environmental benefits for all, without any negative impact on profitability. Fora large
portion of companies, the ecodesign approach also has positive, non-financial impacts,
like improved reputation and recognition.

Cerri et al. [3] stressed the importance of making information about product’s
sustainability accessible, especially because the lack of information is perceived as a
major limitation presently. Indeed, research has shown that when potential consumers
are explicitly asked about sustainability issues, the declared interest in environmental
issues and the actual purchasing behavior are often inconsistent [2].

2 Methodology

The aim of the paper is to clarify behaviors and attitudes to sustainable consumption of
consumers. Analysis of secondary data from Flash Eurobarometer 367 was realized to
achieve the aim. We supplemented the secondary data with primary data obtained by
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the standardized query method. The primary survey was aimed at students of the
University of Economics and was attended by a total of 50 respondents a and data were
collected in June 2020.

The fieldwork for Flash Eurobarometer 367 [5] was carried out by TNS Political &
Social network in the 27 Member States of the European Union and in Croatia between
4th December and 10th December 2012. 26,573 citizens were interviewed.

3 Results and discussion

Respondents were asked about their behavior towards environmentally-friendly
products in general. By environmentally-friendly products or green products we mean
products that have a less negative impact on the environment during production, in
terms of use and disposal compared to other products [5].
From this, they were categorized into one of six behavior stages:
e Regular maintenance: the respondent often buys environmentally-friendly
products;
e QOccasional maintenance: the respondent sometimes buys environmentally-
friendly products;
e Ready for action: the respondent does not buy environmentally-friendly
products but definitely intends to do so in the future;
e Contemplation: the respondent does not buy environmentally-friendly
products but may do so in the future;
e Relapse: the respondent used to buy environmentally-friendly products but
stopped,;
¢ Reluctant: the respondent does not buy environmentally-friendly products and
does not intend to do so [5].

The most of consumer are occasional buyer of environmentally-friendly products (Fig.
1). In EU was 54% of respondents occasional buyer, in Slovakia it was 56%. From our
survey we found out that 63% of students sometimes buy environmentally-friendly
products. With segment of regular buyers is the number higher. In EU 70% of
respondents buy environmentally-friendly and in Slovakia it is more than 70% of
respondents. More than 80% of students buy environmentally-friendly products, but
students are more likely occasionally buyers. This can caused the income, which can
be lower than the income of working consumers.
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Fig. 1 Purchase of environmentally-friendly products. Source: own processing based on
Flash Eurobarometer (2012) and own research.

Slightly more than half of EU citizens think that environmentally-friendly products are
easy to differentiate from other products (51%), with 47% disagree (Fig. 2). Slovak
citizens have nearly the same opinion on this fact. 52% think that environmentally-
friendly products are easily differentiate form other products. But less Slovak students
agree with this statement (41%) and 55% disagree that environmentally-friendly
products are easily differentiate from other products. More than half of Europe citizens
(54%) think that environmentally-friendly products are easily available in shops. But
less than half of Slovak citizens (49%) think that too, disagree with this statement 47%.
Only 24% of Slovak students from our survey think that environmentally-friendly
products are easily available in shops. The reason can be that students shopping’s are
fast, and they have no time for searching environmentally-friendly products, or they
shop in smaller shops where is not so rich offer.
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Fig. 2 Purchase of environmentally-friendly products. Source: own processing based on
Flash Eurobarometer (2012) and own research.

Explanatory Notes: 1 - It is easy to differentiate environmentally-friendly products from other
products. 2 - Environmentally-friendly products are easily available in shops. 3 -
Environmentally-friendly products are good value for money. 4 - Family or friends will think
it is a good thing if you use environmentally-friendly products. 5 - Buying environmentally-
friendly products sets a good example. 6 - Using environmentally-friendly products is the
right thing to do.

More than half of EU citizens (55%) agree that environmentally-friendly products are
good value for money (Fig. 2). Less than half of Slovak citizens (49%) and Slovak
students (45%) agree with this. 80% of EU citizens have family or friends who thinks
that using environmentally-friendly products is good thing. On Slovakia think that 90%.
From our survey we found out that 64% of students have family or friends who think
that using environmentally-friendly products is good thing. This lower number can be
caused by the fact that students live without family in college where they have limited
options, or they have limited budget for buying environmentally-friendly products.
More than 90% of EU and Slovak citizens and also students think that buying
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environmentally-friendly products sets a good examples. And more than 90% of EU
and Slovak citizens and also students think that using environmentally-friendly is good
thing.

In primary survey we wanted to find out how selected criteria impact students during
their purchase of environmentally-friendly products (Fig. 3). The highest impact has
product quality and then impact of the product on the environment. On the third place
is price. The lowest impact on purchase has brand and marketing campaign.

Product design
Marketing campaign
References

Product information

Impact of the product
on the environment

Brand

Product quality

Price of the product

Environmentally-friendly
products offer

Very low
impact

Very high
impact

Fig. 3 Impact of selected criteria on purchase of environmentally-friendly products. Source:
own processing.

The most purchase environmentally-friendly products is food stuff buy by 70.6% of
respondents, than drugstore goods buy by 60.8% of respondents and textiles and
clothing buy by 33.3% of respondents. Purchases of environmentally-friendly products
are more typical for students who work during study.

4 Conclusion

The aim of the paper was to clarify behaviors and attitudes to sustainable consumption
of consumers. The most of consumer are occasional buyer of environmentally-friendly
products. In EU was 54% of respondents occasional buyer, in Slovakia it was 56%.
From our survey we found out that 63% of students sometimes buy environmentally-
friendly products. There is protentional segment of future buyers of environmentally-
friendly products — 16% of students. Students are limited by their financial situation, so
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in the future they can have higher income and then they will be able to buy more
environmentally-friendly products.

Less than half of Slovak students agree that environmentally-friendly products are
easily differentiate from other products and more than half of students disagree. And
only 24% of Slovak students think that environmentally-friendly products are easily
available in shops. It can caused that students purchases are fast and often in a small
shops with limited offer, so they have no chance to find environmentally-friendly
products. Producers could improve labeling of goods to make it more differentiate and
easily to find.

The most purchase environmentally-friendly products is food stuff, drugstore goods,
textiles and clothing. The highest impact on the purchase has product quality, impact
of the product on the environment and price. On the other hand, the lowest impact has
brand and marketing campaign. Producers should focus on the improving the quality of
products and reducing the negative impacts of the production and consumption of
selling products.
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Abstract. Unemployment is affected by several factors. This study focuses
specifically on one of them - the impact of taxes on unemployment. The Slovak
Republic, divided into districts, serves as a studied geographical area. Several
authors have examined this issue, but mostly from an international perspective.
Nevertheless, after adjustment, their approaches are taken into account in the
calculations. The result is confirmation of the relationship under study, but a more
in-depth examination is needed to determine causality. When calculating the tax
burden, the influence of the non-taxable part of the taxpayer and its effect on the
tax wedge is mainly used. After taking into account the econometric methods of
several authors, regression analysis was preferred. It can be stated that the
relationship provides economic policy makers with a wide scope for influencing
unemployment, especially in regions with higher unemployment rates.
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Introduction

Unemployment is affected by several factors. Their significance varies depending on
the region, socio-political conditions, economic fundamentals. This study wants to
focus on unemployment and the factors that affect it especially from a tax perspective.
The price of labor and its net form depends, among other things, on the tax burden of
labor. The calculations are based on the assumption that unemployment is affected by
this burden. The analyzed geographical area is the Slovak Republic and its districts
(okresy). Districts are administrative units that take into account smaller regional
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divisions. A more detailed overview of wage levels and unemployment can be found in
the appendix.

2 Literature review

Several authors solve the dependence between unemployment and tax rates, especially
at the international level. These studies are part of the resource literature mainly for the
analysis of the methodological approach, which they use. The studies should be divided
into groups dealing with the impact of corporate tax and personal income tax. In order
to examine econometric methods, there is presented a study by Zirgulis and Sharapovas,
who examined the impact of corporate taxation on unemployment. They state that this
is a highly speculated relationship, but generally little studied. The authors consider
endogeneity and error in the methodology, as there is two-way causality,
unemployment affects tax rates and vice versa. During recession, companies lay off
employees and, based on this situation, the state adjusts fiscal policy through tax rates.
At the same time, a change in tax rates may make it necessary to lay off employees or
motivate them to increase their workforce. In econometrics to eliminate endogeneity,
the GMM (Generalized Method of Moments) model or the Monte Carlo model, or
other, may be preferred over the 2SLS model (two-stages least squares regression
analysis).

Unemp;, = Unemp;,_1 + BiTax;; + BoXiv + Vi + €t 1)
Unempi:  unemployment rate in the country and at time t
Taxiy corporate tax rate
Xit other control variables
Yi fixed effects
Eit error

Other control variables are not used in this study because some cannot be quantified
regionally, or they are not relevant to national research or they are not statistically
surveyed. The main new result of this research is the fact that an increase in the expected
average corporate tax rate is associated with an increase in the unemployment rate. This
relationship is robust. This study contributes significantly to the literature on the
relationship between corporate tax and unemployment.[1]

Daveri, in his study, deals with the variables X, which are different in different
authors. The biggest problems include the presence of undetectable and mathematically
unquantifiable variables and the endogeneity of variables for regression. Most of the X
indices are often the result of the aggregation of individual labor market characteristics,
the extent of which has been evaluated by labor market experts in each country. The
subjective and qualitative nature of such aggregate indices generally makes them
susceptible to endogeneity and measurement errors and is difficult to update over time.

When assessing the wage and the impact of taxes on it, the channel of the impact of
taxes on unemployment through wages should be tested and an equation can be created
where the dependent variable is the wage growth rate and independent variables will
be the change of personal income tax rate and a set of control variables (marginal
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variables). such as replacement rates,[2] which is defined as the individual net pension
entitlement divided by the net pre-retirement income, taking into account personal
income taxes and social security contributions paid by workers and pensioners,[3] and
the past unemployment rate and labor demand variables such as the projected rate of
GDP per capita growth and total factor productivity,[4] calculated as the difference
between the growth of output and the growth of a combination of all inputs, usually
labor and capital.[5] Daveri and Tabellini estimate that the rate of change of the tax rate
in continental European countries is 0,4, for the Scandinavian countries it is at the level
of 0,2 and for the USA, Canada and Japan it is statistically 0.[6] Alesina and Perotti
arrived at very similar results. the positive relationship between labor taxes and unit
labor costs in the sample of annual data of 14 OECD countries and the difference
compared to the previous study that Denmark is represented here instead of Spain. The
estimated coefficients were again 0,4 for countries in continental Europe, 0,3 for other
EU countries and zero for the USA and Canada.[7] Recent research with aggregated
data has generally strengthened the case of the empirical link between income taxes and
unemployment. However, whether the partial correlation formula is to be interpreted
causally remains highly controversial.[8]

Dolenc, Laporiek and Separovié solve the problem of the relationship between
unemployment and the tax burden through a tax wedge using the OECD methodology.
They calculate the tax wedge as the share of total taxes on labor income in the total
labor costs paid by the employer. They also use regression analysis to calculate, but it
is modified unlike previous authors to use the measurement of the tax burden through
a tax wedge, and the equation has the following form:

EPL;,
GDPpci,t}
IRi,t + ei,t (2)
LP;;

URi,t =a+ BlTWi,t + ,BZDi,t + B3DTWL',L‘ + 11

URi:  unemployment rate in the country and at time t

TWi: tax wedge

EPLit unemployment protection index

GDPpcitgross domestic product per capita

IR inflation rate

LPi;  work productivity

The parameter ei, t determines stochastic errors. The variable DTWi, t is calculated as
a multiple of the tax wedge and the dummy variable D, which takes on the value 0 or
1, depending on whether it is a country with a high tax wedge (1) or a low tax wedge
(0). All variables were logarithmized. In parallel, a panel regression analysis was
repeated using the employment rate as a dependent variable.[9]

Lora and Fajardo examine the impact of taxes on wages and, ultimately, on
unemployment and the labor market in Latin American countries. Until then, the given
part of the world has been little researched in this area, so it is a unique research of 15
states of the mentioned region. The research leads to three main conclusions:
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e Each tax has different effects, similar to empirical research in developed
countries.

e The findings confirm the hypothesis that the effects of taxes on the labor force
vary significantly between groups.

e  Several aspects of the existence and functioning of institutions and their way
of enforcing the Labor Code and tax laws are important.[10]

Buti and Noord examine, in particular, the impact of taxes on the budget deficit, the
economic stability and the interconnectedness of tax systems with social systems in the
payment of social benefits and unemployment solutions. They point to the fact of the
effect of automatic stabilizers on disposable income. Taxes and subsidies affect the
level of equilibrium unemployment and potential output.[11]

Meyer uses regression and the least squares model (OLS) in the analysis. The
equation itself has a similar shape as in the above-mentioned works. Taxes are
represented through the top marginal corporate tax rate (TMCITR) and as control
variables are the urban population, population density, the share of government
expenditure in GDP, the share of foreign direct investment in GDP and others.
Countries are divided into clusters with a higher tax rate (average tax rate 35.9%) and
a lower tax rate (average tax rate 27.7%).[12]

3 Methodology

The aim of this work is to examine the relationship between the unemployment rate and
the tax burden of the districts (okresy) of the Slovak Republic. The methodology of the
work is based mainly on the above-mentioned theoretical approaches. The source of
basic data is from the survey of the Statistical Office of the Slovak Republic.[13] The
year 2018 is the last year to have a complete database of data at the time of preparation
of this paper (data for 2019 have not been completed), so it is the base year for the
analysis. The main econometric method is the regression and least squares (OLS)
method, as used in the Meyer study. This study uses the OLS method with respect to
the assumptions of using this method. The problem may occur with a certain degree of
autocorrelation of variables, but despite this fact, the OLS method is used in practice to
calculate the investigated relationship, which is also evident from scientific studies of
other authors.

The Slovak Republic is divided into 79 districts, including 5 districts of the city of
Bratislava and 4 districts of the city of KoSice. Districts are administrative units, but
they do not have such subjectivity and bodies as higher territorial units. Districts
primarily reflect the division of the republic into regions in which there is partially
centralized population movement and economic life. Nevertheless, there is a migration
of the population for work between districts, so centralization is only partial. This
ultimately also affects the unemployment rate. For this study, however, this is not the
primary problem of bias, it is mentioned because of possible questions.

The measurement of the tax burden follows from the Income Tax Act and the Social
Insurance Act. The monthly wage is used as the basis for the calculation of taxes and
levies, which includes benefits related to the basic wage determined according to wage
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regulations, including the basic components of contractual salaries and wages for
overtime, compensation of wages for time not worked, monthly and long-term bonuses,
bonuses, fulfilment of evaluation criteria, allowances for overtime work etc. This wage
is not an expression of real wages.[14]

From the above salary, social insurance is first calculated. As the wage statistical
indicator used does not express the total labor costs and the super-gross wage, the
employer's contributions are not taken into account, but only the employee's
contributions. According to the Social Insurance Act, an employee pays 1.4% of his /
her salary for sickness insurance, 4% for old-age insurance (the capitalization type of
old-age savings called Pillar Il is not taken into account here), 3% for disability
insurance, 1 % for insurance in unemployment. For the purposes of the calculation on
the basis of the legal definition of the assessment base, we take the statistically
determined wage as the basis.[15] According to the Health Insurance Act, the rate per
employee is 4%.[16] Together, health and social insurance contributions account for
13.4% of the assessment base.

According to the Income Tax Act, for the purposes of calculating the income tax
base, taxable income is taken, which according to § 5 also includes the above-
mentioned items and components of wages, from which social and health insurance
contributions are deducted. Subsequently, the non-taxable part of the taxpayer's tax
base (NCZDD) is deducted, which represents 19.2 times the subsistence minimum for
a calendar month for the purposes of calculating monthly advances. As the statistical
wages do not exceed 100 times the subsistence level, the above calculation is used.
Other non-taxable parts of the tax base and tax bonuses will not be taken into account
for the purposes of the calculation, as their claim is only optional after the relevant
conditions have been met. It is not possible to assign these tax base adjustments from
the database. The income of pensioners is also not taken into account if they also receive
old-age insurance benefits at the same time as their salary. The tax rate is 19% or 25%
of the tax base exceeding 176.8 times the amount of the applicable subsistence
minimum. We do not exceed the given limit, so only a rate of 19% is considered.[17]
The NCZDD in the amount of EUR 319.17 was used to calculate the monthly income
tax advance.[18] For 2017, the NCZDD monthly was EUR 316.94.[19]

4 Results

To get to know the initial situation in the territory of the Slovak Republic, a table is
given in the appendix - a basic overview by district on the registered unemployment
rate and average wages before the payment of levies and taxes. The registered
unemployment rate ranges from 1.68% to 16.15%. The districts with the lowest
unemployment are Hlohovec, Galanta, Pie$tany, Trencin, Bratislava V and the districts
with the highest unemployment rate are Vranov nad Toplou, Reviica, Roznava,
Kezmarok, Rimavska Sobota. These districts have long been among the districts with
the highest / lowest unemployment rates. The average monthly wage before levies and
taxes is in the range of 726 — 1 696 EUR per month. According to own calculation the
amount of the real tax burden from above mentioned wage is in the range of 21.5% —
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26.28%. The real amount of the rate is mainly affected by the non-taxable part of the
taxpayer's tax base. This is a hypothetical amount, as it is not possible to assign and
quantify other social elements in the tax system to average wages. This burden does not
reflect the contributions paid by the employer.

4.1  Linear regression

Regression was performed for analysis. The first model was a linear regression in the
form:

Unemp;, = a + 5, Levies;, (3)

Unempi: registered unemployment rate in 2018 for the relevant district
Leviesit  real rate of tax burden

Unemp2013 Coef. S5td. Err. T P>|tc| [95% Conf. Interwval]
Levies -2.340231 .3397266 -6.89 0.000 -3.016714 -1.663749
_cons 61.43936 8.125848 T7.56 0.000 45.25873 T7.61959

The regression confirmed the negative relationship between the unemployment rate and
the tax burden at a coefficient of -2,340231. This model as a whole is statistically
significant at the 95% significance level. The variable itself is also statistically
significant at a given level. This fact is in line with theoretical knowledge and was
expected. The coefficient of determination (R?) was 0,3813.

4.2 Regression with quadratic term for 2018

In order to try to prepare the most accurate regression in the next step, a quadratic
regression with an equation in the form:

Unemp;, = a + pBiLevies; , + B,Levies"2;, (4)
Levies"2;; real rate of tax burden”2
Unemp201l8 Coef. 5td. Err. T P>t [95% Conf. Interwval]
Levies -34.01321  12.22203 -2.78  0.007 -58.35548 -9.67083
Lewvies2 . 658616 2540566 2.59 0.011 .1526185 1.164613
_cons 441 .6305 146.8655 3.01 0.004 1495.1225 T734.1385

The regression with the quadratic term also has a similar result, again it is twice the
statistical significance at the 95% significance level. The coefficient of determination
(R?) was higher at 0,4316. This form of the model better reflects the given dependence
between the variables. The following graph shows the predicted values for the
registered unemployment rate in 2018 calculated from this model and the actual values
of this dependent variable.
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Fig. 1. Registered unemployment rate in % - Unemp 2018 (Y axis), predicted values of
the registered unemployment rate in% - Fitted values (Y axis) to the real rate of tax
burden for the year 2018 in % for the districts of the Slovak Republic

4.3 Regression with quadratic term for 2010

Data for 2010 were also processed for comparison. The given year represents a larger
time lag from the observed year 2018. Employment policies have changed over time,
various measures have been taken, but this year 2010 is characteristic as a year of efforts
to continue the economy from economic crisis with a view to its recovery. Over a period
of 8 years, there have been significant changes in the results of the economy, as well as
in employment and household income. The regression analysis used the same formula
as for 2018 in the form:

Unemp; . = a + B;Levies;, + B,Levies"2;, (5)

The result was the following values of the variables, which are displayed graphically:
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Uneompz010 Coef. Std. Err. t P>t [95% Conf. Intervall
Levies -5.219374 6.443567 -0.81 0.420 -18.05345 7.613502
LeviesZ .0560235 .152205 0.37 0.714 -.2471131 .3581722
_cons 97.53623 67.38736 1.44 0.155 -37.81348 233.006
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Fig. 2. Registered unemployment rate in % - Unemp 2018 (Y axis), predicted values of
the registered unemployment rate in% - Fitted values (Y axis) to the real rate of tax
burden for the year 2010 in % for the districts of the Slovak Republic

In this graph, the adjustment of the y-axis is different compared to the previous graph.
Fitted values have their own axis and are graphically shifted slightly upwards compared
to the Unemp 2010 variable.

For the purposes of the calculation, the values of the variables were determined and
calculated in the same way as for 2018. The statutory method of calculating the tax
burden did not change in the observed period. The only change occurred when using a
different value of the non-taxable part of the tax base per taxpayer, which was valid in
the 2010 tax period.[19][20]

In 2010, the predicted values have an almost linear shape, as evidenced by the
calculated coefficients. The coefficient of determination (R?) reached the level of
0,4708. However, significance is problematic for a given year, mainly due to the
confidence interval. It follows from the given that the given relationship also applies in
the long-term multi-year interval and the examined relationship also applies under
changed economic conditions. Another possible solution is to use linear regression. Its
results are statistically significant with a similar value of the coefficient of
determination. The coefficient of the variable Levies reaches the value -2,8514.

4.4  Delayed regression with quadratic term

Based on the work of other authors, the following regression uses the variable rate of
the real tax burden in 2017 with an equation in the form:
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Unemp;, = a + B Levies;,_1 + f,Levies"2;, 4 (6)

Leviesit.a  real rate of tax burden in 2017 for the relevant district

Unemp2018 Coesf. Std. Err. t Px|t] [95% Conf. Interwval]
Levies2017 -25.09838 9.807207 -2.56 0.012 -44.63112 -5.565633
Levies2 2017 .4853181 .2078351 2.34 0.022 .0713785 .B992576
_cons 326.6353 115.5844 2.83 0.006 96.42898 556.8416

A quadratic shape was used based on previous more accurate results. The regression
with this control variable was aimed at finding out whether the change in the tax burden
will only be reflected with a one-year delay. This could be explained by the fact that
companies react only with a certain delay and the tax system reflects the previous year
in its administrative actions. The statistical significance of the model is still within 95%.
The coefficient of determination (R?) is at the level of 0,4338, which is a slight increase
compared to the quadratic regression model with the variable Levies2018. The results
of these regressions do not differ much, as there were no such significant changes in
one year in the amount of wages and the tax system. Results similar to other authors
were also confirmed in this work.

4.5  Regression with surrogate dependent variables

Subsequent regressions examined the possibility of replacing the variable Unemp2018
with variables for other population groups. The Unemp2018 variable includes all
unemployed persons, regardless of age, health, etc. Other dependent variables are
specified for this variable:
Disabi n. of juvenile job seekers to number of economically-active population
Graduatesi; n. of applicants - graduates for employment to the number of
economically-active population
Youngir  n. of severely disabled job seekers to the number economically-active pop.
Longterm;; n. of long-term unemployed jobseekers to the number of economically
active population

The independent variable Levies remained unchanged as the only variable. The
calculation is performed for 2018. In all four cases, the variable Levies was confirmed
as statistically significant at the significance level of 95%. The coefficients for Levies
have taken the following negative values:
Disabi - 0.1345225
Graduates;j; - 0.1212202
Youngi: - 0.0298895
Longterm;; - 1.687128
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5 Conclusion

The result of the research is a demonstrable and statistically significant relationship
between the unemployment rate and the real tax rate, or wages reduced by the tax
burden. It should be noted that this cannot be considered as a causal effect. Other
auxiliary independent variables were not taken into account here. The regression effect
is created primarily by the non-taxable part of the tax base for the taxpayer. This
confirmed the significant effectiveness of this social tax instrument and quantified its
size. For fiscal and social policy makers, the use of this instrument and its
diversification within the country remain to be considered. The Slovak Republic has
less developed districts, which it subsidizes with subsidies. The use of this tool, which
could have a multiplier effect, also remains to be considered. On the one hand, the
consumption of the population would increase by reducing the tax burden, and at the
same time, with a potential reduction in contributions, the wage costs of companies
would be reduced, which could have a positive effect on unemployment. The
adjustment could consist of different tax rates for less developed districts, possibly by
increasing the NCZDD, or by introducing a special tax bonus, or by adjusting the levy
burden. Similar adjustments have existed or exist in other EU countries, e.g. Greece,
Slovenia.

The results of the work confirm the importance of subsidies to districts with lower
employment and their return. If these subsidies help to increase employment, it also
increases wages and, ultimately, the real tax burden, which increases revenues to public
budgets and social security systems. This mechanism is different from the studies
mentioned in the theoretical part, as they solve the situation at the transnational level.
However, if the importance of the relationship between the unemployment rate and the
real tax burden, whether legal entities or individuals in the case of Slovakia, has been
independently confirmed, it is appropriate to open this issue at the regional level.

Acknowledgement

This contribution is the result of the project VEGA 1/0251/19 — Households' investment
into housing and the possibility of their alternative use as additional income at the time
of receiving the pension benefit.

References

1. ZIRGULIS, A., SARAPOVAS, T. 2017. Impact of corporate taxation on unemployment. In
Journal of Business Economics and Management, 2017, No. 18, pp. 412 — 426. Accessible
from<https://www.researchgate.net/publication/317635660_Impact_of_corporate_taxation
_on_unemployment>.

2. DAVERI, F. 2002. Labor Taxes and Unemployment: a Survey of the Aggregate Evidence.
Centre on Research of Pensions and Welfare Policies. 2002. Accessible from
<https://www.researchgate.net/publication/4847657_Labor_Taxes_and_Unemployment_a
_Survey_of _the_Aggregate_Evidence>.


https://www.researchgate.net/publication/4847657_Labor_Taxes_and_Unemployment_a_Survey_of_the_Aggregate_Evidence
https://www.researchgate.net/publication/4847657_Labor_Taxes_and_Unemployment_a_Survey_of_the_Aggregate_Evidence

10.

11.

12.

13.

14.

15.
16.
17.
18.

196

OECD. 2019. Net pension replacement rates. [online] Accessible from
<https://data.oecd.org/pension/net-pension-replacement-rates.htm>.

DAVERI, F. 2002. Labor Taxes and Unemployment: a Survey of the Aggregate Evidence.
Centre on Research of Pensions and Welfare Policies. 2002. Accessible from
<https://www.researchgate.net/publication/4847657_Labor_Taxes_and_Unemployment_a
_Survey_of the_Aggregate_Evidence>.

WONG, S. T., SENG, B. S. S. 1997. Total Factor Productivity Growth in Singapore:
Methodology and Trends. In OECD. 1997. Accessible from
<https://www.oecd.org/sdd/na/2666910.pdf>.

DAVERI, F., TABELLINI, G. 2000. Unemployment, Growth and Taxation in Industrial
Countries. In Economic Policy, 2000, No 15 (30), pp. 1 — 60. Accessible from
<https://www.researchgate.net/publication/4758337_Unemployment_Growth_and_Taxati
on_in_Industrial_Countries>.

ALESINA, A., PEROTTI, R. 1994. The Welfare State and Competitiveness. NBER
Working Paper No. w4810. 1994 Accessible from
<https://pdfs.semanticscholar.org/0c94/9ae9abdacd99ba8e28e39dea0b0fh092f9d0.pdf>.
DAVERI, F. 2002. Labor Taxes and Unemployment: a Survey of the Aggregate Evidence.
Centre on Research of Pensions and Welfare Policies. 2002. Accessible from
<https://www.researchgate.net/publication/4847657_Labor_Taxes_and_Unemployment_a
_Survey_of_the_Aggregate_Evidence>.

DOLENC, P. et al. 2011. Does Labour Taxation Affect Unemployment? Croatian Worker
in International Perspective, Economic Research Ekonomska Istrazivanja, No 24:3,
pp. 86 - 101. Accessible from
<https://www.tandfonline.com/doi/pdf/10.1080/1331677X.2011.11517469>.

LORA, E., FAJARDO, J. 2012. Employment and Taxes in Latin America: An Empirical
Study of the Effects f Payroll, Corporate Income and Value-Added Taxes on Labor
Outcomes. Inter-American Development  Bank, 2012.  Accessible  from
<https://publications.iadb.org/publications/english/document/Employment-and-Taxes-in-
Latin-America-An-Empirical-Study-of-the-Effects-of-Payroll-Corporate-Income-and-
Value-Added-Taxes-on-Labor-Outcomes.pdf>.

BUTI, M., NOORD, P. 2003. Tax and welfare reforms stabilization and incentives effects.
OECD,2003.Accessiblefrom<https://www.researchgate.net/publication/228903703_TAX_
AND_WELFARE_REFORMS_STABILISATION_AND_INCENTIVES_EFFECTS>.
MEYER, K. 2018.Effect of Corporate Income Taxation on Unemployment Levels in the
European Union. In The Park Place Economist, 2018, No 26, pp. 86 — 96. Accessible from
< https://digitalcommons.iwu.edu/cgi/viewcontent.cgi?article=1487&context=parkplace>.
Statisticky trad Slovenskej republiky. Regiondlne tatistiky for years 2010 and 2018.
[online] Accessible from < http://statdat.statistics.sk/cognosext/cgi-
bin/cognos.cgi?b_action=xts.run&m=portal/cc.xts&gohome=>.

Statisticky urad Slovenskej republiky. Nominélna mesaéna mzda. [online] Published 19. 09.
2013. Accessible from
<https://slovak.statistics.sk/PACVPEM/vocabPagesDetails.html?id=5090&lang=sk>.

Law n. 461/2003 Z. z. § 128 — 138.

Law n. 580/2004 Z. z. § 12.

Law n. 595/2003 Z. z. § 3 - 15.

MIHAL, J. 2019. Nezdanitelna ast’ na datiovnika za rok 2018. [online] Published 03. 01.
2019. Accessible from <https://www.relia.sk/Article.aspx?1D=213>.


https://data.oecd.org/pension/net-pension-replacement-rates.htm
https://www.researchgate.net/publication/4847657_Labor_Taxes_and_Unemployment_a_Survey_of_the_Aggregate_Evidence
https://www.researchgate.net/publication/4847657_Labor_Taxes_and_Unemployment_a_Survey_of_the_Aggregate_Evidence
https://www.oecd.org/sdd/na/2666910.pdf
https://www.researchgate.net/publication/4758337_Unemployment_Growth_and_Taxation_in_Industrial_Countries
https://www.researchgate.net/publication/4758337_Unemployment_Growth_and_Taxation_in_Industrial_Countries
https://pdfs.semanticscholar.org/0c94/9ae9abdacd99ba8e28e39dea0b0fb092f9d0.pdf
https://www.researchgate.net/publication/4847657_Labor_Taxes_and_Unemployment_a_Survey_of_the_Aggregate_Evidence
https://www.researchgate.net/publication/4847657_Labor_Taxes_and_Unemployment_a_Survey_of_the_Aggregate_Evidence
https://www.tandfonline.com/doi/pdf/10.1080/1331677X.2011.11517469
https://publications.iadb.org/publications/english/document/Employment-and-Taxes-in-Latin-America-An-Empirical-Study-of-the-Effects-of-Payroll-Corporate-Income-and-Value-Added-Taxes-on-Labor-Outcomes.pdf
https://publications.iadb.org/publications/english/document/Employment-and-Taxes-in-Latin-America-An-Empirical-Study-of-the-Effects-of-Payroll-Corporate-Income-and-Value-Added-Taxes-on-Labor-Outcomes.pdf
https://publications.iadb.org/publications/english/document/Employment-and-Taxes-in-Latin-America-An-Empirical-Study-of-the-Effects-of-Payroll-Corporate-Income-and-Value-Added-Taxes-on-Labor-Outcomes.pdf
https://www.researchgate.net/publication/228903703_TAX_AND_WELFARE_REFORMS_STABILISATION_AND_INCENTIVES_EFFECTS
https://www.researchgate.net/publication/228903703_TAX_AND_WELFARE_REFORMS_STABILISATION_AND_INCENTIVES_EFFECTS
https://digitalcommons.iwu.edu/cgi/viewcontent.cgi?article=1487&context=parkplace
http://statdat.statistics.sk/cognosext/cgi-bin/cognos.cgi?b_action=xts.run&m=portal/cc.xts&gohome=
http://statdat.statistics.sk/cognosext/cgi-bin/cognos.cgi?b_action=xts.run&m=portal/cc.xts&gohome=
https://slovak.statistics.sk/PACVPEM/vocabPagesDetails.html?id=5090&lang=sk
https://www.relia.sk/Article.aspx?ID=213

197

19.

20.

21.

KOLLAROVA, Z. 2017. Velky prehlad: Délezité &isla v roku 2017. [online] Published 04.
01. 2017 Accessible from <https://www.trend.sk/financie/velky-prehlad-dolezite-cisla-
roku-2017>.

SANDREJOVA, B. 2010. Nezdanitel'na ast’ na daiiovnika v rokoch 2009 a 2010. [online]
Published 23. 07. 2010. Accessible from <https://www.podnikajte.sk/dan-z-
prijmov/nezdanitelna-cast-na-danovnika-2010>.

Podnikajte.sk. 2010. 22. Odvody zamestnanca a zamestnavatela od 01.01.2010 [online]
Published 07. 01. 2010. Accessible from <https://www.podnikajte.sk/socialne-a-zdravotne-
odvody/odvody-zamestnanca-2010>.

Appendix

Average monthly wage in EUR (column A) and registered unemployment rate in% (column B)
by districts of the Slovak Republic in 2018

OKRES A B | OKRES A B | OKRES A B
Bratislava | 1553 2,66 | Nové Zamky 961 2,85 | Zarnovica 1230 6,83
Bratislavall 1696 2,83 |Sala 1077 21| Ziarn. H. 1119 4,24
Bratislava [l 1508 2,94 | Topol¢any 1008 3,16 | Bardejov 726 10,7
Bratislava IV 1637 2,62 |ZI. Moravce 1002 3,4 | Humenné 890 6,81
BratislavaVV = 1417 2,07 | Bytca 1063 4,52 | Kezmarok 815 15,2
Malacky 1331 2,89 | Cadca 887 4,36 | Levoca 945 8,68
Pezinok 1037 2,23 | Dolny Kubin 1009 4,54 | Medzilaborce 849 10,7
Senec 1152 3,15|KysN.Mesto 1308 4,13 Poprad 1006 4,92
D. Streda 983 2,41 | Lip. Mikulas 963 5,26 | Presov 1022 5,84
Galanta 948 1,75 | Martin 1167 2,79 | Sabinov 925 11,1
Hlohovec 1133 1,68 | Namestovo 880 4,07 | Snina 833 7,62
Piestany 1062 1,84 |Ruzomberok 1094 4,98|S. LCubovia 887 5,83
Senica 1011 4,36 | Tur. Teplice 904 4,14 | Stropkov 881 9,5
Skalica 1234 2,33 | Tvrdosin 984 4,41 | Svidnik 913 119
Trnava 1270 2,11 | Zilina 1174 3,4| Vranovn.T. 872 12,2
Banovce n.B. 1061 3| B. Bystrica 1126 3,38 | Gelnica 858 9,65
llava 1099 2,21 |B. Stiavnica 878 6,49 | Kosice I 1205 4,11
Myjava 985 2,53 | Brezno 990 4,42 | Kosice 11 1382 4,27
N Meston.V. 1152 2,39 |Detva 1039 5,58 | Kosice IIT 936 3,13
Partizanske 971 2,96 | Krupina 838 5,09 | Kosice IV 1157 3,38
Pov. Bystrica 1067 3,29 | Lucenec 920 8,58 | Kosice okolie 1071 9,72
Prievidza 1034 4,46 | Poltar 837 10,2 | Michalovce 1000 9,59
Puchov 1208 2,4|Revuca 878 13,7 | Roznava 986 14
Trencin 1141 1,88 |R. Sobota 847 16,2 | Sobrance 886 104
Komarno 904 4,2 | Velky Krti§ 803 7,01 | Spis. N. Ves 961 6,86
Levice 1106 4,11 Zvolen 1096 3,56 | Trebisov 886 12,2
Nitra 1093 2,26

Source: Statisticky urad Slovenskej republiky. Regionalne 3tatistiky for years 2010 and 2018.
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Accessible from < http://statdat.statistics.sk/cognosext/cgi-

bin/cognos.cgi?b_action=xts.run&m=portal/cc.xts&gohome=>.
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Abstract. The article deals with the professional training of small, young, and
family farmers due to their importance in ensuring employment in the rural area
and providing the population with farm products. The institutions of the
European Union (European Parliament, Council of Europe) together with the
responsible institutions of the member states (Ministry of Agriculture and Rural
Development of the SR) address the issue as well, proposing strategies to
improve the conditions for rural development. This involves the development and
provision of educational activities in order to change agriculture into a
progressive and growing sector. The aim of the article is to identify, based on
empirical research, the problems in the area of entrepreneurial, managerial, and
IT skills together with the accessibility of education necessary for
entrepreneurship in agriculture. Another aim is to suggest necessary areas for
further education and training of small, young, and family farmers and thus
contribute to an increased interest of young people in employment within the
agricultural sector. For the elaboration of the paper, we used standard scientific
methods such as literature analysis, extraction, for identification of measurable
indicators, questionnaire survey among small, young, and family farmers in SR,
descriptive statistics and Data Mining for data analysis, and synthesis to
formulate our conclusions. The results discovered relatively great deficiencies in
entrepreneurial and IT skills of farmers. At the same time, they confirmed their
interest in further education though, it usually fails due to lack of time for training
outside their workplace and lack of educational opportunities.
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Personal Development and Development of Co-workers, Young, Small, and
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1 Introduction

Professional and geographical mobility currently influence all aspects of the
development of a society and strongly affect the development of the rural area.
Extensive migration of the population from the countryside to cities limits any further
advance of the rural areas. The more mature population of 50+ remains in the
countryside but the young generation keeps heading for the cities to study and work.

Employment in agricultural primary sector has become unattractive for lifelong
employment for many. The Ministry of Agriculture and Rural Development of the SR
prepares various programmes for rural development concurring the policies of the
European Union. In agreement with the regulations of the European Parliament and the
Council of the European Union, the Ministry prepares proposals of strategies to
improve the conditions for rural development. Among others, creation and provision of
training activities present another opportunity to change agriculture into a progressive,
developing sector.

Young farmers are a top priority for the European Commission. The reason for that
can be found in the alarming figures when the percentage of youth in the countryside is
much lower than people over 65. But it is the young farmers who are often more
innovative, introduce new technologies and are more flexible under new conditions.
Both the world and agriculture change very quickly. Transformation requires new
approaches that could be found in the training of young, small, and family farmers. To
become one of the most decisive sectors of the economy, agriculture needs flexible,
highly efficient and professionally adaptable human resources.

The aim of the article is to identify, based on empirical research, the inadequacies in
the entrepreneurial, managerial and IT skills of the farmers as well as the appropriate
approaches to the training necessary for private enterprise in agriculture. Another aim
is to propose the relevant areas for further training of young, small, and family farmers
and thus contribute to an increased interest of young people in the employment in
agriculture.

2 Theoretical background

The theoretical foundation of our paper was based on an analysis of the key
competencies applicable in agriculture, analysis of the relevant literature to identify the
indicators necessary for a questionnaire survey, and evaluation of sets of skills needed
in agriculture (specifically for young, small, and family farmers).

2.1 Key competencies

We will define the key competencies necessary for the paper as a combination of
knowledge, skills and attitudes acquired through both formal and informal education
and training. Competencies represent sets of activating and practically oriented
outcomes of training attainment which is a long and complex process and are acquired
through lifelong education and training. According to Veteska the key competencies
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characterize the framework for various levels of training and/or education [34]. The
European Commission defined in the European Framework of References the following
eight key competencies for lifelong education [4]: literacy, multilingualism, numerical,
scientific and engineering skills, digital and technology-based competencies,
interpersonal skills and the ability to adopt new competencies, active citizenship,
entrepreneurship, cultural awareness and expression of thoughts, experiences and
emotions.

All cycles of training aim to provide each individual with a set of key competencies
on the highest attainable level. The competencies were developed in the context of
lifelong education since early childhood and continuing throughout their adulthood.
Key competencies are those that are needed by all individuals for self-fulfilment. They
establish conditions for self-development, employment, lifelong employability, social
inclusion, and active citizenship. Therefore, key competencies should be part and parcel
of further education and training carried out outside the formal educational system and
become a complement of professional training contributing to a complex set-up of
human resources.

2.2 Literature analysis — identification of indicators

We focused our literature analysis on skills necessary for the key competencies (work
with digital technologies, learning, initiative, and entrepreneurship) and other skills (in
addition to the professional ones). The topic is discussed in the works of several authors
who approach agricultural entrepreneurship from various aspects. We present the ones
that contributed to our research (see Table 1).

Table 1. Literature analysis

Indicator Sources
Farmer’s gender Hafkin and Taggart 2001; McElwee et al. 2005; Rudmann et al. 2008.
Farmer’s age Hakelius 1999; Rudmann et al. 2008; Haq 2012.

Martin 1987; Hakelius 1999; Hafkin and Taggart 2001); Rudmann et
al. 2008; Haq 2012.

Number of employees  European Commission, 2018.

Agriculture as a
source of income

Farmer’s education

Blaas 2003; Schmitzberger et al. 2005; Walder et al. 2012.

De Wolf and Schoorlemmer 2007; Hafkin and Taggart 2001;
Hakelius 1999; Kountios et al. 2011; Rudmann et al. 2008; Schmidt
et al. 1994; Seuneke et al. 2013; Vesala and Pyysidinen 2008; Von
Munchhausen and Haring 2012; Zagata and Sutherland 2015; Zondag
et al. 2015; Blaas et al. 2010; Kapustova et al. 2017; Rumanovska, et
al. 2018.

Hafkin and Taggart 2001; Hakelius 1999; Kountios et al.
2011Rudmann et al. 2008; Schmidt et al. 1994; Seuneke et al. 2013;
Varallyaia and Herdon 2013; Kucera et al. 2005; Lateckova et al.
2018; Szabo et al. 2017.

Entrepreneurial skills

IT skills
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Hafkin and Taggart 2001; Katchova and Ahearn 2015; Kountios et al.
2011; Levchenko et al., 2018; Martin 1987; McElwee 2006;
Human resources and  Pyysidinen et al. 2006; Rudmann et al. 2008; Schmidt et al. 1994;
Education Seuneke et al. 2013; Sikyi et al. 2018; Vicirescu-Hobeanu, 2018;
Von Munchhausen and Haring 2012; Zagata and Sutherland 2015;
Veteska 2009; Pirohova 2008; Holicka 2009; Veteska 2009.

3 Research framework and methodology

The main aim of the paper is to identify, based on empirical research that analyses the
entrepreneurial and managerial skills for private entrepreneurship in agriculture, the
problems and propose areas of further education for young, small, and family farmers
thus contributing to an increased interest of young people in employment in agriculture.

To achieve our goal, we created a research framework (Fig.1) consisting of
identification of key competencies and further skills of young, small, and family
farmers, of implementation and evaluation of a questionnaire survey (based on our
research model) and formulation of conclusions.

INPUT SOLUTION OUTPUT
Study of literature. Empirical Formulation of
Identification of research conclusions and
key competencies :> (questionnaire | recommendatio
and other skills of | survey and its :> ns for further
the farmers evaluation) training

I

Analysis, extraction Statistical methods, Data Mining Synthesis

Fig. 10. Research framework.

3.1 Research model

The research model (Fig.2) consists of four groups of research indicators (Table 2,
Table 3, Table 4, and Table 5).

The first group consists of parameters R1, R2, ..., R5 characterizing the research
sample. Based on them, we evaluated the other groups of indicators of the research
model. The second group of indicators (PZ1,..., PZ7) evaluates the self-assessment of
entrepreneurial skills of the farmers, the third group (IT1,..., IT10) deals with the
utilization of information technology and the fourth group of indicators helps to
evaluate the farmers’ self-development (VZ1,..., VZ6), and the development of their
co-workers on the farm (VZ7, ..., VZ14).
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We chose the method of a questionnaire survey, one of the often-used research
methods, due to its advantages such as possibility to address a large number of
respondents, enough time to consider the answers, and a relatively easy evaluation. At
the same time, we tried to eliminate the disadvantages of that method (such as low
return rate, verification of provided information, low flexibility, and limited choice of
answers) by follow-up phone calls.

The questionnaire survey took place from May to November 2019. The 122
respondents were agricultural entrepreneurs, i.e. private farmers (young, small, and
family farmers). The respondents were selected on purpose to ensure proportional
regional representation while according to Gavora et al., it met the conditions of
available selection [5]. The research sample was analyzed according to gender, age and
education of the entrepreneurs, according to the number of employees at the farm, and
whether farming was the main or supplementary source of income of the farmers.

The respondents assessed the indicators based on a 7-point Likert scale from 0 to 6
with the following meaning: 0 — disagree, 1 — somewhat agree, ... 6 — strongly agree.

Entrepreneurial IT skills:
skills: P21, ..., PZ7 IT1, ..., IT10
Other
farmer’s skills

Education: Education:

vz1, ...,VZ6 VvZ7, ...,VZ14
(Self-development Parameters: (Professional Training
of the Entrepreneur) R1. R2. R3. R4. RS of Co-workers)

Fig. 2. Research model.
3.2 Methodology

Since the collected empirical data of the survey have been already statistically evaluated
by classical statistical methods (PSPP) [17], we decided to apply Data Mining using
WEKA program [7].

The process of Data Mining was carried out in the following steps: definition of the
problem, study and preparation of data, choice of an algorithm and a model, solution,
and visualization of the results and finally, interpretation of the results.

Problem definition: To mark, using Data Mining techniques, groups of respondents
with distinct results according to set attributes, identify groups with worse results
according to the designated indicators of entrepreneurial and IT skills, and indicators
of self-evaluation of knowledge and skills, and propose further training and education.

Study and preparation of data: The WEKA program uses data in ARFF format
(Attribute Relation File Format). To carry out data mining on our dataset, we needed to
change their format into an acceptable one for that analytical software. Often, the data
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are presented in a tabular form (as was our case) or a database program. A large part of
ARFF files consists of a set of lines and the individual values of the attributes are
separated by commas. The majority of table and database programmes enables data
export into files in csv (comma separated values), therefore, we utilized this option in
the preparation stage, i.e., we divided the data collected in a questionnaire survey in
Xlsx format into three sub-files titled according to the research model: “Entrepreneurial
skills” — measurable indicators PZ1,..., PZ7, “IT skills” - measurable indicators IT1,...,
IT10, “Education” - measurable indicators VZ1, ..., VZ14 and saved them in csv
format. The files were in this manner prepared for processing in WEKA program.

Choice of an algorithm and a model: To complete our task, we used clustering. We
have chosen SimpleKMeans algorithm capable to process various types of variables
appearing in our file (nominal, numeric). We tested it by altering the number of clusters
between 2 and 5.

The solution, visualization, and interpretation of the results: the most even percentual
distribution of the research sample into clusters with the smallest absolute error was
registered in the case of 4 clusters, therefore, we chose that solution. The results and
interpretation are presented in part 4, Results and Discussion.

4 Results and Discussion

We present the results in the following structure: characteristics of the research sample,
characteristics of the measurable indicators, and chosen descriptive statistics, results
obtained by Data Mining.

4.1  Characteristics of the research sample

The research sample consisted of 122 enterprises and their percentual representation
based on the identified parameters is shown in Table 2.

Table 2. Characteristics of the research sample

Parameters Attributes % occurrence

R1 Gender Male 84.40 %
Female 15.60 %

R2 Respondent’s age 21-30 6.60 %
31-40 39.30 %
41-50 33.60 %
51— 60 20.50 %

R3 Respondent’s education ~ Primary 54.10 %
Secondary 36.90 %

Tertiary level, Bachelor’s degree  3.30 %
Tertiary level Master’s degree 5.70 %
Tertiary level Doctorate 0.00 %

R4 Less than 5 4.90 %
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5t0 10 38.50 %
Number of employees 10to 20 51.60 %
(in 2019)
More than 20 4.90 %
R5 Agriculture as a source  Main 73.77 %
of income Supplementary 26.23
4.2 Characteristics of measurable indicators

The meaning of the measurable indicators, their mean value, and their standard
deviation (STDEV) are indicated in Table 3, Table 4 a Table 5.

Table 3. Indicators of the farmers’ entrepreneurial skills

Indicator and its meaning Mean STDEV
PZ1  Administrative skills (writing on a typewriter, computer, 2.11 1.60
writing letters, reports...)
PzZ2  Mathematical and statistical skills (I can calculate my 1.40 1.53
economic results, average results etc.)
PZ3  Numeric skills for the planning of the economic year 1.24 1.52
(SWOT analysis)
PZ4  Professional economic and communication skills needed 3.17 1.77
for communication with governmental institutions (social
insurance agency, tax office...)
PZ5  Professional economic and communication skills needed 2.48 1.74
for communication with the financial community
(investors, banks, financial institutions...)
PZ6  Presentation and communication skills needed for 1.95 1.63
communication with clients, public or media
PzZ7  Communication skills needed for communication with 4.14 1.78
customers and suppliers (of products, raw materials,
technology...)
Table 4. Indicators of the farmers’ IT skills
Indicator and its meaning Mean STDEV
IT1 Acquisition of current news connected with work (current 2.86 1.54
exchange rates, tax returns, weather information, pollen
information, ...)
IT2 Return of online forms for governmental and public 3.72 1.69
institutions (health insurance company, social insurance
agency, ...)
IT3 Using information from maps and navigation 2.28 1.32
IT4 Using information published by government agents and 2.63 1.76

institutions (government, ministries, statistical office, tax
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office, social insurance agency, health insurance companies,

.2

ITS Using data from publicly accessible portals (Land Register 2.23 1.71
Portal, Trade Register, Business Register, FINSTAT ...)

IT6 | use the appropriate and current internet browser, e.g. 4.70 1.99
Internet Explorer, Google Chrome, Mozilla Firefox, Opera

TI7 To protect myself from phishing sensitive information, | 211 1.77

always verify the safety of the connection to web pages
when uploading sensitive information

IT8 I use effective antivirus protection, and regularly back up 2.97 1.70
important data

IT9 For group (team) cooperation, | use one of the following 0.90 1.61
software: MS Outlook, Google calendar, MS Exchange

ITI0  We use office tools such as MS Word, Excel a PowerPoint  2.87 1.63

Table 5. Indicators of further development of the entrepreneur and his co-workers

Indicator and its meaning Mean STDEV
Self-development of the Entrepreneur

\VAN I engage in knowledge acquisition (laws, rules, regulations) 3.74 151

only when | realize that | lack them

VZ2 | prefer self-study (of professional literature) 2.93 1.67
VvZ3 | prefer courses in educational institutions (schools) 1.04 3.74
VZ4 I regularly improve my knowledge and skills 1.03 1.38
VZ5 I do not have time for further education 1.42 1.86
VZ6 | perceive education as very important and | wish to pursue it  1.84 1.84

systematically

Professional Training of Co-workers

\a4 They complete only training required by law (Occupational 4.48 1.34
Safety and Health Training, driving license for agricultural
vehicles and machines etc.)

VZ38 They complete only training needed for new technologies, 3.48 1.70
changes in law etc.

VZ9 Regular training to ensure improvements in the workplace 3.57 2.10

VZ10 Regular training to ensure improvements outside the 0.66 0.92
workplace

VZ11  We do not engage in any training 0.71 1.52

VZ12  We would like to engage in it, but we do not have time and 1.84 1.46
finances

VZ13  Lack of training opportunities 2.10 1.59

VZ14  The only time for training is bad weather 2.38 2.00
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4.3  Results of cluster analysis obtained by Data Mining

The results of the cluster analysis for 4 clusters are presented in tables (Table 6, Table
7, Table 8) in 5 columns. The Full Data column provides the mean values of the whole
research sample (all clusters), while the other columns show the results of individual
clusters identified by SimpleKMeans algorithm (one cluster contains similar results,
dissimilar to any other cluster).

Table 6. Results of cluster analysis. Indicators of the farmers’ entrepreneurial skills

Attribute Full Data  ClusterO  Clusterl  Cluster2  Cluster 3
100% (31 %) (12 %) (37 %) (20 %)

Gender Male Male Female Male Male
Age 31-40 31-40 31-40 41-50 51 - 60

Tertiary

level

Master’s
Education Primary Primary degree Primary Secondary
Number of employees 10to 20 51010 510 10 1010 20 10to 20
Agrlculture as a source of Main Suppleme Main Main Main
income ntary
Pz1 211 1.29 4.87 1.33 3.17
Pz2 1.40 0.63 4.01 0.62 241
PZ3 1.24 0.55 3.73 0.49 2.17
Pz4 3.17 2.03 5.20 2.53 491
PZ5 2.48 1.16 4.67 1.98 4.13
PzZ6 1.95 1.08 4.13 1.40 3.00
Pz7 4.14 3.16 5.07 451 4.42
Mean 2.36 1.41 4.53 1.84 3.46

The highest level of entrepreneurial skills has been registered in Cluster 1 constituted
by the 12% female graduates in the 31 — 40 age range with 5 - 10 employees for who
agriculture is the main source of income.

Cluster 2 (37%) is the most populous one. It includes men in the 41 — 50 age range
with primary education, 10 — 20 employees and agriculture as the main source of their
income. They, unfortunately, reached a value of >2 and together with Cluster 0 (31%,
men in 31 — 40 age range, primary education, supplementary source of income)
manifested the lowest mean level of entrepreneurial skills.

Table 7. Results of cluster analysis. Indicators of the farmers’ IT skills

Attribute Full Data Cluster 0 Cluster 1 Cluster 2 Cluster 3
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100% (17 %) (32 %) (32 %) (19 %)
Gender Male Female Male Male Male
Age 31-40 31-40 41-50 31-40 51 - 60
Education Primary Secondary  Primary Primary Secondary
?muggsgssf 10020  5t010 10020 51010 100 20
/:;%rrlcf;g?rii:cs)rze Main aSruyppIement Main Main Main
IT1 2.87 3.71 2.49 1.77 4.57
IT2 2.28 1.95 2.72 1.92 2.43
IT3 2.63 3.71 243 1.38 4.09
T4 2.23 3.33 1.74 1.02 4.09
ITS 2.27 3.00 2.67 1.08 2.96
IT6 4.70 5.48 4.43 4.05 5.57
IT7 2.97 3.81 2.82 1.79 4.43
IT8 211 3.19 1.87 0.85 3.70
IT9 0.90 1.33 0.87 0.07 1.96
IT10 2.87 3.76 241 1.87 4,52
Mean 2.58 3.33 2.54 1.58 3.83

Concerning the IT skills, we arrived at some unexpected results, as the highest value
was achieved in Cluster 3 (men, 51 — 60 age range, secondary education) and Cluster O
(women, 31 — 40 age range, secondary education). Cluster 2 showed the worst results
(men, 31 — 40 age range, primary education). In those cases, the farmers’ level of
education played an important role. The lower (primary) education level therefore
opens good opportunities for further essential training and education.

Table 8. Results of cluster analysis. Indicators of further development of the entrepreneur and
his co-workers

Attribute Full Data Cluster 0 Cluster 1 Cluster 2 Cluster 3
100% (18 %) (32 %) (30 %) (20 %)

Gender Male Female Male Male Male

Age 31-40 31-40 41-50 31-40 51 - 60

Education Primary Secondary Primary Primary Secondary

Number of 1010 20 50 10 10t0 20 5t0 10 101020

employees

Agriculture as

Supplementa
ry

a source of Main Main Main Main

income
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VZ1 3.74 4.82 3.38 2.64 4.92
VZ2 2.93 4.09 2.95 1.67 3.68
VZ3 1.05 1.59 0.88 0.53 1.56
VzZ4 1.03 2.00 0.87 0.19 1.64
VZ5 1.43 1.77 0.95 1.28 2.08
VZ6 1.84 3.05 141 0.94 2.76
Mean 2.00 2.89 1.74 1.21 2.77
\a4 4.48 4.59 4.67 3.58 5.40
VZ8 3.48 3.45 3.97 241 4.28
VZ9 3.57 2.95 4.72 2.69 3.56
VZ10 0.66 0.50 1.10 0.22 0.72
VZ11 0.71 1.04 0.05 111 0.88
VZ12 1.83 2.50 1.85 1.36 1.92
VZ13 211 2.77 2.38 1.47 2.00
VZ14 2.38 1.90 2.87 1.92 2.68
Mean 2.40 2.46 2.70 1.85 2.68

Similarly, as with the IT skills, the level of education plays an important role in the
evaluation of further self-development of farmers because the highest values were
reached in Clusters 0 and 3 where the farmers with secondary education were aware of
the necessity of further education and implemented it within their resources. The lowest
values were achieved in Cluster 2 (30% men, 31 — 40 age range, primary education, 5
— 10 employees, the main source of income).

As for the indicators concerning the co-workers training, Clusters 0, 1 and 4 were on
the same level (mean 2.46 — 2.70). Again, cluster 2 markedly differs from them.

5 Conclusion

The aim of the article was to identify based on empirical research the problems in the
area of entrepreneurial, managerial and IT skills together with the approach towards
education and training necessary for private enterprise in agriculture. We can affirm
based on the results, that the farmers in Slovakia still lack a lot of additional skills (to
their professional ones) as their self-assessment does not even reach the middle of the
set scale. Thus, various educational institutions (Ministry of Education, science, and
Sports of the SR, Agroinstitut Nitra, Agricultural Paying Agency) have an opportunity
to develop training activities in the area of agricultural management (enterprise), and
IT.

Using cluster analysis, we identified some surprising results (e.g., the highest
assessment of managerial skills among women in the 31 - 40 age range, low evaluation
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of IT skills among men in the 31 — 40 age range). In those cases, the educational level
and the limited size of the sample may have influenced the results.

The studied attitude of the Slovak farmers towards education and training has
confirmed their interest in further education and that training usually fails due to lack
of both time for training outside their workplace and availability of training
opportunities. This finding offers possibilities to local authorities in the villages
(municipal offices) to help the young, small, and family farmers with multispectral and
interdisciplinary education which can, besides their professional, agricultural
knowledge, develop the necessary key competencies for better employability in
agriculture.

We can expect improvements within the next few years due to the latest
programming period after 2020 represented by the proposal of Programs for Rural
Development of the SR which are strongly supported by Directorate-General of the
European Commission for Agriculture and Rural Development in Brussels. Supporting
the young, small, and family farmers could lead to the achievement of two main goals:
increase of employment opportunities in the rural areas and ensuring the availability of
agricultural products for the population. The two could become the subjects for further
research.

In conclusion, it is important to mention that the chosen method of data collection
(questionnaire survey) as well as the methods used for analysis of data (statistical
methods, data mining) have certain limitations. In our research, they were manifested
in the size of the research sample. Therefore, the results can be generalized only in the
agricultural environment of the Slovak Republic.
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Abstract. New opportunities in Internet marketing, a sharp increase
in the popularity of social networks and new services available all make
it necessary to constantly follow new and modern trends in the field.
Internet or online marketing is no longer a marginal issue, but becomes
part of the corporate identity of organizations and gains a dominant
position. Internet space opens the possibilities of less expensive and at
the same time more efficient marketing production, offers a new
direction in the area of direct contact with potential customers. Based
on the set goals, the basic issues of the use of programs for blocking
advertising on the Internet and the preference for direct marketing tools
were formulated.

Keywords: company, marketing, advertising, internet, marketing
communication, marketing tools

JEL classification: M31, M37, M38

1 Introduction

The term marketing currently covers a number of specific activities. They support the
creation of products, services and their communication to the target groups. Kotler
writes that good marketing is not a coincidence, but rather the result of rigorous
planning and execution using the latest tools and techniques (Kotler, Keller, 2013).
Marketing consists of four basic processes that are closely interrelated - product or
service development, pricing, distribution to target groups, and product or service
information through various communication channels (Clemente, 2004). Marketing
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principles, methods and tools help businesses interact with the dynamic relationship
between supply and demand. (Zamazalova, 2010).

Several authors agree that marketing has long been misinterpreted as a process of
selling and promoting. (see Kotler, Bacuvcik, Foret, Tajtdkova, Lesdkova, etc.) This
misunderstanding is understandable because it is the contact and communication
activities that are most prominent from the consumer's point of view. Making sales is
just one of many marketing features and tools. This fact is pointed out by P. Kotler,
according to which sales are only the imaginary peak of the “marketing glacier”.
(Kotler, 2009) The customer does not see behind the curtain covering the whole
spectrum of marketing activities. However, marketing should not be exclusively the
responsibility of specialized marketing companies, marketing departments or senior
managers, but should be understood by other employees of the company (Beranek,
2013). Pajtinkova and Gubiniova (2012) describe in their publication that a key issue
in building a sustainable marketing communications strategy using personal selling is
that sales staff understand the range of issues that are related to sustainable aspects of
the product. It is important to be able to answer all questions about the product being
sold. This requires the constant training of employees. Vysekalova (2012) considers
personal offer as one of the most effective means of communication mix, which uses
elements of verbal and non-verbal communication.

Marketing can be defined as a business policy based on market requirements, which
is aimed at achieving maximum economic effect in market relations. In terms of time,
marketing has gone through phases that we can define as:

Historical marketing - characterized mainly by any lack of business management
based on customer needs. Production is not derived from the needs of customers and
companies looking for their products ex post. The price of products is most often cost-
based and does not reflect the actual value of the product to the customer.

Classical marketing - the essence of this developmental stage of marketing is
already a deeper focus on the market environment. As companies strive to satisfy
customers' needs, customers are often seen as an opponent in the market to use to
deliver a product using marketing tools. Using the tools of this period is called. known
as "4P". The aim of optimizing the above elements of the marketing mix is to achieve
and maintain market share.

Modern marketing - is based on the pillars of classical marketing. Its essence is
customer orientation. As with traditional marketing, the tool was the marketing mix
("4P™), modern marketing uses the "3C" concept, ie:

1. Customer Benefits

2. Total Customer Cost, and

3. Convenience (Kasparovska, 2006).

According to Kotler, marketing means the social and management process by which
individuals and groups acquire what they need and demand through the creation, supply
and exchange of products and values with others (Kotler, 1991). Another author
(Koraus, 2011) defines marketing as a complex of internal and external processes that
pursue a profit-making goal, in line with the business philosophy of meeting both
business and customer needs today and with a view to meeting these needs in the future.
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The American Marketing Association describes marketing as a process of planning and
implementing concepts, pricing, promotion, distribution of ideas, goods and services to
create change that meets the goals of individuals and organizations (Kotler, 2001).
Marketing is concerned with identifying and meeting human and social needs. It is
based primarily on customer relations. A customer is a person, household, or
organization that pays some form of banking services in order to obtain some of the
expected benefits for their ownership or consumption. For each company, he is the most
important person and dependent on it (Jakubikova, 2008).

Today, marketing is trying to meet the needs of customers. If a marketing specialist
can understand the customer's needs well, develop products that bring new value to
customers at a reasonable price, distribute them efficiently and promote sales, then
these products are easy to sell. Sales and advertising are therefore only part of a broader
marketing mix, a set of marketing tools that work together to influence the market
(Kotler, 2004). Traditional marketing communications include advertising, sales
promotion, personal selling, public relations and direct marketing. The brand also plays
a very important role in marketing. The trade mark of the goods as well as the trade
mark are of great promotional, guarantee and informational significance and help to
commercialize the marked products. Established brands and trademarks represent
certain privileges, which is also reflected in the price area (Hyranek, Durinova, 2016).

Direct marketing, or direct marketing, is aimed at reaching customers who are
carefully selected on the basis of individual communication relationships with direct
response and the possibility of building long-term relationships with customers. It is a
specific marketing tool based on direct and individual addressing of a selected group of
customers by different methods of direct marketing in order to satisfy their needs and
wishes (Nizka, 2002). We meet him in postal offers, telephone marketing or
communication via the Internet, or delivery of orders through catalogs, television,
advertisements or advertising attachments. Direct marketing is sometimes referred to
as mail marketing, which is intended for certain types of customers. Usually these are
customers who have previously contacted a company that has them registered in their
databases and communicates with it on the basis of orders via mail or mail order
organizations. By addressing customers directly, their response is evident after just a
few days, the main difference from traditional marketing and advertising.

Effective and meaningful marketing management is not possible without the
collection and analysis of information relating to specific market situations or specific
problems. Marketing market research and market research play an irreplaceable role as
they relate to information collection and analysis processes. These are important for
strategic decision making in a cultural institution. As in other areas of business, culture
marketing focuses on examining existing market factors within the marketing
environment. Their knowledge is important for effective strategic planning and
implementation of individual marketing mix tools. Thanks to the Internet, marketing
communication is significantly shifting and unilateral communication results in two-
way communication. Businesses have a variety of customer information available, but
the opposite is true, so the customer can get different information about the business
and its products. (Janouch, 2014).
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Based on the application of marketing in practice, P. Kotler and G. Amstrong
distinguish two fundamental approaches to marketing, which also derive its definitions
- social and managerial. A social approach points to the role of marketing in society; it
is a way of achieving a higher standard of living. In this context, marketing is defined
as a social process by which individuals and groups satisfy their wishes and needs,
based on the creation or supply or exchange of products and services among
themselves. The second approach to the definition of marketing is the managerial
approach, which defines marketing as the art of selling products. Under this definition,
marketing is a process of planning and implementing the concepts, pricing, promotion
and distribution of certain goods. (Kotler, Amstrong, 2004).

Over the past decades, mass communication techniques have dominated
communication strategies. Gradually, however, the principles of direct marketing,
which consisted of an individual approach to individuals of a specific target group,
began to be put into practice. One further development phase is the interactive trend,
which means that not only the seller has access to the customer, but also the client can
have an individual approach to the seller. And it is this approach that allows the Internet,
which is fundamentally different from the previously used, traditional and direct
marketing tools (De Pelsmacker, Geuens, Van Der Berg, 2003). Kotler argues that
direct marketing is a common means of communication in terms of the communication
mix and attributes to it the same hierarchical level as advertising, sales promotion,
personal selling or public relations. Thus, direct marketing tends to be described as
another component of the communication mix (Kotler, 2000). The oldest forms of
promotion include direct addressing of the customer. Originally, the manufacturer sold
its products to the final consumer through a sales representative or had its outlets. Over
the years this concept has taken on a new meaning. Various media, including the phone,
began to be used for direct promotion, changing its definition. Direct marketing is an
interactive marketing system that uses one or more advertising media to generate
measurable feedback or transactions at any location. One of the most significant
changes in recent years is the development of the Internet, which has changed its way
of doing business with its possibilities. It adapts its business plans and marketing
strategies, creating business plans that are based on the fact of its existence. Social
media and Internet marketing tools have revolutionized the use of marketing tools in
the online environment as tools to promote and support the sale of the products and
services.

2 Methodology

This paper presents a survey of the impact of online advertising on young people and
the use of online advertising blocking programs. To obtain the necessary information
and data, an exploratory method was used, through an on-line panel, the principle of
which is based on obtaining data through subjective answers of individual respondents.
Based on the set goals of the analysis and survey, the basic possible reasons for the use
of programs for blocking advertising on the Internet and their percentage confirmation
in the survey were formulated:
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— Internet advertising hurts me, disturbs me,
— Internet advertising too much,

— Internet advertising disturbs me at work,
— Ads popping up on the Internet,

—  Silly and pointless ads on the Internet

At the same time, a survey of the preference of direct marketing tools is presented.
In this survey, respondents answered what tools they would prefer in marketing:

—  E-mailing

—  Online marketing

— Direct mailing

— Database marketing

— Mobile, resp. SMS marketing

—  Telemarketing

— Loyalty programs

— Unaddressed distribution (flyers)

The panel consisted of a total of 400 respondents who are university students. The
survey on direct marketing involved 350 respondents. The survey was conducted in the
period 1-4 / 2019 on a representative sample of respondents aged from 18 years. The
young generation is the primary target group for the many brands and products targeted
by internet advertising. During the research of this issue was used method of analysis
of survey results, method of comparison of individual results and their graphical
representation

3 Current State, Nature and Development of Internet
Advertising

Advertising has found its place in marketing communications not only in commercial
terms but also in other areas. It means sophisticated influencing or conspicuous forcing
the customer to buy some goods, services, commodities. According to Kotler, it is any
paid form of presentation and support of ideas, goods or services carried out by an
identified sponsor. (Kotler, 1990). In particular, Pelsmacker accentuates her
information and persuasion function by calling it a good marketing communication tool
for informing and persuading people, regardless of whether a product, service or idea
is promoted (Pelsmacker, Geuens, Bergh, 2003). Smith draws attention to her unique
ability to compact, simplify complex facts or phenomena: Advertising has the unique
ability to simplify and compact complex information about the product offered. (Smith,
2000,) The most concise definition of advertising was offered by Foret, who, in addition
to indicating its broad-spectrum use and purpose, also pointed out its weaker and even
negative aspects: Advertising has many forms and uses - product, idea, image , through
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mass media it can reach the general public, but it is less convincing due to
impersonality; (Foret, 2006).

Until the 1990s, the Internet was mainly used in the military, research and university
campuses. Today, it is widespread worldwide, connecting millions of computers and
offering invaluable services to its users. The Internet and its involvement in the overall
marketing strategy is inevitable today. It does not always have to be direct sales, it is
also important to contact with customers and customer service. It is through the Internet
that most companies build (build) a database of their potential clients and on the other
hand the Internet forces users to search for sites, so the company knows that they are
active customers, ie those who are interested in the company. These company databases
can be used for further communication via direct mail, e-mail or telemarking (Foret,
2003).

The Internet provides various kinds of advertising. Banner advertising is the most
important type of advertising. Furthermore, text, bar, or less pleasant pop-up
advertising and also mass distribution of mostly commercially oriented e-mails, so-
called. spam. Nowadays, PPC advertising, which achieves the best results, comes to the
forefront because it is planned in advance. The Pay Per Click (PPC) principle is that the
advertiser pays for the ad only when it can be assumed that it has performed, that is,
when the prospective client clicked on it. Paid advertising today is one of the fastest
and easiest ways to get immediate sales and traffic results. Compared to classic banners
or sites on portals, the advantage is that the customer does not pay for the impression,
but only for a real visitor to their site. Another advantage of these systems is that the
links usually appear on pages with relevant content. This makes the link more precisely
targeted to the key client, not bothering where people are interested in something else.
One of the biggest promoters of this system is Google or Yahoo. In the US, PPC
investment accounts for up to 40% of online advertising investment.

In Slovakia, Google AdWords, Etarget and Facebook Ads dominate. Compared to
other forms of internet marketing, PPC advertising is particularly important for its
precise ad targeting. This is made possible by the different tools and settings (keywords,
hobbies, placements, etc.) provided by businesses like Google AdWords. Estimates of
its growth in the coming years in Europe are several times. It is often negatively
perceived by users, mainly because of the widespread non-standard formats in Slovakia
that overlap the text or mislead on the site. Many advertisers reflect this and are
gradually moving to less aggressive forms of advertising. The trend in modern internet
advertising is to take advantage of its local targeting advantage. Advertisers direct their
banners to specialized websites or localized websites. Due to geographic availability,
advertising is more effective, helping especially small business owners whose
advertising budgets are limited. On the other hand, large companies buy space through
media agencies on the largest portals with nationwide coverage.

The world's most widely used PPC systems are Google AdWords and Microsoft
AdCenter and Yahoo! Search Marketing. The PPC system is also run by major social
networks such as Facebook or Linkedin. There are a number of local PPC systems in
each country. PPC advertising organizations typically use their own marketing and
sales specialists or outsource the services of an advertising agency. In PPC (Pay Per
Click) management, advertising companies provide several types of advertising on the
Internet, for example:
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— Google advertising - Is not just keywords in the search engine. Adwords is a
comprehensive tool that covers your back during all phases of the buying
process. From brand awareness (banners) to targeted search for products and
services (search) to working with your site visitors (remarketing).

—  Facebook Advertising - Reaches people in the environment they spend most
of their time on. More than 2.2 million Slovaks are registered on this social
network and this number is constantly rising. Facebook is also aware of this
and develops and improves its ad formats.

— Advertising on Instagram - is one of the newest formats, which is so far
unknown. However, the providers of this ad argue that it's no easier for them
than to dedicate your business to the mysterious world of images and videos
on an increasingly popular network and app.

— Youtube video ad - We know that up to 80% of all information is seen by
sight. Sometimes words are simply not necessary and simple images or
audiovisual spots can attract attention or give information.

— Advertising on SKlik - if the business is concentrated in the Czech Republic,
the largest advertising platform of our Czech neighbours - Sklik is
recommended. A strong player who, through the right keywords or creative
banners, will bring irreplaceable sales support and strengthen every company
name on the market.

— Advertising on Etarget - if the goal is to build or strengthen brand awareness
and to raise the visibility or just to increase the website traffic in the short term,
use Etarget as a suitable communication mix tool. As with other PPC services,
the advertiser pays this ad only if the customer clicks on their link.

— RTB Advertising - if a company wants to attract the attention of creative
banners, RTB (real-time-bidding) advertising is one of the ways to buy
advertising space in top online media. With RTB, your ad will appear on sites
where your company won't get with traditional PPC ads.

— Managing price comparators - as the number of Internet users increases, so
does the number of online purchases and of course online stores. Unlike brick-
and-mortar stores, shoppers can compare prices of individual sellers very
quickly. This is made possible by price comparators that provide them with all
the necessary information in one place.

In terms of its duration, Internet advertising can be considered a newcomer to the
advertising market. However, this does not diminish its importance. Internet advertising
has brought many benefits. At relatively low cost it allows you to communicate with
the masses. Another important attribute of the Internet is its interactivity. It gives the
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consumer the opportunity to express their opinion on a given product, advertising or
company almost immediately. In the case of extremely interesting advertising,
consumers can even distribute it further among themselves, saving the company costs
and the advertising message will reach even more people. Another advantage of internet
advertising is the measurability of its effect. The number of clicks on a given link, or
the number of times a page is viewed, makes it very easy to see how many consumers
our ad has reached. Therefore, in addition to traditional electronic media (television,
radio), the choice of advertising media should also consider the possibility of placing
advertising on the Internet.

Internet advertising business models, or online advertising advertising payment
models, are the ways in which online advertising is financed. These models determine
what the advertiser is paying for, how the ad's cost is calculated, and how ad revenue
for the ad agency is calculated. Internet advertising business models have specific
features due to the characteristics of the website (traffic and visitor behaviour can be
measured):

Display Advertising - In this model, an advertiser pays for the number of times an
ad is displayed on a website. The number of ad impressions is derived from the number
of impressions on the webpage (see impression) where the ad banner is located. The
cost is calculated either for each individual impression (CPI Cost per Impression) or for
every thousand impressions (CPM Cost per Mille or CPT Cost per Thousand). There
are two basic ways to calculate a price for this ad model.

—  PPI (Pay per Impression) - in this model you pay for the impression
— PPV (Pay per View) - in this model you pay for displaying a specific website

Pay per activity - In this model, an advertiser pays for some lead activity. The price
for the advertiser is calculated based on the number of activities (clicks or other desired
activity) of website visitors. Cost is calculated per click (CPC Cost per Click) action or
commission (CPA Cost per Acquisition / Action) - the ad provider receives money as
soon as the visitor clicks on the ad and performs a pre-specified action on the
subsequent pages.

—  PPC (Pay Per Click) - in this model you pay according to the number of clicks

on its advertising banner

—  PPA (Pay per Action) - in this model you pay for new user registration, order

creation, comment insertion etc.

Cost Per Click (CPC) is a method of calculating the cost of an ad on a website, which
sets a CPC and then pays the advertiser for their number and cost. So the advertiser
only pays for actual clicks to their site. CPC pricing is used in PPC business models. In
practice, CPCs use ad systems to indicate how much an advertiser pays for a single
click - either a fixed amount or a bid automatically set auctions - that is, depending on
how interested the word or click is. Ad systems typically allow you to set a maximum
CPC (max CPC).
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Affiliate marketing sometimes also Affiliate programs - in this model you pay only
on the basis of an order (purchase) made by the customer, therefore not for the
placement of the banner. These include the following business models:

— Pay-Per-Sale (PPS)
— Pay-per-lead (PPL)
—  Pay-per-install (PPI)

Affiliate marketing is a term for bringing customers through a partner network with
an intermediary's financial reward. It operates on a system of commissions that are paid
from the sale of services or products by intermediaries. It is one of the business models
that can earn money from running a website.

Payment for ad publication time - This model is used to pay for ad publication times.
Itis closest to the classic model of advertising space, as we know it from the real world
- hiring advertising space. The price of advertising banner advertising is set for a certain
time (usually a week or a month) for which the banner is published, regardless of how
many visitors actually see the banner or how many times they click it. The price of
renting advertising space depends on the average traffic to the website on which it is
published, its attractiveness and the exact placement of the banner on the website.

The use of business models on the Internet in practice is to determine how prices
are calculated. Most models depend on technical equipment - ie on the visitor's side
there must be an internet browser, on the provider's side there must be some application
(so-called advertising system) that can evaluate and calculate it.

Google and Facebook are the most successful and influential Internet companies in
the world. While Google dominates search, email, and mapping services, and 2017
ended up with $ 90.2 billion in revenue, Facebook, which operates a WhatsApp
communicator and Instagram image network, in addition to the social network of the
same name, generated revenue of $ 27.6 billion. Both companies have one thing in
common. The vast majority of their revenue comes from the advertising systems they
run for advertisers. Together they cover more than half of this market (Urban, 2018).

4 Results and Discussion

Online advertising has become one of the most important forms of promotion. With
online advertising, large businesses increase their brand knowledge and fight less for
each customer. The effectiveness of advertising also depends on the formulation of a
message that provokes a reaction in the target group. It is ideal to communicate one
main, clear and concise message, and to ensure that it is properly understood and
interpreted by the recipient. The communicated message must overcome the
communication noise, be original to attract attention in the amount of other
communicated information, and must also be correctly identified with the product,
brand, institution it promotes. However, knowing a business's offer doesn’t mean
they’re in love with it. Popularity depends on the needs and wishes of the customer -
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the recipient and on the ability of each marketing mix tool to satisfy them. However, in
terms of marketing communication, positive publicity is also provided by well-known
personalities and opinion authorities.

Advantages of using advertising include its ability to effectively reach a wide
range of geographically dispersed consumers in a relatively short time. The submitter
has control over the content of the advertisement, it chooses the way of presentation,
media selection and number of repetitions. The cost of addressing is relatively low, but
its disadvantage is the high total cost. Advertising is a form of communication that
spreads through the media, less convincing than a personal form of communication. It
is a one-way type of communication, feedback and the effect can take effect over a
longer period of time. (Johnova, 2008) On the other hand, it is also necessary to reflect
on another page that points to the disadvantages of advertising.

At present, the consumer is overwhelmed by a wide range of advertising spots,
printed ads, etc., which may ultimately lead to its being ignored or even a priori
rejection by the recipients. In addition, it is clear that advertising is "toothless" where it
communicates with an advanced recipient, an established visitor, interested in, for
example, a certain kind of art. This fact is also pointed out by Bacuv¢ik when he
classifies advertising as an effective means of mass communication.

The role of advertising in the promotion of cultural institutions is not small, but
its use is suitable for audiences other than regular visitors to cultural events where
organizations can get direct contact. The use of advertising as a type of mass
communication is appropriate with people who are not closely related to its product,
but who are interested in the product in some sense or may be interested in certain
circumstances. (Bacuvcik, 2012, p. 145) There are some lessons and principles in the
assessment of advertising strategies and advertising communications by creative
professionals and marketers. (See Vysekalova, Mikes, Foret, Hornak, R. Johnova, etc.)
According to them, several principles can be summarized:

—  The more creative and contentious the advertising is, the more important it is
to test its effects on people's thinking (perception and evaluation) in local or
national conditions.

— Advertising should not have artistic ambitions, it should focus on one choice
- choosing the right products, services, ideas.

—  The purpose of advertising is not to create enthusiasm for the customer about
the quality of the ad, but to make the ad effective, to buy or to know the
product.

— Therole of advertising varies, depending on the market position and objectives
of the organization. When creating an ad, you need to know the product and
define its important elements.

— The choice of the types of media in which the ad will be presented depends
not only on the budget but also on the segment we want to reach, its
quantitative and geographic scope.

—  When placing advertising in the media, it is also necessary to take into account
the fact that different types of media have different effects on the senses of a
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person, which also affects his / her ability to remember and identify the
branded product.

— Advertising is an impersonal presentation, commercial communication of
information through various types of media.

— Adbvertising has the ability to inform and influence the emergence and change
of needs, demand and even the value scale. It can create interest, habits, as
well as some type of dependence on products and services.

The popularity of the Internet and its use has been steadily increasing for several
years, and there is no indication that this situation will change in the near future. As the
number of Internet users increases, so are advertising companies. Users are also
spending more and more time online and companies realize that advertising on the
Internet is no longer an option, but a necessity. However, the advantages of internet
advertising are also related to its disadvantages, which are listed in the following table
1.

Table 1 Advantages and Disadvantages of Internet advertising
Internet Advertising

Benefits Disadvantages
speed and flexibility media overflow with information
media capacity limited structure of web visitors
low cost of production and technical barriers
placement
interactivity ad elimination software
good targeting and efficiency absence of historical tradition
evaluation
the ability to capture the target short lifetime - high demands
group on timeliness
at any time

Source: own processing

If you ask people if they like advertising, most will tell you they don't, and usually
point directly to hate the internet, especially. However, the situation is not as black as
it may seem at first sight. People are fully accustomed to the presence of advertising
and are expecting it. Last but not least, it also fulfils the informative character of what
is actually on the market. Finding her on television, radio, on billboards on the street,
and in the press, it would be foolish to think that no one would expect her on the
Internet. So why is online advertising so popular? Why do people hate it only by
choosing to block it using different types of browser plug-ins?

Sometimes on the Internet, the alterability of advertising practically has no limits.
Unlike static printing, the web is dynamic and it is possible to attack the basic biological
mechanisms of man, such as the fact that it is very difficult to ignore the sudden
movement in peripheral vision, and such unexpected activity immediately attracts our
attention. Thus, the occurrence of ad movement and flicker was the first wave of
increased intrusiveness, which was soon followed by pop-ups overlapping content (and
hence the lack of opportunity to see the ad), and also by adding audio that attracts



223

attention even when the ad is outside . The current wave of intrusiveness is targeting,
resulting from monitoring user movement across the web and profiling it for interests,
gender, age, and other, often striking, features.

Ban