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Abstract

Income distribution strongly affects the value of risk-of poverty, what could explain small values of poverty rate 
in the Czech Republic. Therefore it is important to examine the level of income inequality in society and find 
out the socio-economic characteristics of people affecting the overall income inequality. The factor showing 
the biggest influence on the income level is education, so it is meaningful to examine the relationship between 
income inequality and poverty rate of each group of people by their highest attained education. One appropri-
ate approach is quantification of each group’s contribution to the overall income differentiation by decompo-
sition of some income inequality indicators. This decomposition enables also to identify the reason the value 
of each contribution according to various aspects, such as the group size or total volume of groups incomes. 
The development of overall income inequality in the last year is a necessary condition for the prediction  
in the future, so the trends of time series of some inequality indicators were analyzed. The whole analysis 
enables to complete a view on income level and its inequality in the society, which are important indicators 
measuring the living standards of people.

Income Inequality by Highest 
Attained Education
in the Czech Republic
Michaela Brázdilová1  | Czech Statistical Office; University of Economics, Prague, Czech Republic
Petra Švarcová2  | University of Economics, Prague, Czech Republic

Introduction 
Income is one of the appropriate indicators for evaluating of living standards of people, which pro-
vides the information about the economic well-being of individuals. It is an important component  
by assessing the overall quality of life of people, so it is important to examine the distribution of income  
and its degree of differentiation in the society. Is it possible to observe an impact of the level of educa-
tion on the income situation of people? It is necessary to identify the dependence, how does the factor 
of education influence the overall income distribution and then the contributions of groups according 
to level of education to overall income inequality could be measured.

Keywords

Income inequality, poverty rate, highest attained education, Theil index

JEL code

I00, I24

1	�	 Czech Statistical Office, Na padesátém 81, 100 82  Prague 10, Czech Republic; University of Economics, Prague, Faculty 
of Informatics and Statistics, Department of Economic Statistics, W. Churchill Sq. 4, 130 67 Prague 3, Czech Republic. 
E-mail: michaela.brazdilova@vse.cz.

2	�	 University of Economics, Prague, Faculty of Informatics and Statistics, Department of Economic Statistics, W. Churchill 
Sq. 4, 130 67 Prague 3, Czech Republic. E-mail: petra.svarcova@vse.cz.
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This paper is based on the assumption that there exists a directly proportional relationship between 
the level of poverty rate and income inequality. The main objective of this research is to find the differ-
ences between the level of income inequality among individual groups of people. The classification cri-
terion of people was variable called “highest attained education” because of its clear influence on income 
level of people in society.

First, we find out the values of poverty rate and income inequality within each group. Then, we provide 
an analysis of income inequality value for all groups together. Like this, we can identify, which groups  
of people contribute to income inequality the most and which as the least of all. It is also possible to get 
the information about between-groups contribution to the overall income inequality. Finally, we can 
observe the situation within the    groups over time.

1 Main publication in the Field
Many articles in academic literature deal with poverty, income inequality, material deprivation etc. 
but there are many ways how inspect these matters. At first it can be viewed from a global perspective,  
as described Martin Ravallion in his article about globalization and poverty (2003). Poverty is usually 
understood as a level of living and can be perceived absolutely or relatively. According to (Ravallion, 
2003) absolute poverty means a certain level of purchasing power. Each country shows a different ab-
solute poverty line because their different purchasing power. In this case we talk about relative poverty, 
which depends on each area.

The poor people are those, whose consumption is below a given level of need. This poverty line  
is typically determined relatively to mean income, so the poverty rate depends on income distribution  
in society. The statement of Ravallion (2003) “How much more is held by rich people than by poor people” 
shows disparities in level of living, which is called inequality. Inequality can be also understood absolute-
ly or relatively. Absolute inequality is given by absolute differences in level of living. On the other hand: 
“Relative inequality depends on the ratios of individual incomes to the overall mean.” (Ravallion, 2003).

The measurement of poverty rate is derived from income distribution, so the poverty rate shows sim-
ilar behavior as income inequality indicators. “The poverty measure can be hardly considered as suffi-
cient statistics for judging the quality of people lives,” (Ravallion, 2003). The poverty rate reflects more  
the income distribution in society, so it makes sense to identify the reason why the number of people liv-
ing below given poverty line in the Czech Republic is measured by values of income inequality indicators.

The other article (Sirovátka & Mareš, 2006) focuses directly on poverty in the Czech Republic. 
The poverty rate indicates the percentage of people living below 60 per cent of the national income 
median. The data published on the Eurostat (2014) website show that the Czech Republic still achieves  
the lowest rate in Europe.

According to (Sirovátka & Mareš, 2006) it could be attributed to by relatively low national income median 
resulting in lower purchasing power, and a narrow income distribution. They claim that in the Czech Re-
public many people are between the 60 per cent and 70 per cent of threshold. This fact is also contribut-
ed to by former egalitarian character of the Czech social structure, where the redistribution of income 
is applied. The level of income distribution is presented by Eurostat (2014) and income inequality is,  
on average, higher in Europe than in the Czech Republic, which also proves income equality there.

According to (Marek, 2011) this lower value of the Gini index is caused by smaller amount of redistri-
bution in the Czech Republic. In addition, this index is maintained for the last 10 years still at an approx-
imately constant level. Also no significant differences are observed in accordance to sex or age. Different 
level of income inequality shows regional classification, where Gini index of Prague is comparable with 
values of other countries in European Union.

Dependence of income situation on education is described by (Finardi, Fischer, Mazouch, 2012). 
Significant differences in income level are observed especially by different study fields. Values of private 
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rate of return on human capital vary considerably between various study fields. Whatever, in the Czech 
Republic this rate in general is higher than the OECD average, what is caused by tuition fees. This is rea-
son, why the influence of education on income distribution in society is important to observe.

2 Data and Methodology
In order to examine the standard of living, we need to know the income situation of the population. 
Such information is available in EU-SILC survey (European Statistics on Income and Living Conditions),  
the most famous research, which collects data about households and persons living in the household.  
In this paper all computations are based on the data from research EU-SILC 2013 (ČSÚ-sk, 2014). These 
facts reflect income distribution for reference year 2012, for which these data were collected and officially 
presented on the Czech Statistical Office website (ČSÚ-ep, 2014).

This survey observes actually available income in each of households, which is called equalized dis-
posable income. It is also appropriate to consider the average households income per consumption unit, 
which reflects the diversity of the economic structure of the household. According to (Jílek & Moravová, 
2007): “The scale of consumption units for individuals is defined as relative volume of consumption  
(income) of various types of people, based on the consumption (income) of the selected type of per-
son.” The design of these consumables (equivalent) units reflects savings from the cost of items of mass 
consumption realized multi-households. For comparison of household incomes in the EU-SILC survey,  
the average income per modified consumption unit is used, because this most reflects the size and de-
mographic composition of the household (Schechtman & Yitzhaki, 2007). For the first member whole 
one unit is considered, but other adults in households are weighted only by half a unit and for child un-
der 13 years weight of 0.3 is used.

This equalized disposable income per consumption unit in household is allocated to each member  
of households. Then, the income situation can be compared between groups of people in society accord-
ing to their social-economic characteristics.

For comparison of income distribution in society the classification of people by factor education repre-
senting the level of highest attained education was used. For our purposes, a detailed division was grouped 
into larger units in accordance with the classification of ISCED, and subsequently formed the groups:

•	 Primary = People with attained education of first or second grade of elementary school,
• 	 Lower secondary = People with lower secondary education without leaving exam,
• 	 Higher secondary = People with secondary education with graduation, or post-secondary courses,
• 	 Tertiary = People with tertiary education (bachelor's, master's and doctoral graduates), including  

	 higher vocational schools.
Completely omitted is a group of children under 18 years and actively studying people under 26 years. They 

have not yet any own income and therefore their income is derived entirely from the earnings of their parents, 
or more precisely, it is budgeted to them from the total household income by the number of its economic con-
sumer units. Therefore, their inclusion in the analysis of incomes by groups of education would not be relevant.

Between these education groups of people it is possible to observe differences in income distribution, 
income level and also income differentiation. It is appropriate to detect the level of income inequality  
in each of education groups and between these groups.

The growth of income inequality in society can be monitored by changes in the characteristics of vari-
ability and many income inequality indicators. Most commonly used measure of the concentration  
is the Gini coefficient with its graphical representation called Lorenz curve (Moravová & al., 2000). The more 
this curve deviates from the axis of the quadrant downwards the higher is degree of inequality in society.

Gini coefficient is the numerical representation which takes values from 0 to 1 and also higher values 
indicating larger income inequality. Extremes would be an absolute inequality (G = 1 – all incomes are 
held by one person) at the rate of 100% concentration (Moravová et al, 2000). 
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The rate of income inequality can also be described using the coefficient of income inequality (Jílek 
& Moravová, 2007). It measures proportion of the volume of income received by people in the top quin-
tile and volume of income of people in the bottom quintile. The top (the fifth) quintile includes 20%  
of those with the highest income of ordered set of people by the size of income per modified con-
sumption unit. The ratio of these values is noted as S80/S20 (Income quintile share ratio). The greater  
is the value of this coefficient, the larger income inequality exists. It indicates how many times larger  
income receives one-fifth of households with the highest incomes on average compared to a fifth  
of households with the lowest incomes (ČSÚ-mv, 2014).

Commonly used methods for assessing income inequality are taken from paper of Hesmati (2004) 
and several of these methods are also applied in this work.

The degree of income inequality in society can also be determined by using the Theil index of incon-
sistency. The formula of Theil index is presented by (Moravová et al, 1996):

� (1)

where xi presents total income of group i,  means average income in group i,  is average income in 
society and k represents the number of groups.

The advantage of this index is the possibility of its decomposition into subgroups (Moravová et al, 
1996). This feature enables the extended use of Theil index according to (Ferreira, 2000)  for examining 
the differences between income distributions of different groups of people. The decomposition of this 
index into groups can be based on measuring the income volumes and number of people in each group. 
If all groups showed the same population share as the income share, the overall index would be equal  
to 0 and it would be absolute equality. The index takes values in the interval (0, ln (k)), where the value 
of ln (k) means, that one person owns all income (Jílek & Moravová, 2007).

The following calculation formula of Theil index is appropriate for this purpose. It consists of two 
parts, the first is the sum of contributions of each group to the overall income inequality and the second 
indicates the contribution of income inequality between groups (Novotný, 2007). The formula is pre-
sented by (Ferreira, 2000):

� (2)

where Ti is within-group Theil index, wi represents income share and ni means population share.
The Theil index value thus depends both on within-group variability and on between-group vari-

ability of income and not least on group size by volume incomes occurring. This index has the ability  
to decompose its value between multiple summands as the only one of its kind, thanks to the properties 
of logarithms therein used (Ferreira, 2000).

3 Income inequality by level of education
3.1 Income distribution within each group by level of education
Income level and income inequality within each of education groups is the first step in observing the differences 
between people according to their highest attained education. The above mentioned classification of people into 
the education groups was used in this analysis. The reasons for choosing the four education groups and omit-
ting a group of children under 18 years and active studying people under 26 years have been explained above. 
The total equalized disposable income per consumption unit was recalculated for such an adjusted population.

The distribution of people into income deciles by their level of education is observable in Figure 
1. People with the lowest (primary) education can be found most often in the lowest income groups  
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(I to III. decile). These people represent 17.4% of all people in the first decile. With higher income their 
share in groups is declining. In the highest income group (X. decile) they represent only 0.8%. Most often 
these are women aged over 50, who are either working or retired and live in multiple-member house-
holds. A similar trend can be seen among people with lower secondary education without leaving exam. 
Their share also falls with growing income. The opposite situation occurs by representation of people with 
upper secondary education with leaving exam or the highest (tertiary) education, which includes grad-
uates from universities and higher vocational schools. In the first decile, the proportion of people with 
such education represents only 2.7% and with increasing income their representation in groups grows. 
Particularly, women aged 25 to 49 years living in numerous families, are in the first decile. Mostly they 
work as self-employed or are otherwise inactive persons. The highest influence has tertiary education 
on placements in the highest decile. The proportion of tertiary educated people is here just 35.2%, which 
means more than 10 times higher representation than in the first decile.

The distribution of people by income in total and subsequently also distribution in different groups 
by highest attained education shows Figure 2. The bold black line indicates the distribution of income 
among the total, where the average income for year 2012 CZK 218 661/year and median with obviously 
lower value of CZK 193 488/year. Other curves describe the situation in groups. In the second graph just 
their median income is used for transparency.

There is an obvious crosshatched area with people at risk of poverty, indicating those whose in-
come is below the poverty line, which is defined as 60% of the median of equalized disposable income.  

Figure 1  Distribution of people into income deciles by education groups (in %) in 2012

Source: Own calculations and creation in MS Excel using data from EU-SILC 2013
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In this case it means the value of CZK 116 093/year. The poverty rate, or, more precisely, the percentage 
of people at risk of poverty against all persons, is 8.6%. The color areas are plotted for the groups, where 
the lowest level of poverty can be found among people with tertiary education with a value of just 1.9%, 
which is mainly due to their high income. Half of these people take more (median is CZK 260 623) than 
the average income of all members in society. Other extreme is the group of people with primary ed-
ucation, which are threatened with 18.2% of income poverty. This indicates their already low average  
and median income (CZK 157 967), both are also even less than the total median. Average income  
of secondary educated people is very close to the overall median and their poverty risk is about 9.8%.

The inequality of income distribution among each of groups by the highest attained education  
of people shows Figure 3, it is created by using the box-plots. The little white squares indicate the level 
of average month income in the group, which is always higher than the median.

There are also boxes with middle six deciles. The coefficient of income inequality can be obtained by 
using the ratio of the top quintile to the bottom quintile. It is in examined year 2012 at overall size of 3.4, 
which indicates that persons in the upper two deciles take 3.4 times more than those in the two lowest 
deciles. This indicator corresponds to further indicator of income inequality, which is the Gini coeffi-
cient, here at the level of 0.246. It expresses how much the current situation differs from the absolute 
equality of incomes. The higher the greater the inequality is. Graphical representation using the Lorenz 
curve is shown in the Figure 4.

The Figure 3 shows that the higher level of education means the higher level of income and especially 
the higher level of inequality. Tertiary educated people have a great income range and Gini coefficient  

Figure 2  Distribution of people according to equal. disposable income (CZK/year) by education groups

Source: Own calculations and creation in MS Excel using data from EU-SILC 2013
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Figure 3  Differentiation of equalized disposable income per month by group of education in 2012

Figure 4  Lorenz curve of inequality of equalized disposable income in 2012

Source: Own calculations and creation in MS Excel using data from EU-SILC 2013

Source: Own calculations and creation in MS Excel using data from EU-SILC 2013
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in their group is at the level of 0.261. The richest fifth of them takes 3.6 times more incomes than  
the poorest fifth. Large differences in their income levels are given by their greater chances on the labor 
market, where tertiary educated people can easily evaluate the price of their work themselves. More as-
pects, than only wage or salary, are taken in consideration when choosing the work, because they can 
make decisions based on more opportunities.

3.2 Decomposition of Theil index into groups by education
So far, analysis of income inequality was carried out in each group separately, which is useful for getting  
an idea of the differences between groups. However, to get the information about the contributions  
of the groups to overall income inequality is not enough. It offers analysis using Theil index, which allows 
us to perform the decomposition of income inequality in selected groups. We get not only an overview 
of how much  a particular group contributes, but also about the influence of level of disparity between 
selected groups to overall inequality. Therefore we can see, how the between-groups variability partici-
pates in the total.

This index is based on comparison of the proportion of the number of persons in one group with  
the share of total incomes within this group. Does the amount of income correspond to the size  
of the group in there? The detection of just this inconsistency is then an obvious proof of income in-
equalities between persons in total, which are only classified into groups according to certain criteria.

The Figure 5 shows the differences between income and people distribution in each group of educa-
tion for the year 2013. The two groups of people with primary and secondary education represent smaller 
volume of income than their frequency. Conversely, the population includes approximately 16% of people 
with tertiary education, by which we find more than 22% of total income volume.

This finding is supported also by analysis  
of some previous years in Figure 6. Here we can 
see that the two first mentioned groups have a sol-
id line indicating the relative proportion of peo-
ple placed above than the dotted line expressing  
the share of total income attributable to the group. 
By the other two groups, the opposite is true. We 
can also observe the trends of changing of repre-
sentation in these groups. The only obvious trend 
is the faster growth of incomes among the people 
with tertiary education than their number and,  
on the other hand, the convergence of proportion 
of the people with upper secondary education with 
their relative incomes. Otherwise, the two curves 
more or less correspond to each other.

This information is an important basis for  
the calculation of the Theil index. Its numerical ex-
pression has in itself almost no explanatory power, 
the follow size of the contributions of each group 
to the total value of income inconsistency are im-
portant. Contributions of each group to this in-
dex in relative expression are shown in Figure 7.  
The group of people with higher secondary edu-
cation contributes to the total income inequality 
the most due to their one-third representation  

Figure 5	 Distribution of the group size (n) and total  
	 incomes (w) into groups by education in 2012
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in society. Second highest value presents the group of people with tertiary education despite their small 
representation amounting to 16.4%. It is because of larger proportion of total equalized income, of which 
they dispose, and because of their huge income inequality within the group. This is the reason, why their 
contribution is even higher than that of persons with lower education, whose representation in the so-
ciety is more than twice bigger than that of persons with tertiary education.

Between-group contribution with level of 15.9% occupies the fourth position between all contributions, 
which means that its value is not that significant. Income inequality within education groups indicates higher 

contributions than inequality between these groups.
A significant increase of the contribution   

of  people with tertiary education  is evident  if we 
focus  on the development of these relative shares 
over the years in Figure 8, compared to a decline 
of contributions of persons with lower second-
ary education. No clear trend in the development  
of between group variability could be observed, 
its value rather fluctuates between years. However, 
there is an obvious increase of income inequality 
in 2009. The contribution of between-group in-
equality and contribution of persons with tertiary 
education increased at the expense of three lowest 
income groups. From this year, income inequality 
has not been increasing as fast as until the 2013,  
a moderate leveling of income has been recorded.

Figure 6  Development of group size (n) and total income (w) into groups by education between 2005–2013

Source: Own calculations and creation in MS Excel using data from EU-SILC 2013
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Based on the trends of income inequality observable in the last year we can create some opinions about 
the future development. Further increase of the number of people with tertiary education can be expected, 
which can cause their higher contribution to the total inequality due to greater proportion in the population 
and their even higher volume of total incomes, that is predictable based on Figure 6. The change of   income 
inequality within the group can show different development trends. On one side, this can be increasing be-
cause of more various work requirements of people, but on the other hand, it can decrease due to leveling  
of work opportunities. This is connected with between-group variability, which could be declining in im-
portance. Greater number of people with tertiary education possibly causes certain reduction of the edu-
cation factor significance, so the differences between persons with higher secondary and tertiary education 
would be mitigated and their chances on the labor market could be equalized. These are just assumptions  
of possible development of income inequality, that it will be dependent on many other factors and especially  
on the development of the economic situation in society.

4 DISCUSSION
Some possible limitation can occur by providing a decomposition of income inequality. First of all, we 
consider the influence of population share in each group, what has an impact on the value of contri-
bution and so distorts the effect of income inequality level within each group, It would be appropriate  
to achieve the same group volume, but this is impossible because of their classification according to edu-
cation level. Other disadvantage of Theil index subsists in the fact, that its value is affected by the number  
of groups k. The relative contributions of each group to the total degree of income inequality are dependent  

Figure 8  Development of contributions of education groups to Theil index between the years 2005–2013

Source: Own calculations and creation in MS Excel using data from EU-SILC 2013
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on this. The variability of group averages increases with number of groups, so higher k means also higher 
between-groups contribution (Novotný, 2007).

The advantage of Theil index is the possibility of additional decomposition between subgroups  
and obtaining the within and between-groups inequality. Whatever, it is not limited by maximum values, 
so that interpretation of its size is very complicated. For measuring the income inequality just relative 
expression of group contributions are useful. According to European Commission (2010), Theil index 
presents a comprehensive, but complicated indicator of income inequality.

CONCLUSION
In this paper it was assumed, that income inequality affects the poverty rate, so detailed examination  
of income inequality was conducted. Thereafter, the large differences of level of income inequality be-
tween groups of people categorized by their highest attained education were detected. It is obvious, that 
the level of education has a significant impact on income inequality and the highest values of Gini coef-
ficient are observed among persons with tertiary education.

The income inequality was confirmed by comparisons of each group size and income amount within this 
group. Among persons with tertiary education we find more than 22% of total equalized income amount while 
these persons represent only 16% of population. So this group makes the biggest contribution to overall in-
come inequality. Conversely, persons with primary education do not have a significant influence on inequality.

By multiple comparisons, the within-group as well as the between-group contributes to overall income 
inequality were detected. The largest contribution to the Theil index occurs by the group of persons with 
higher secondary education, which is because of their most frequent representation in the population. 
Persons with tertiary education follow. They dispose of greater proportion of total income and show 
higher income inequality. Similarly, persons with lower secondary education contribute to income in-
equality more than those with primary education. It is because of their larger group size, despite their 
high income equality.

The between-group contribution represents almost 16%, so between-group variability has also certain 
impact to overall inequality. Over time, no significant trends in development of contributions of groups 
to overall income inequality are monitored.

It would be appropriate to produce also an analysis according to classification of people by their so-
cial status in society.
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Abstract

At the Rio “Earth Summit” the Convention on Biological Diversity introduced a global commitment to con-
servation of biological diversity and sustainable use of its components. An implementation process is going on, 
based on a strategic plan, biodiversity targets and a strategy for mobilizing financial resources. According to 
target “2”, by 2020 national accounts should include monetary aggregates related to biodiversity. Environmental 
accounts can play an important role – together with other information – in monitoring processes connected 
with target “20”: contribute to identifying activities needed to preserve biodiversity, calculating the associated 
costs and eventually assessing funding needs. In particular, EPEA and ReMEA are valuable accounting tools 
for providing data on biodiversity expenditure. The high quality of the information provided by these accounts 
makes them good candidates for being adopted world-wide within the Convention’s monitoring processes. 
Enhanced interaction between statisticians and officials from ministries of environment would be crucial to 
reach significant advancement towards standardization of the information used in support of the Convention.

Environmental-Economic 
Accounts and Financial Resource 
Mobilization for Implementation
of the Convention on Biological 
Diversity
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Emanuela Recchini  | Italian National Institute of Statistics (Istat), Rome, Italy

Introduction 
At the UN 1992 Conference on Environment and Development – the Rio “Earth Summit” (United  
Nations, 2015a) – the internationally agreed text of the Convention on Biological Diversity (CBD) was 
submitted for signature. It was one of the three “Rio Conventions”, together with the United Nations Frame-
work Convention on Climate Change and the United Nations Convention to Combat Desertification.  
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At the completion of signature and ratification, in December 1993 the CBD entered into force (Conven-
tion on Biological Diversity, 2015a).

With the adoption of this international legal instrument, almost two hundred Parties2 all over  
the world have committed themselves to the conservation of biological diversity and the sustainable 
use of its components. Hence a global long-term process for the implementation of the CBD is going 
on, based on the Decisions adopted by the Conference of the Parties (CoP), the CBD’s governing body.  
The CoP has held twelve ordinary meetings, the last one in 2014; the next meeting is scheduled for 2016.

In 2014 the Mid-term Review of progress in implementation of the Strategic Plan for Biodiversi-
ty 2011–2020 was completed. An important effort for the collection and utilization of statistical data 
had been made world-wide in order to provide suitable information to support the assessments made  
on the occasion of the Mid-term Review. Actually, statistical information suitable for taking decisions 
and monitoring the attainment of agreed targets is an important point in the global process for the im-
plementation of the CBD. The relevant data-sets cover a variety of domains, ranging from various fields 
of environmental sciences to economic aspects such as the costs of biodiversity conservation.

Financial aspects related to biodiversity are considered to be very important for the CBD, in the same 
way as the many distinct domains concerning environmental issues. As a matter of fact, the lack of suffi-
cient financial resources has turned out to be one main obstacle in achieving the internationally agreed 
objectives. The main aspects to be taken into account include financial resources globally mobilized  
and expenditures spent in all countries committed to the CBD’s implementation, as well as the amount  
of financial resources which is estimated as necessary to carry out the activities that are needed to that end.

Within statistics, environmental expenditure is one specific field which is thoroughly investigated: 
extensive statistical information on this topic is currently available. In particular, within official statis-
tics, data on expenditure for the conservation of biodiversity and the sustainable use of its components  
is a mature statistical domain, more advanced as compared to other domains focused on the measure-
ment of environmental phenomena. Expenditure aggregates derived from environmental accounts have 
an additional merit: they are calculated according to a system approach.

In general, when considering the economic statistical information available for the purposes  
of the CBD, the potential of environmental accounts should not be ignored. Environmental accounting 
within official statistics, in fact, can play an important role as a tool for providing indicators for decision 
makers as well as data for analytical work.

The subsequent paragraphs are focused on information concerning the mobilization of financial  
resources and environmental expenditures actually carried out for the achievement of the CBD’s objec-
tives. By reviewing developments that have taken place since the last decade, first an overview of processes 
related to the implementation of the CBD is given. Then the use of data on financial resources and expen-
ditures for biodiversity is discussed. In that context, the system of integrated environmental-economic 
accounting is considered and its potential for the purposes of the CBD is highlighted; a specific focus  
is put on environmental expenditure aggregates. Some concluding remarks are emphasized mainly 
with the aim to encourage good interaction between official statisticians and those involved in political  
and administrative steps connected with targets of resource mobilization in support of the CBD.

1 THE ENDURING IMPLEMENTATION PROCESS OF THE CONVENTION ON BIOLOGICAL DIVERSITY
The implementation of the CBD is an enduring and complex process involving the engagement of inter-
national organizations and national governments all over the world. Like the international effort which 

2	�	 According to the UN Glossary of terms relating to Treaty actions, Parties are the States as well as Organizations (for ex-
ample the EU) that are bound by the CBD. All the States/Organizations that have either “ratified”, “acceded to”, “approved” 
or “accepted” the CBD are Parties to it (United Nations, 2015b).
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had lead to the adoption of the CBD, its implementation is inspired by a global commitment to sustain-
able development. Mobilization of financial resources is a crucial element of this process.

A number of milestones have characterized the advancement of work carried out for the imple-
mentation of the CBD as well as the efforts put in place to ensure good governance for key processes.  
An overall strategic plan has been adopted for the conservation of biodiversity, as well as a strategy 
specific for mobilization of financial resources in support of the CBD. Work on indicators has been 
developed in the course of decades and a framework for reporting on financial aspects has recently 
been established.

1.1	The Convention on Biological Diversity and mobilization of financial resources in support  
	 of its implementation
The CBD’s three objectives, as stated by Article 1, can be synthesized as follows: ensure that biodiversity 
is preserved by adopting economic and social development patterns that are environmentally sustainable 
and equitable at the same time.

As regards the financial resources that are necessary to implement the CBD, each country is committed 
to provide financial support in respect of its domestic activities intended to achieve the CBD’s objectives, 
in accordance with its national plans, priorities and programs; furthermore, in order to help developing 
country Parties to fulfill the obligations deriving from the CBD, developed country Parties are committed 
to provide new and additional financial resources (Article 20 – Financial Resources).

Along with economic reasons which also exist, equity appears to be at the origin of the developed 
country Parties’ additional commitment. Behind this there is the recognition that for developing coun-
try Parties economic and social development and eradication of poverty are priorities: in other words, 
following a strictly economic rationale, the opportunity costs of the conservation of biodiversity are par-
ticularly high for non affluent countries.

Having recognized the crucial importance of the financial resource mobilization undertaken both 
within countries and through international financial resource flows provided to help developing country 
Parties, the CoP has paid special attention to financial aspects. Through the CoP’s Decisions, several ele-
ments have been put in place step by step to mobilize flows of money and eventually ensure that effective 
efforts are made in support of the CBD. Key steps have been the adoption of a strategy, a strategic plan, 
a set of indicators, a financial reporting framework.

In 2008, based on an in-depth review of the availability of financial resources for the purposes  
of the CBD, through Decision IX/11 the CoP encouraged the Parties and relevant organizations to improve 
the existing financial information through enhancing accuracy, consistency and delivery of existing data  
on biodiversity financing and improved reporting on funding needs (Convention on Biological Diver-
sity, 2015b).

Furthermore, considering the urgency of coping with a difficult situation, through the same 
Decision IX/11 the CoP adopted the Strategy for resource mobilization in support of the achieve-
ment of the CBD’s three objectives for the period 2008–2015. Strategic goals and objectives were 
defined, calling for concrete activities and initiatives to be developed to achieve the outlined goals; 
in addition, indicators were to be developed to monitor the implementation of the Strategy, which 
is noteworthy from a statistical viewpoint.3 The first strategic goal was of particular relevance from 
the point of view of statisticians involved in the production of official statistics: according to Goal 
1, the information base on funding needs and gaps – which also implies information on financial 
resources available – was to be improved.

3	�	 All this was to be done within appropriate timeframes, according to the Strategy.
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1.2 The Strategic Plan 2011–2020 and the Aichi Targets
A very important step in the implementation of the CBD was the CoP’s Decision “X/2 – The Strate-
gic Plan for Biodiversity 2011–2020 and the Aichi Biodiversity Targets”, adopted by the CoP in 2010  
at its 10th meeting (Convention on Biological Diversity, 2015c).

The Strategic Plan, covering by definition all main aspects of the CBD, is based on five Strategic Goals.4 
Besides these, the Strategic Plan comprises a set of twenty biodiversity targets (Convention on Biological 
Diversity, 2015d) – known as Aichi Biodiversity Targets (ABTs) – which are organized under the Stra-
tegic Goals.5 The CoP decided, through Decision X/3 of the same meeting, to adopt the ABTs at its next 
meeting, provided that robust baselines would have been identified and endorsed and that an effective 
reporting framework would have been adopted.

Though ambitious, the ABTs were considered to be achievable, some for 2015, others for 2020. One  
of them – ABT 2 – directly involves official statistics; another one – ABT 20 – implies the use of such statistics 
in one way or another, including for analytical work based on modeling.

ABT 2 is under Strategic Goal A (“Address the underlying causes of biodiversity loss by mainstreaming 
biodiversity across government and society”); it reads as follows: “By 2020, at the latest, biodiversity values 
have been integrated into national and local development and poverty reduction strategies and planning pro-
cesses and are being incorporated into national accounting, as appropriate, and reporting systems”. National 
accounts are mentioned explicitly in this target.

ABT 20 is under Strategic Goal E (“Enhance implementation through participatory planning, knowledge 
management and capacity building”). It reads: “By 2020, at the latest, the mobilization of financial resources for 
effectively implementing the Strategic Plan 2011–2020 from all sources and in accordance with the consolidated 
and agreed process in the Strategy for Resource Mobilization should increase substantially from the current 
levels. This target will be subject to changes contingent to resources needs assessments to be developed and 
reported by Parties”. For ABT 20 also a baseline is needed – similarly to several other targets – for the purpose 
of measuring progress. Official statistics on flows of financial resources are involved by ABT 20; furthermore, 
any kind of official statistics – in particular national accounts, but also other official statistics – may be crucial 
to carry out analyses that are necessary for the foreseen assessments of resource needs.

In addition to what is reported above, through Decision X/10 the CoP also decided that the national re-
ports due in 2014 should focus on the implementation of the 2011–2020 Strategic Plan and progress achieved 
towards the ABTs.

Concerning possible indicators in monetary terms for ABT 20, “Official Development Assistance provided 
in support of the Convention” was taken into consideration, but it was recognized that additional indicators 
could include the financial resources provided to developing countries which were dispersed through other 
mechanisms. Also, the global monitoring reports of the Strategy for resource mobilization were considered 
as useful to monitor the progress towards ABT 20.

As a matter of fact, through Decision X/3 a set of indicators was adopted to monitor the im-
plementation of the Strategy for resource mobilization; several of them were in monetary units.  
Indicator 1 measured aggregated financial flows of biodiversity-related funding; it included both 
an overall amount, without double-counting, and the following categories: “Official Develop-
ment Assistance” (ODA); “Domestic budgets at all levels”; “Private sector”; “Non-governmental  

4	�	 The Strategic Goals (SGs) are as follows: SG A – “Address the underlying causes of biodiversity loss by mainstreaming 
biodiversity across government and society”; SG B – “Reduce the direct pressures on biodiversity and promote sus-
tainable use”; SG C – “Improve the status of biodiversity by safeguarding ecosystems, species and genetic diversity”;  
SG D – “Enhance the benefits to all from biodiversity and ecosystem services”; SG E – “Enhance implementation through 
participatory planning, knowledge management and capacity building”.

5	�	 While the goals and targets are intended for achievement at the global level, they also represent a flexible framework  
for the establishment of national or regional targets.
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organizations, foundations, and academia”; “International financial institutions”; “United Nations 
organizations, funds and programs”; “Non-ODA public funding”; “South South cooperation ini-
tiatives”; “Technical cooperation”. In addition to Indicator 1, the following indicators in monetary 
units were also adopted: Indicator 3 – “Amount of domestic financial support, per annum, in respect  
of those domestic activities which are intended to achieve the objectives of this Convention”; Indicator  
4 – “Amount of funding provided through the Global Environment Facility6 and allocated to biodiversi-
ty focal area”; Indicator 11 – “Amount of financial resources from all sources from developed countries  
to developing countries to contribute to achieving of the Convention’s objectives”; Indicator 12 – “Amount 
of financial resources from all sources from developed countries to developing countries towards  
the implementation of the Strategic Plan for Biodiversity 2011–2020”. The CoP also set out a process for 
elaborating and implementing the set of fifteen indicators it had adopted, including an expert consulta-
tion aimed at developing methodological guidance (United Nations, 2015c).

It is worth noting that the monetary indicators quoted above – Indicator 1 to Indicator 12 – correspond 
to different subsets of the economy and as a whole they cover the entire economic system. This suggests,  
in principle, that the information derived as appropriate from the system of national accounts, in partic-
ular from environmental accounts, could play a significant role as basic data for these indicators.

1.3 Recent developments
A preliminary reporting framework was agreed in 2012 for the indicators adopted to monitor the im-
plementation of the Strategy for resource mobilization (Convention on Biological Diversity, 2015e). This 
framework was aimed at ensuring that, after adoption of targets, the attainment of the same targets could 
be monitored conveniently. Through a review of the said indicators, progress had been made in under-
standing which basic data could be taken into account to calculate them. It had been noted, in particular, 
that many of the indicators in monetary units relied on overlapping information for their calculation.7 
With a view to reducing the risk of double-counting, a limited set of “data fields” required to provide 
the information needed for the entire set of indicators had been identified; the Preliminary Reporting 
Framework was developed based on these “data fields”.

This preliminary framework was intended for use by Parties to provide data on resource mobiliza-
tion according to the adopted indicators. As concerns the calculation of these indicators, one suggestion 
was to organize the requested information by indicator and relevant set of basic data. Flows of finan-
cial resources for biodiversity from developed to developing countries and financial resources available  
in each country for biodiversity were the two main sets of basic data required to calculate the monetary 
indicators to be used to monitor the Strategy for resource mobilization.8 For these sets of basic data  
a brief description of the distinct categories comprised in them was provided, as well as an indicative 
list of activities that could be considered for each category, while Parties were encouraged to add further 
possible activities that they might want to take into account.

Parties were also encouraged to interact, in completing the reporting framework, with their respective 
statistical offices. It was argued that some information needed was probably already available and should 

6	�	 The Global Environment Facility is a partnership for international cooperation where 183 countries work together with in-
ternational institutions, civil society organizations and the private sector, to address global environmental issues (GEF, 2015).

7	�	 For Indicator 1 it had been highlighted that some of its components were sub-categories of other components, some 
overlapped one another and many of them overlapped, completely or partially, with the other indicators; furthermore, 
there was an additional risk of double-counting in as much as in some cases these components were related to the end use  
of a flow of an international financial support while in other cases they consisted of amounts of international financial 
flows. In addition to that, Indicator 3 overlapped largely with the sum of components of Indicator 1, while Indicator 11 
and Indicator 12 overlapped with several components of the same Indicator 1 (Convention on Biological Diversity, 2015e).

8	�	 The same could be said as far as monitoring of the attainment of ABT 20 is concerned.
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have been used, where possible, in order to reduce duplicity of efforts; furthermore, a joint effort with 
statistical offices could lead to an improvement in the quality of the information used.

At the meeting held in October 2014 in Pyeongchang9 the CoP has established, through Decisions 
XII/1 to XII/6, the Pyeongchang Roadmap for the enhanced implementation of the Strategic Plan for Bio-
diversity 2011-2020 and the achievement of the ABTs. Concerning financial resources matters, Decisions 
XII/1 and XII/3 include developments that have an impact on work carried out within official statistics.

Through Decision XII/3 (Convention on Biological Diversity, 2015f) the Strategy for resource mo-
bilization has been extended until 2020. Also, having reviewed the progress towards the achievement  
of ABT 20, the CoP has adopted final targets concerning this Strategy.10 The key importance of domestic 
resource mobilization for implementation of the Strategic Plan for Biodiversity 2011–2020 has been rec-
ognized: according to one of the final targets Parties provided with adequate financial resources endeav-
our to report domestic biodiversity expenditures, as well as funding needs, gaps and priorities, by 2015.

Most importantly from a statistical viewpoint, at the same 2014 meeting the CoP has adopted  
the revised Financial Reporting Framework, as Annex II to Decision XII/3. This is intended for use  
by Parties to provide baseline information and report on their contribution to reach the global financial 
targets, under ABT 20, as adopted through the same Decision XII/3.

2	 STATISTICAL DATA ON FINANCIAL RESOURCES MOBILIZATION FOR THE CONVENTION:  
	CURR ENTLY USED DATA AND ECONOMIC AGGREGATES FROM OFFICIAL STATISTICS
The information needed to monitor the mobilization of financial resources in support of the CBD in-
cludes data that may or may not be produced within official statistics; several kinds of data are provided 
by other sources.

In particular, information on biodiversity-related funding and expenditures includes, according  
to the Financial Reporting Framework mentioned in the previous paragraph, distinct categories of da-
ta with different characteristics and quality: on international financial flows, which partly are “official” 
and partly relate to resources mobilized e.g. by non-governmental organizations; on expenditures, as re-
sulting e.g. from public budgets as well as from environmental accounts; on funding needs, as assessed  
in National Biodiversity Strategies and Action Plans.

2.1	Data on financial resources mobilization according to the Convention’s Financial Reporting  
	 Framework
At present, reporting on financial aspects for the purposes of the CBD is based on the Financial Report-
ing Framework adopted in 2014, which is discussed here with limitation to what concerns information 
to be provided on funding and expenditure flows; other matters, e.g. priorities and plans or other assess-
ments, are not discussed here.

The Framework includes reporting on baseline and progress towards 2015.11 To this end, monetary data 
on the following flows are to be taken into account: international financial resource flows to developing 
countries and countries with economies in transition; current domestic biodiversity expenditures; fund-
ing needs and gaps. To identify biodiversity-related activities and thereby the corresponding monetary 
flows, an indicative list of possible classifications is suggested in the Appendix of the Framework, where 
reference is made to international work on this matter such as e.g. the guidance provided by OECD.12 

9	�	 Twelfth meeting, the last meeting held by the CoP. Its thirteenth meeting is scheduled for December 2016.
10	�	Preliminary targets on resource mobilization had been agreed in 2012 at the CoP’s eleventh meeting (Decision XI/4).
11	�	Reporting on this part of the Framework is scheduled for December 2015.
12	�	See: <http://www.oecd.org/dac/stats/46782010.pdf>.
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The baseline concerns the international financial resource flows to developing countries and coun-
tries with economies in transition and 2010 is the reference year. If data is not available for that year,  
it is to be provided for the most recent year prior to that, and if possible, for the period from 2006  
to 2010.13 As concerns progress towards 2015, the years 2011 to 2015 are to be covered.

The data to be provided concerning international financial flows include official financial flows  
and resources mobilized by the private sector as well as non-governmental organizations, foundations, 
and academia. Data on official financial flows are presented under two main headings: Official Devel-
opment Assistance (ODA), i.e. flows of official financing aimed at promoting economic development  
and welfare of developing countries; Other official flows (OOF), i.e. transactions by the official sector 
with countries on the List of Aid Recipients which do not meet the conditions for eligibility as Official 
Development Assistance or Official Aid. In order to identify official financial flows, in past reporting 
under the preliminary reporting framework several Parties used “Rio markers”.14 Data on resources 
mobilized by the private sector as well as non-governmental organizations, foundations, and academia  
are under the heading Other flows.

Concerning current domestic biodiversity expenditures, what needs to be reported is the annual fi-
nancial support provided to domestic activities related to the conservation of biodiversity carried out  
in the reference year by the different sectors of society. Several years should be covered, if possible, start-
ing with the most recent year for which the data are available.The data to be provided cover all sectors  
of the economy, but at least data on central government budget outlays directly related to biodiversity 
should be provided. Expenditures  financed by international sources are to be taken into account, while 
funding provided to other countries is excluded. In past reporting, under the preliminary reporting 
framework, Parties made use of public budget data and also of the information derived from environ-
mental protection expenditure accounts included in their systems of environmental-economic accounts.

As concerns reporting on funding needs and gaps, the reference year should be the year which is most 
appropriate for national planning purposes. The information requested is normally included in National 
Biodiversity Strategies and Action Plans.

Reporting on progress towards 2020 is also due.15 Two main sets of data are requested in this context. 
First, the information on international financial resource flows is to be provided through the same data 
as in the section on progress towards 2015; these data are requested for the years 2016–2019. Secondly, 
each country should provide data on funding needs and gaps; these data are connected with the imple-
mentation of a country’s national finance plan, and they include: the country’s funding gap; the resource 
mobilization from domestic sources and from abroad achieved by the country; the remaining gap.

2.2 Environmental accounts aggregates
Within official statistics the interaction between economy and environment is described by means  
of different statistical tools. Two main categories can be distinguished in this regard: environmental sta-
tistics and environmental-economic accounts. The former include data that in some cases relate to both 
environmental and economic aspects simultaneously, but it is the latter that regularly link environmental 
and economic dimensions. Environmental-economic accounts are national accounts that are satellites 
to the core accounts of SNA, the system of national accounts (European Commission et al, 2009); they 

13	�	If specific annual figures are not available, the best estimates of average figures for 2006 to 2010 would have to be delivered.
14	�	These Parties were members of the Development Assistance Committee of the OECD, which monitors aid provided for 

the purposes of the Rio conventions (Biological Diversity, Climate Change, Desertification). “Rio markers” are policy 
markers: external development funding for biodiversity purposes is labeled, and this is done by using a scoring system 
that highlights whether the funding is targeting biodiversity as its “principal” objective or simply as a “significant” one.

15	�	Reporting on this section will take place in conjunction with the sixth national reports. As concerns the last national re-
ports, their submission to the CoP had been requested for March 2014.
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are based on a system approach and compiled according to an overarching international framework:  
the System of Environmental-Economic Accounting (SEEA), endorsed by the UN Statistical Commis-
sion (United Nations, 2015d).

2.2.1 The system of integrated environmental-economic accounts
SEEA has been developed by the UN Statistical Commission as a follow up to an input from Agenda 
21. At the Rio “Earth Summit” the importance of integrating the statistical evidence that informs poli-
cy decision-making had been highlighted and the idea had been shared that, to monitor the transition  
to sustainable development, a system approach would help significantly.

SEEA provides a comprehensive conceptual accounting framework based on the same basic princi-
ples, definitions and classifications of SNA, thus allowing proper linkages with economic accounting data 
and other official statistics. Environmental and socio-economic statistics are reconciled and organized 
within the various SEEA modules, highlighting the interrelationships between the different phenomena 
covered; this allows the construction of time series of consistent, comparable and comprehensive sta-
tistics and indicators to monitor the contribution of the environment to the economy and the pressure  
of the economy on the environment, as well as the state of the environment. As a result, the trade-offs  
of policy-makers’ decisions affecting natural resources and associated services are made explicit. The 
different domains of the environmental debate are suitably dealt with by accounts compiled according 
to SEEA; biodiversity is one of such domains.

Within environmental accounting in a broad sense, some SEEA components as well as SEEA-relat-
ed initiatives provide tools which may be of particular interest to deal with the biodiversity theme. One 
example is the SEEA publication called System of Environmental-Economic Accounting 2012 – Experi-
mental Ecosystem Accounting (United Nations et al., 2014a); another one is a SEEA subsystem: System 
of Environmental-Economic Accounting for Agriculture, Forestry and Fisheries (United Nations, 2015e); 
the global partnership Wealth Accounting and the Valuation of Ecosystem Services – WAVES – is also 
relevant (WAVES, 2015), being focused on research work on ecosystems valuation.

The main SEEA publication – System of Environmental-Economic Accounting 2012 – Central 
Framework (SEEA-CF) – is nevertheless of crucial interest in general (United Nations et al., 2014b);  
it deals with issues related to the interaction between economy and environment without being limited  
to the biodiversity theme.16 Agenda 21 had explicitly proposed to develop integrated environmental-eco-
nomic accounts, and the release of SEEA-CF has been the main response of the official statistics com-
munity to this. In 2012, after a global consultation that involved UN member countries, UN agencies, 
World Bank, IMF, OECD and the European Commission, SEEA-CF was adopted as an international 
statistical standard, similarly to SNA.

The above mentioned System of Environmental-Economic Accounting 2012 – Experimental Ecosys-
tem Accounting is not an international statistical standard like SEEA-CF, but it complements the latter 
by providing methodological guidelines specific for ecosystem accounting and of course it is relevant 
when biodiversity is at issue. In general, it deals with biodiversity-related aspects more in detail and more 
comprehensively as compared to SEEA-CF; however, it is not specialized on aspects related to financial 
resources. Two specific environmental-economic accounts derived from SEEA-CF, instead, provide eco-
nomic aggregates on biodiversity-related expenditure, which are of particular interest with connection 
to financial targets under ABT 20.

16	�	Another SEEA publication is the following one: System of Environmental-Economic Accounting 2012 – Applications  
and Extensions. This latter publication and those on SEEA Central Framework and on Experimental Ecosystem Account-
ing mentioned above are known as the three SEEA publications.
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2.2.2 Environmental expenditure aggregates
The Environmental protection Expenditure Account (EPEA) and the Resource Management Expenditure 
Account (ReMEA), derived from SEEA-CF, are the proper accounting tools to describe, in a national 
accounting perspective, expenditures carried out for environmental purposes, including those for con-
servation of biodiversity.

EPEA describes expenditures and economic activities performed to protect the environment against 
pollution and degradation phenomena (including loss of biodiversity); ReMEA describes expenditures  
and economic activities carried out to manage natural resources (e.g. forest resources, wild flora and fau-
na) and to save the stock of these resources against depletion phenomena. The expenditures and econom-
ic activities taken into account are those realized by resident units of the national economy; the overall 
aggregate derived from each of these accounts, known as national expenditure, includes consumption 
of environmental services and investments for their production. The total amount of the two national 
expenditure aggregates derived from EPEA and ReMEA is an assessment of the total economic effort 
devoted by a country to preservation of the natural environment.

Among distinct environmental domains that are covered in these accounts, two are relevant in relation 
to ABT 20. According to the classifications used, they are labeled as follows: “Protection of biodiversi-
ty and landscapes” as far as EPEA is concerned (classification: CEPA) and “Management of wild flora  
and fauna” as concerns ReMEA (classification: CReMA).17

The implementation of EPEA and ReMEA is particularly advanced within EU member countries, 
were a legal basis is in place for mandatory production of national environmental-economic accounts 
in line with SEEA-CF: Regulation (EU) No 691/2011 of the European Parliament and of the Council  
of 6 July 2011 on European environmental economic accounts (European Union, 2011), amended by 
Regulation (EU) No 538/2014 (European Union, 2014).18 This legal basis provides methodology, com-
mon standards, definitions, classifications and accounting rules for the compilation of accounts that are 
given highest priority in the EU according to the European Strategy for Environmental Accounts – ES-
EA (European Statistical Committee, 2014). As concerns quality criteria, Regulation No 223/2009 shall 
apply (European Union, 2009).

Like all figures delivered within the European Statistical System, the EPEA and ReMEA expenditure 
aggregates are produced in compliance with the European Statistics Code of Practice – ESCP (Eurostat, 
2011), which in turn is aligned with the UN Fundamental principles of official statistics (United Nations, 
2015f); this applies in particular to EPEA and ReMEA data concerning the two environmental domains 
mentioned above, which is the information relevant in relation to ABT 20.

17	�	CEPA (Classification of Environmental Protection Activities and Expenditure) is an international statistical standard; its item 
6 – Protection of biodiversity and landscapes refers e.g. to measures and activities aimed at the protection and rehabilitation 
of fauna and flora species, ecosystems and habitats as well as the protection and rehabilitation of natural and semi-natural 
landscapes; measurement, monitoring, analysis activities as well as administration, training, information and education ac-
tivities are also included; excluded are e.g. the protection and rehabilitation of historic monuments or predominantly built-up 
landscapes, the control of weed for agricultural purposes. CReMA (Classification of Resource Management Activities) has 
been developed within the European Statistical System for compiling statistics on the Environmental Goods and Services 
Sector; its item 12 – Management of wild flora and fauna refers to activities aimed at the minimization of the intake of wild 
flora and fauna through in-process modifications as well as withdrawals, reduction and regulation measures; restoration ac-
tivities (replenishment of wild flora and fauna stocks) are included when aiming at maintaining/increasing the consistency 
of stocks (otherwise they come under CEPA item 6); measurement, monitoring, analysis activities as well as administration, 
training, information and education activities are also included; excluded is the protection of biodiversity which concerns 
essentially threatened species (under CEPA item 6).

18	�	Regulation No 538/2014, in particular, includes provisions for the production of EPEA aggregates. A similar approach 
would be appropriate for the calculation of ReMEA aggregates.
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3 ISSUES AND PROSPECTIVE FUTURE DEVELOPMENTS
In order to allow decision-makers to make decisions with a solid knowledge basis, high-quality statis-
tics are needed. The general public also needs high-quality statistics, because people want to evaluate  
the performance of politicians and other decision-makers. Quality is a crucial point which in principle 
distinguishes official statistics as compared to other statistical information; the former are based on a set  
of fundamental principles and follow international statistical standards. The foundation for all this  
is the idea that democratic societies hardly function properly without a solid basis of reliable and ob-
jective statistics.

The world-wide applied UN Fundamental principles of official statistics and ESCP, mentioned before, 
target both outputs of statistical production and processes used, as well as institutional and organisational 
aspects. As concerns ESCP, fifteen principles and a set of indicators of good practice for each principle 
are adopted, while mandatory quality assurance procedures and a quality reporting system are in place.

Among the ESCP principles, “Professional Independence” and “Impartiality and Objectivity” might 
deserve special attention in some cases when considering the statistical information used within pro-
cesses for monitoring the attainment of the global financial targets under ABT 20. Sound Methodology 
– another fundamental principle of official statistics – might also be an issue in some cases. With con-
nection to this, it appears to be very constructive that Parties have been encouraged to interact with their 
respective statistical offices, not only because there is a need to avoid duplication of work, but because 
special attention should be devoted to quality of the data used: statistical offices could help to that end.

A special effort to promote interaction with the official statistics community might end up, in prac-
tice, with an increased use of official statistics in support of CBD’s processes. This applies in particular 
to environmental accounts. A possible issue, in this perspective, would be the possibility to introduce, 
in the CBD’s complex negotiations concerning monitoring activities, the intention to arrive, within ap-
propriate timeframes, at a point where EPEA/ReMEA-type aggregates are systematically used world-
wide for monitoring current domestic expenditures as requested by the Financial Reporting Framework.

Furthermore, it should be taken into account that available data from official statistics – including 
EPEA and ReMEA data, but not only this data – is a relevant and valuable potential input to the analyti-
cal work that is necessary to estimate financial resource needs. With connection to this, another possible 
issue would be to examine the extent to which such an input is actually used in assessments of financial 
resources needs.19

In general, sound methodology and comparability at the international level is a crucial point for sta-
tistical data. This has been recognized also with regard to the implementation of the Strategy for resource 
mobilization, for which reliable statistical information is needed. Then, a more general issue would be 
whether to adopt thoroughly concepts, definitions and classifications of environmental accounts and 
other official statistics while preserving essential rules given by the Financial Reporting Framework.

CONCLUSION
CBD’s overall goal is twofold: first, biodiversity is to be preserved world-wide; secondly, this  
is to be done in an equitable way. Accordingly, two main instruments are in place: an overall strategic plan  
and a strategy for mobilizing financial resources. The strategic plan includes ABTs, which correspond  
to all CBD’s purposes; in particular, ABT 20 concerns financial aspects. The strategy for mobilizing finan-
cial resources takes into account the effort to preserve biodiversity world-wide and to assist non affluent 
countries in their own effort for conservation of biodiversity.

19	�	Or, otherwise – as concerns the preparation of National Biodiversity Strategies and Action Plans – to examine the extent 
to which EPEA and ReMEA data, together with other official statistics, actually contribute to the preparation of those 
strategic documents, from which information may be derived according to the Financial Reporting Framework.
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As far as financial aspects are concerned, the information requested to monitor the attainment of finan-
cial targets under ABT 20 includes two distinct sets of data: on actual expenditures for activities intended  
to achieve the CBD’s objectives; on funding needs and gaps and on financial flows from developed coun-
try Parties to developing ones. This approach to the collection of the information needed is tailored  
on the main purposes of the CBD.

Concerning official statistics, in general it would be natural that data derived from SEEA and SNA 
would be used extensively in the context of the CBD, together with other official statistics as well  
as other information; this happened in past reporting to some extent. As national accounts are referred 
to in ABT 2, in a sense the usefulness of SEEA and SNA aggregates is out of discussion.

Indeed, as far as ABT 20 is concerned, SEEA and SNA aggregates may turn out to be essential,  
together with other data, in order to monitor the achievement of financial targets: this applies in particular  
at the stage of identifying activities that are needed for conservation of biodiversity, then for the calcu-
lation of the costs associated with these activities and eventually for assessing funding needs and gaps.

In past reporting, for the purposes of monitoring financial targets under ABT 20, some Parties 
have provided EPEA/ReMEA-type data on expenditures related to conservation of biodiversity. Such  
an exercise could be extended and refined, provided that there is room for improving interaction between 
ministries of environment and statistical offices.

Perhaps an ad hoc developmental work at the international level focused on the proper way to single 
out, as appropriate, data from EPEA and ReMEA for the Financial Reporting Framework, could help. 
Classification issues would deserve special attention, because the guidance provided by the Financial 
Reporting Framework as concerns the set of activities to be considered for the calculation of biodiver-
sity-related expenditures does not ensure that standardized information is provided by Parties. Statis-
ticians’ understanding of the scope and breakdown of EPEA and ReMEA data would have to be shared 
with ministries’ officials. The final goal would be to enhance the accuracy and consistency of the data 
used within the Convention’s implementation processes.

The costs and benefits of such an endeavor would include an advancement towards standardization; 
furthermore, the fact that to enhance accuracy and consistency national accounting aggregates would  
be used would represent an additional benefit. From the cost side, there would be an additional charge  
on statisticians and ministries’ officials; the importance of this extra cost, however, depends on the pri-
ority that statisticians give to environmental-economic accounts and ministries to biodiversity.

Overall, when reflecting on the importance of enhancing accuracy and consistency of data on biodi-
versity expenditure within the Convention’s implementation processes, the importance of the utilization 
of the financial resources committed to biodiversity targets should be emphasized: in the end, activities 
actually carried out to preserve biodiversity is what really matters.
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Abstract

In the present paper, we propose a wavelet-based hypothesis test for second-order stationarity in a Gaussian 
time series without any deterministic components or seasonality. The null hypothesis is that of a second-order 
stationary process, the alternative hypothesis being that of a non-stationary process with a time-varying au-
tocovariance function (excluding processes with unit roots). The test is based on the smoothing of the series  
of squared maximal overlap discrete wavelet transform coefficients employing modern techniques, such  
as robust filtering and cross-validation. We propose several test statistics and use bootstrap to obtain their dis-
tributions under the null hypothesis. We examine the test in settings that may mimic the properties of economic 
time series, showing that it enjoys reasonable size and power characteristics. The test is also applied to a data set 
of the U.S. gross domestic product to demonstrate its practical usefulness in an economic time series analysis.

Wavelet-Based Test for Time 
Series Non-Stationarity1

Milan Bašta2  | University of Economics, Prague, Czech Republic

Introduction 
When referring to stationarity in this paper, we will mean second-order stationarity (see Section 2). Pro-
cesses that are not stationary will be called non-stationary.

In the analysis of economic, financial and demographic time series, non-stationary time series are 
often assumed to have either unit roots and/or deterministic trends. The approach to unit root non-sta-
tionarity testing was pioneered by Dickey, Fuller (1979). Similar or extended approaches can be found  
in Said, Dickey (1984), Said, Dickey (1985) or Phillips, Perron (1988). Non-stationarity is, however,  
a much broader term. In fact, any time series, whose mean function or autocovariance function  
(to be defined in Section 2) are time-varying, is necessarily non-stationary.

We propose a bootstrap wavelet-based hypothesis test where the null hypothesis is that of stationar-
ity and the alternative hypothesis that of a non-stationary process with a time-varying autocovariance 
function (generally excluding processes with unit roots).3 The size and power of the test are estimated  
by Monte Carlo simulations. The results are compared with those of a test available in the literature.  
A data set of the U.S. gross domestic product is used to illustrate the implementation of the test.
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We run the Monte Carlo simulations and implement the test utilizing R software (R Core Team, 2014). 
The following contributed R packages were widely used during the preparation of the paper: wmtsa (Con-
stantine, Percival, 2013), locits (Nason, 2013a) and forecast (Hyndman, 2015).

The paper is organized as follows. A literature review is given in Section 1. Section 2 defines  
the notion of second-order stationarity. Section 3 provides a short introduction to the maximal overlap 
discrete wavelet transform (MODWT) and the properties of MODWT coefficients. The hypothesis test 
is introduced in Section 4. The properties of the test (size and power) are studied in Section 5. The test  
is applied to the first difference of the logarithm of the U.S. gross domestic product in Section 6.

1 LITERATURE REVIEW
Regarding the tests for stationarity other than unit root ones, we can mention Grinsted et al. (2004), 
who followed the idea of Torrence, Compo (1998), having applied the continuous wavelet transform to 
an input time series, calculating the so-called wavelet power and comparing the power values to critical 
values obtained under the assumption that the input time series was generated by a stationary AR(1) 
process. This type of test detects the instances of non-stationarity localized in time and scale (in an “oth-
erwise stationary” process).4

Another wavelet-based test for stationarity has been proposed by von Sachs, Neumann (2000), who 
used localized versions of periodogram and Haar wavelet coefficients of the periodogram to decide 
about the stationarity of the underlying stochastic process. A test similar to that of von Sachs, Neumann 
(2000) has been introduced by Nason (2013b), who studied whether a specific linear transformation  
of the evolutionary wavelet spectrum (Nason et al., 2000) is time-varying or not. This was accomplished 
by exploring Haar wavelet coefficients of the empirical wavelet periodogram. If the null hypothesis  
of stationarity is rejected in the test by Nason (2013b), a locally stationary wavelet model with a time-vary-
ing autocovariance function is suggested as an alternative.

Variability in the series of smoothed or averaged squared wavelet coefficients is perceived – in an ex-
ploratory and descriptive sense – as qualitative evidence against stationarity also in other papers (see, 
e.g., Jensen, Whitcher, 2014, Whitcher et al., 2000, Nason et al., 2000, Fryzlewicz, 2005). None of these 
studies, however, include a hypothesis test that would provide the significance of this evidence.

Similarly to the papers mentioned above, we also smooth the series of squared wavelet coefficients 
using, however, a different smoothing approach. More specifically, we note that the median function  
of the logarithm of squared MODWT wavelet coefficients is constant over time for stationary Gaussian 
processes, being, however, generally time-varying for non-stationary Gaussian processes with a time-vary-
ing autocovariance function. We propose to use practices common in the field of statistical learning (see, 
e.g., Hastie et al., 2011) and non-parametric regression, such as cross-validation and robust filtering,  
to estimate the median function. Moreover, we do not downsample the series of the logarithm of squared 
MODWT wavelet coefficients in order not to lose any valuable information. Further, we propose sever-
al measures of non-constancy of the estimated median function to be used as the test statistic. Because  
of the complexity of the estimation procedure and analytical intractability of the distribution of the test 
statistic under the null hypothesis, approximate p-values are found by bootstrap. This leads to a computa-
tionally expensive test which may – as demonstrated by the results of the Monte Carlo simulations – en-
joy better size and power properties than the test proposed by Nason (2013b) for time series lengths 
common in economics. Moreover, the time series length is not required to be a power of two, which  
is the requirement for the practical implementation of the test by Nason (2013b) in R locits package  

4	�	 As will be discussed later, in hypothesis testing in general, the alternative hypothesis need not be necessarily well-specified. 
This is also the case of the test of Grinsted et al. (2004), where no explicit statistical model associated with the alternative 
hypothesis is given.
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(Nason, 2013a). Moreover, our test provides a single p-value (for a given test statistic), differing from  
the test by Grinsted et al. (2004) where each “time-scale cell” is tested for stationarity individually  
and where no “global” decision about stationarity is provided.

2 SECOND-ORDER STATIONARITY
Following Brockwell, Davis (2002), let us assume a stochastic process {Xt: t = …, – 1, 0, 1, …} with E(Xt

2) 
< ∞, t = …, – 1, 0, 1, … . Further, let µt ≡ E(Xt), t = …, – 1, 0, 1, …, be the mean function and

� (1)

the autocovariance function of the process, the variance function being defined as the autocovariance 
function for h = 0. The process is defined to be second-order stationary if both the mean and autocova-
riance functions (the latter for each h) are independent of time t.

When referring to stationarity in further parts of this paper, we will mean second-order stationarity. 
Processes that are not stationary will be called non-stationary.

3 MAXIMAL OVERLAP DISCRETE WAVELET TRANSFORM
In this section, the notion of MODWT coefficients is introduced together with the properties of these 
coefficients for stationary, integrated and locally stationary wavelet processes. These properties provide 
the basis for the hypothesis test.

3.1 MODWT wavelet filters and coefficients
The jth level (j = 1, 2, 3, …) MODWT wavelet filter, denoted as {hj,l: l = 0, …, Lj – 1}, where Lj is the filter 
length, is5 an approximately ideal linear filter for the frequency range [1/2j + 1, 1/2j]. The filter is con-
structed in a very special way, fulfilling the following properties:

� (2)

There are various “families” of filters, such as the Haar, D(4), LA(8), etc.
Let {Xt: t = …, –1, 0, 1, …} be a stochastic process which need not be stationary. The jth level  

(j = 1, 2, 3, …) MODWT wavelet coefficients for {Xt} are denoted as {Wj,t: t = …, –1, 0, 1, …}  
and obtained by linear filtering {Xt} with {hj,l}, i.e. 

    � (3)

Percival, Walden (2002) show that the jth level MODWT wavelet coefficients are closely related  
to changes between two adjacent weighted averages of {Xt} values, the weighted averages being calculated 
on an effective scale 2j – 1.

From Equation 3 and the first identity given in Equation 2, it follows that the constant mean function 
of {Xt} is a sufficient condition for the zero mean function of {Wj,t} (for j = 1, 2, 3, …). Equation 3 also 
directly implies that {Wj,t} (for j = 1, 2, 3, …) is a Gaussian process provided so is {Xt}.

5	�	 {hj,l} characteristics are based on Percival, Walden (2002, Ch. 5).
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In the next sections, we will discuss the variance function of {Wj,t} (for j = 1, 2, 3, …) for stationary, 
integrated and locally stationary wavelet processes. The characteristics of the variance function for these 
types of processes will provide the basis for our hypothesis test.

3.2 Variance function of {Wj,t} for stationary {Xt}
Let us assume a stationary stochastic process {Xt}. Since {Wj,t} is the output from linear filtering of {Xt} 
with {hj,l}, it is stationary too and has a zero mean function. The variance of Wj,t is called the wavelet 
variance and is denoted by vj

2, i.e.

� (4)

Percival, Walden (2002, pp. 296) reveal that

� (5)

vj
2 generally differs across various stationary stochastic processes.

3.3 Variance function of {Wj,t} for integrated processes
Since a stationary {Xt} has a stationary {Wj,t} (for j = 1, 2, 3, …), it follows that a non-stationary {Wj,t} 
necessarily implies a non-stationary {Xt}. However, not all non-stationary processes have non-sta-
tionary {Wj,t} (for j = 1, 2, 3, …). Percival, Walden (2002, Ch. 8.2) show that {Wj,t} (for j = 1, 2, 3, …) 
for processes integrated of order d is stationary provided “Daubechies” filters6 with L1 ≥ 2d are used  
in the analysis.7 Moreover, this implies that the variance function of {Wj,t} (for j = 1, 2, 3, …) is constant 
over time in such a situation.

3.4 Variance function of {Wj,t} for locally stationary wavelet processes
In this section, we discuss a certain class of non-stationary processes, namely locally stationary wavelet 
processes as well as the variance function of {Wj,t} for such processes. Since a thorough discussion might 
be too theoretical exceeding the scope and extent of this paper, the interested reader is referred to Nason 
et al. (2000), where details can be found.8 

Nason et al. (2000, Def. 1) construct locally stationary wavelet processes making use of wavelet 
filters with random amplitudes as building blocks. Locally stationary wavelet processes are defined  
in a way implying that their mean function is zero (see Nason et al., 2000, pp. 274) and so is therefore 
the mean function of {Wj,t} (for j = 1, 2, 3, …). Locally stationary wavelet processes are characterized  
by the so-called (evolutionary) wavelet spectrum (Nason et al., 2000, Def. 2), which is generally time-vary-
ing. Nason et al. (2000, pp. 278) reveal that the generally time-varying autocovariance function of locally 
stationary wavelet processes tends (in a sense rigorously described in Nason et al., 2000) to the so-called 
local autocovariance defined in Nason et al. (2000, Def. 4) which depends on the wavelet spectrum  
and is time-varying in general.

Since the mean function of {Wj,t} (for j = 1, 2, 3, …) is zero for locally stationary wavelet processes,9  
the variance function of {Wj,t} is equal to the mean function of {Wj,t

2}. Nason et al. (2000, Prop. 4) show 

6	�	 Daubechies filters include, among others, the Haar, D(4) as well as LA(8) family of filters.
7	�	 L1 = 2 for Haar, L1 = 4 for D(4) and L1 = 8 for LA(8) filters.
8	�	 Nason et al. (2000) utilize a different notation than that used in our paper.
9	�	 It follows from Section 3.1 that the mean function of {Wj,t} (for j = 1, 2, 3, …) would be zero even if a non-zero constant 

was added to the locally stationary process.
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that the mean function of {Wj,t
2} is (up to a remainder term) equal to a special linear transformation10 

of the wavelet spectrum. Because the wavelet spectrum is generally time-varying for locally stationary 
wavelet processes, so is the linear transformation. Let us denote this transformation by φj,t.

Nason et al. (2000, Prop. 3a) show that all stationary processes with an absolutely summable autoco-
variance function are locally stationary wavelet processes. Nason et al. (2000, Prop. 3b) also prove that 
any locally stationary wavelet process that has a wavelet spectrum independent of time – and fulfills  
an additional restriction stated in Nason et al. (2000, Prop. 3b) – is stationary with an absolutely summa-
ble autocovariance function. The constancy of the wavelet spectrum over time also implies the constancy  
of the local autocovariance as well as that of φj,t over time which turns into vj

2, as introduced in Section 3.2.

3.5 Smoothing of the series of squared wavelet coefficients
Let us assume that the mean function of {Wj,t} (for j = 1, 2, 3, …) is zero (see Section 3.1 for the suffi-
cient condition for the zero mean function). From Section 3.2, it further follows that for stationary {Xt}, 
the mean function of {Wj,t

2} (for j = 1, 2, 3, …) is constant over time. From Section 3.3, it follows that 
for integrated processes, the mean function of {Wj,t

2} is also constant over time provided a long enough 
wavelet filter is employed in the calculation of wavelet coefficients. From Section 3.4, it follows that  
the mean function of {Wj,t

2} tends to φj,t and is generally time-varying for locally stationary wavelet processes.
As a result, the characteristics of the mean function of {Wj,t

2} distinguish between stationary  
and non-stationary processes such as locally stationary wavelet ones, but generally not between station-
ary and integrated processes. Exploring the behavior of squared wavelet coefficients can thus be used  
as a means of non-stationarity detection. Such reasoning has also been applied in Torrence, Compo (1998) 
or Grinsted et al. (2004) even though a different type of wavelet transform than MODWT has been used.

Since the task is to estimate the mean function of {Wj,t
2} from the squared wavelet coefficients, various 

smoothing and averaging techniques can be utilized for this purpose. Nason et al. (2000) used denois-
ing based on wavelet transform. We can also mention various approaches to smoothing and averaging  
of squared wavelet coefficients utilized in other papers as an exploratory and descriptive tool for  
the detection of non-stationarity. See, for example, the smoothing of squared wavelet coefficients applied  
in Jensen, Whitcher (2014), the averaging of squared wavelet coefficients separately within different cal-
endar seasons (resulting in the so-called seasonal wavelet variances) utilized in the study of Whitcher  
et al. (2000), the application of cross-validation to the choice of the smoothing parameter while smoothing 
the downsampled squared wavelet coefficients in Fryzlewicz (2005). In all of these studies, the non-con-
stancy of the smoothed series of squared wavelet coefficients or the differences between seasonal vari-
ances have been interpreted as evidence against stationarity. However, a hypothesis test is not included 
in these studies that would provide the significance of this evidence. Nason (2013b) does not explicitly 
smooth the series of squared wavelet coefficients, but calculates its Haar wavelet coefficients and provides 
a formal hypothesis test for stationarity. However, as demonstrated in Section 5, the test of Nason (2013b) 
does not seem to be suitable – due to a relatively low power – for time series lengths typical in economics.

3.6 Synchronization of wavelet coefficients and boundary effects
{hj,l} is a causal linear filter. Consequently, {Wj,t} (for j = 1, 2, 3, …) is not synchronized with {Xt}, lagging 
behind it. Advancing {Wj,t} by δj ≥ 0 time units is a way to approximately synchronize {Wj,t} with {Xt}.  
The value of δj (given in Wickerhauser, 1994, p. 341; or in Percival, Walden, 2002, p. 118) depends  
on both the shape of the first-level wavelet filter and j. As a result, the process {wj,t: t = …, –1, 0, 1, …} 
(for j = 1, 2, 3, …) defined as 

10	�	The weights of the linear transformation are time-independent.
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� (6)

is approximately synchronized with {Xt}.
It is noteworthy that the characteristics of {Wj,t}, which can be used to distinguish a stationary process 

from a locally stationary wavelet process with a time-varying autocovariance function (such as a constant 
vs. time-varying mean function of {Wj,t

2}), are shared by {wj,t}.
In real life applications, the observed time series of a finite length N can be considered the realization 

of a portion of a stochastic process; let this portion be denoted as {Xt: t = 0, …, N – 1}. As a consequence, 
the coefficient Wj,t of Equation 3 can be defined (if no further ad hoc assumptions on Xt for t < 0 are in-
troduced) only for times t = Lj – 1, …, N – 1. Further, the coefficient wj,t can be defined only for times t 
= Lj – 1 – δj, …, N – 1 – δj. Moreover, since Lj increases with j, an upper limit on the j value, denoted as J, 
is obtained by requiring N to be larger than Lj. As a result, j = 1, 2, …, J in real life applications.

4 HYPOTHESIS TEST
In Section 4.1, we discuss the null and alternative hypothesis of our test. In Section 4.2, we propose an 
approach to smoothing the series of squared wavelet coefficients. The smoothed series will establish the 
basis for the calculation of the test statistic (Section 4.3). Bootstrap will be used to obtain the approxi-
mation of the test statistic distribution under the null hypothesis (Section 4.4).

4.1 Null and alternative hypothesis
The null hypothesis of stationarity (Section 2) will be tested. In hypothesis testing in general,  
the alternative hypothesis need not be well-specified (see, e.g., Efron, Tibshirani, 1994, Ch. 16 and p. 233),  
the hypothesis test providing evidence whether or not the data are in agreement with the null hypothesis 
not necessarily pointing to any specific alternative model.

However, we can make the alternative hypothesis more specific in our test. We will assume that  
the mean function of {Xt} is constant over time, that {Xt} is Gaussian and contains no seasonality.11  
As argued in Section 4.2, under these assumptions, the rejection of the null hypothesis will point  
to a process with a time-varying autocovariance function – except for integrated processes. A locally 
stationary wavelet process with a time-varying autocovariance function can thus provide an excellent 
example of the model under the alternative hypothesis.

4.2 Smoothing in the logarithmic scale
Let the jth level (for j = 1, 2, …, J) wavelet coefficients for {Xt} be calculated and synchronized with {Xt}. 
Sequences {wj,t: t = Lj – 1 – δj, …, N – 1 – δj} (for j = 1, 2, …, J) are obtained as a result.

We assume that the mean function of {Xt} is constant over time, {Xt} being Gaussian. Consequently, 
{wj,t: t = Lj – 1 – δj, …, N – 1 – δj} (for j = 1, 2, …, J) is a Gaussian sequence with a zero mean function 
(see Section 3.1). We can thus write (for j = 1, 2, …, J; t = Lj – 1 – δj, …, N – 1 – δj)

� (7)

where Uj,t is a zero-mean unit-variance Gaussian variable. From Equation 7 it follows that {wj,t
2}  

is heteroskedastic, the variance function of {wj,t
2} being proportional to the square of the mean function 

11	�	The assumption of no seasonality is in agreement with the fact that the mean function of {Xt} is supposed to be constant 
over time, which would not be the case if deterministic seasonality was present. Moreover, for seasonally integrated pro-
cesses, {Wj,t} is non-stationary with a variance function varying over time. However, the proposed test is neither intended 
nor designed to test for seasonal unit roots in {Xt}. The assumption of no seasonality in {Xt} thus avoids the need to deal 
with the seasonal pattern.
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of {wj,t
2}. In such a situation, logarithmic transformation stabilizes the variance (for a general discussion 

on variance-stabilizing transformations, see, e.g., Rawlings et al., 2001, Ch. 12.3), i.e.

� (8)

where log stands for the natural logarithm. 
Because of the properties of the mean function of {wj,t

2}, which follow from Section 3, we can note 
that the distributions of zj,t (for t = Lj – 1 – δj, …, N – 1 – δj) generally differ only in their locations  
for locally stationary wavelet processes with a time-varying autocovariance function and are identical 
for stationary processes (and potentially also for integrated ones).

{wj,t} is correlated. The correlation, however, is very close to zero for lags greater or equal to 2j, which 
is often utilized in the sense that if downsampled by 2j, {wj,t} can be approximately treated as a sequence 
of uncorrelated random variables (see, e.g., Fryzlewicz, 2005, pp. 213–214, or Percival, Walden, 2002,  
Ch. 9). Consequently, since {wj,t} is Gaussian, wj,t (for a given t) can be assumed to be approximately inde-
pendent of the set {wj,t+τ: |τ| ≥ 2j}. Thus, zj,t (for a given t) can be assumed to be approximately independent 
of the set {zj,t+τ: |τ| ≥ 2j}. Similar arguments are applied by Fryzlewicz (2005, p. 214).

4.2.1 Robust smoothing
There are alternative ways how smoothing and averaging of wavelet coefficients can be performed,  
as demonstrated by the examples given in Section 3.5 and noted by Fryzlewicz (2005).

We propose to work in the logarithmic scale since the logarithmic transformation leads to variance 
stabilization which will be useful while implementing cross-validation in Section 4.2.2. In fact, Nason  
et al. (2000, p. 282) also noted that logarithmic transformation could be a useful transformation applicable 
prior to the smoothing procedure even though they used a different approach to smoothing in the end.

It follows from the previous section that exploring the constancy of any measure of location  
of {zj,t: t = Lj – 1 – δj, …, N – 1 – δj} can serve as a means to distinguish between stationary and lo-
cally stationary wavelet processes with a time-varying autocovariance function. We propose to study  
the constancy of the median function12 of {zj,t: t = Lj – 1 – δj, …, N – 1 – δj}. This choice is determined  
by the fact that the median function can be robustly estimated using a locally weighted median smoother 
(Härdle, Gasser, 1984, see also Fried et al., 2007, Sec. 2.1 and 2.2 for the notion of the weighted median 
and weighted median filtering). The robust aspect of the estimation is appealing and necessary because 
of a heavy left tail13 of zj,t. More specifically, a symmetric weighted median filter of an odd length D  
is used in the paper, with weights {uk: k = – (D – 1)/2, …, 0, …, (D – 1)/2} given as14

� (9)

Since the median of zj,t differs from log(E(wj,t
2)) only by a constant independent of t, the changes  

in the median of zj,t over time are directly related to those in log(E(wj,t
2)) over time, and thus also  

to the (percentage) changes in E(wj,t
2) over time. This enables us to qualitatively explain the temporal 

12	�	The median function of a sequence of random variables is defined to be a sequence of medians of the random variables.
13	�	In real life applications, wj,t

2 can also be equal to zero due to rounding issues, which consequently leads to “minus infinite” 
values of zj,t.

14	�	At the boundaries of {zj,t}, the symmetric weighted median filter cannot be fully employed and an asymmetric weighted 
median filter is used instead, being constructed by assuming only that part of the symmetric filter for which data are 
available.
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variations in the median of zj,t by means of the temporal variations in E(wj,t
2); this approach being applied 

in some of the following parts of the paper.

4.2.2 Cross-validation
We use cross-validation to select an “optimal” span over which smoothing is to be performed. Such an 
approach to smoothing is considered a very flexible “statistical learning” technique in general (Hastie et 
al., 2011), its use being also advocated by Fryzlewicz (2005) for the smoothing of squared wavelet coef-
ficients. We differ from Fryzlewicz (2005) by performing smoothing in the logarithmic scale. Further, in 
contrast to Fryzlewicz (2005), we do not downsample the series by 2j, but work with dependent data not 
to lose any information. We note that such an approach is legitimate if a modified version of cross-vali-
dation, such as the “leave-(2r + 1)-out” cross-validation, is utilized (see, e.g., Arlot, Celisse, 2010, Sec. 8.1 
or Chu, Marron, 1991), where the validation set is constructed so that it can be considered independent 
of the training set. In accordance with the previous discussion on (approximate) independence in the 
sequence {zj,t}, we put r equal to 2j – 1. Moreover, we do not use the usual “least squares” cross-validation 
criterion because of the heavy-tailed nature of zj,t. Instead, we utilize a robust cross-validation criterion 
(for ideas on robust cross-validation see, e.g., Morell et al., 2013). 

More specifically, we implement cross-validation as follows. For a given length of the weighted me-
dian filter and a given m, for m = Lj – 1 – δj, …, N – 1 – δj, a total number of (2r + 1) observations, 
namely zj,m – r, …, zj,m, … , zj,m + r, are left out15 from the sequence {zj,t: t = Lj – 1 – δj, …, N – 1 – δj}.  
A prediction from the median filter for time m is constructed using the remaining observations from  
the sequence, em (the prediction error) being defined as zj,m minus the prediction. Subsequently, the sequence  
{em: m = Lj – 1 – δj, …, N – 1 – δj} is sorted in the ascending order, the lowest 12.5% and the highest  
12.5% of observations in this sorted set being removed. The mean of the absolute values of the remain-
ing em values is calculated and serves as a cross-validation criterion. The optimal D is selected as such  
a length of the weighted median filter which minimizes the criterion. The weighted median filter  
of the optimal length is used to smooth {zj,t}.

4.3 Test statistic
Let {med(zj,t): t = Lj – 1 – δj, …, N – 1 – δj} denote the median function of {zj,t: t = Lj – 1 – δj, …, N – 1 – δj}  
and let {qj,t: t = Lj – 1 – δj, …, N – 1 – δj} be the median function estimate made using the approach  
described above. As will be explained in this section, we can also be interested in a linear combination 
of median functions such as

� (10)

where αj, for j = 1, …, J, are real-valued weights of the linear combination and j* is the maximum val-
ue of j for which αj is non-zero.16 The linear combination can be estimated by {qt

α: t = Lj* – 1 – δj*, …,  
N – 1 – δj*} defined as

� (11)

15	�	For m < Lj – 1 – δj + r or m > N – 1 – δj – r, the observations have to be left out asymmetrically.
16	�	The value of Lj – 1 – δj is increasing with j, whereas that of N – 1 – δj is decreasing with j.
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Efron, Tibshirani (1994, Ch. 16) reveal that the two quantities are the components of a bootstrap hy-
pothesis test, namely a test statistic (which need not be an estimate of any parameter) and an estimate  
of the probability model under the null hypothesis. The choice of the test statistic determines the power  
of the test. Despite some arbitrariness in its choice, the test statistic has to measure the discrepancy between 
the null hypothesis (stationarity) and data at hand. Consequently, any reasonable measure of non-con-
stancy of {qt

α} can be suggested as a test statistic in our case. Let the statistic be generally denoted as s.
For example, the test statistic can be defined as the standard deviation of {qt

α}, i.e.

� (12)

where

� (13)

Analogously, the Spearman’s rank correlation coefficient between {qt
α} and time t can be used  

as the test statistic, i.e.

� (14)

where

� (15)

� (16)

and

� (17)

The choice of the weights αj (for j = 1, …, J) in the linear combination of Equation 11 can influ-
ence the power of the test and is dictated by the research purpose. The basic version of the test cor-
responds to the situation where αj is non-zero for a particular j only and zero for other j values. If we  
assume that the variance of large-scale changes17 associated, for example, with j = 4, decreases, whereas 
the variance of short-scale changes, associated with j = 1, increases, we can use the following weights:  

17	�	See Section 3.1 for the relation of wavelet coefficients to changes occurring on various scales.
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α1 = 1, α4 = – 1 and αj = 0 for j equal neither to 1 nor 4. These weights contrast the dynamics on large  
and short scales. Further illustrations are provided in Section 5 and Section 6.	

The test statistic of Equation 12 goes hand in hand with an exploratory part of the analysis where  
the variability of the smoothed series (or a linear combination of the smoothed series) of (the logarithm 
of) squared wavelet coefficients is generally perceived as evidence against non-stationarity (see also 
Section 3.5). The choice of the Spearman’s rank correlation coefficient as the test statistic (see Equation 
14) is useful in situations where the occurrence of a non-constant, close-to-monotone (not necessarily 
highly variable) median function or a non-constant, close-to-monotone linear combination of median 
functions is expected (see also Section 5 and Section 6 for further illustrations).

4.4 Bootstrap approximation of the p-value
A range of well-founded practices used in the field of statistical learning and non-parametric regression has 
been employed to smooth the series of the logarithm of squared wavelet coefficients. Due to the complex-
ity of the smoothing approach, its properties are not analytically tractable. And neither is the distribution  
of the test statistic under the null hypothesis. Analytical intractability is common in complex, albeit 
standard procedures (see e.g. Faraway, 1992 for an illustration in regression). Efron, Tibshirani (1994, 
Preface and Ch. 1) and Davison, Hinkley (2009, Ch. 1) suggest, however, that bootstrap can be used  
to tackle analytically intractable problems. They reveal that bootstrap opens the door for the assessment 
of complex, even though useful practices by utilizing computer power instead of traditional statistical 
theory. This aspect of bootstrap can be considered as its strength, not weakness. They also stress that 
bootstrap avoids often potentially “harmful” and unnecessary oversimplification of the problem that 
would make it analytically tractable. As a result, some heuristics is commonly seen in the application  
of bootstrap approaches and bootstrap hypothesis testing in general, such as testing for the co-move-
ment of two time series in time and scale (Grinsted et al., 2004, Ch. 3.4), or in other cases presented, e.g.,  
in Efron, Tibshirani (1994, Ch. 16) or Davison, Hinkley (2009, Ch. 4).

The stochastic process, which represents our test input, is assumed to contain neither determinis-
tic components nor seasonality. Since the test lacks power against unit root non-stationarity and is not 
intended to be used as a unit root test, differencing can be applied to remove potential unit roots prior 
to the test. Thus, procedures such as differencing, detrending and removing seasonality are assumed to 
have already been applied before the analysis if necessary. Further, let {Xt: t = 0, …, N – 1} be the result 
of these potential procedures and let a stationary Gaussian ARMA model be assumed to fit {Xt} rea-
sonably well. Model-based resampling (see, e.g., Davison, Hinkley, 2009, Ch. 8.2.2) which employs this  
stationary ARMA model is used to generate B bootstrap time series and B bootstrap replications  
of the test statistic, sb* for b = 1, …, B. The bootstrap approximation of the hypothesis test p-value  
is obtained as (see, e.g., Davison, Hinkley, 2009, Ch. 4.2.3)

� (18)

where I(sb* ≥ s) is equal to one if sb* ≥ s, and equal to zero otherwise.

5 SIZE AND POWER OF THE TEST
In this section, the size and power of the proposed test will be examined.

5.1 Size of the test
The following four stationary Gaussian processes are assumed, namely
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1.	 an AR(1) process18 with the autoregressive parameter equal to 0.9,
2.	 an AR(1) process with the autoregressive parameter equal to –0.9,
3.	 an MA(1) process19 with the parameter equal to 0.8, 
4.	 an MA(1) process with the parameter equal to –0.8.
Two patterns of αj (for j = 1, …, J) of Equation 11 are examined (denoted as A and B). Namely:
A: α1 = 1 and αj = 0 for j = 2, …, J, 
B: α1 = –1, α3 = 1 and αj = 0 for j = 2, 4, …, J.
Since economic time series are often rather short, their length usually being of order of tens,  

the following two choices of N are assumed:20 N = 64 and N = 32. Further, the two possible test statis-
tics are assumed, namely the standard deviation (see Equation 12) and the Spearman’s rank correlation 
coefficient (see Equation 14). 1 000 realizations are generated for each combination of the process type,  
αj pattern, N and test statistic.

The hypothesis test is performed for each of the realizations and a decision made about the rejection 
or non-rejection of the null hypothesis – significance levels 0.01, 0.05 and 0.1 being used. Haar filters are 
employed. A stationary ARMA model which fits the realization is found using the auto.arima() function 
from R forecast package (Hyndman, 2015) and employing the following function arguments: max.p = 1, 

Table 1  Size of the test estimated for various process types, series lengths (N), test statistics and αj patterns. 
Each inner cell provides an estimate of the size of the test for significance levels 0.01, 0.05 and 0.1.  
The results are rounded to two decimal places

Process type,  
N = length  

of the series 

Standard 
deviation,
pattern A

Standard 
deviation,
pattern B

Spearman,
pattern A

Spearman, 
pattern B

Nason (2013b), 
Bonferroni

Nason (2013b), 
FDR

1, 32
0.01 0.01 0.01 0.01 0.00 0.00
0.04 0.04 0.05 0.05 0.00 0.00
0.09 0.11 0.09 0.10 0.00 0.00

2, 32
0.01 0.01 0.01 0.01 0.00 0.00
0.06 0.05 0.04 0.05 0.00 0.00
0.12 0.11 0.08 0.09 0.00 0.00

3, 32
0.00 0.01 0.02 0.00 0.00 0.00
0.04 0.05 0.05 0.04 0.00 0.00
0.09 0.09 0.11 0.10 0.00 0.00

4, 32
0.01 0.00 0.01 0.01 0.00 0.00
0.04 0.03 0.04 0.05 0.00 0.00
0.09 0.09 0.10 0.10 0.00 0.00

1, 64
0.01 0.01 0.01 0.01 0.00 0.00
0.04 0.04 0.06 0.05 0.00 0.00
0.07 0.09 0.10 0.10 0.00 0.00

2, 64
0.00 0.01 0.01 0.01 0.00 0.00
0.04 0.05 0.03 0.03 0.00 0.00
0.10 0.12 0.08 0.08 0.02 0.02

3, 64
0.01 0.00 0.01 0.01 0.00 0.00
0.04 0.04 0.05 0.04 0.00 0.00
0.09 0.10 0.10 0.09 0.00 0.00

4, 64
0.00 0.01 0.01 0.01 0.00 0.00
0.03 0.05 0.04 0.04 0.00 0.00
0.07 0.10 0.10 0.09 0.00 0.00

Source: Own construction

18	�	Xt = ϕXt – 1 + at, where {at} is a unit-variance Gaussian white noise sequence, ϕ being a parameter.
19	�	Xt = at + θat – 1, where {at} is a unit-variance Gaussian white noise sequence, θ being a parameter.
20	�	Powers of two are assumed to allow a comparison with the test by Nason (2013b) (see below in this section for  

further details).
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max.q = 1, max.d = 0, seasonal = FALSE, allowdrift = FALSE. The number of bootstrap replications is21 
B = 99. The results are presented in Table 1.

A comparison of the results with those obtained by the test proposed in Nason (2013b) is provided.22 
Nason (2013b) test utilizes, among others, multiple hypothesis testing, suggesting two approaches, name-
ly the Bonferroni method and the false discovery rate (FDR) approach of Benjamini, Hochberg (1995).

The size of our test seems to be reasonably close to the nominal level (0.01, 0.05 or 0.1), no large 
deviation between the estimated size and the nominal level occurring in any of the simulation com-
binations. On the other hand, the test proposed in Nason (2013b) seems to be extremely conservative  
for the settings used in our simulation, the estimated size being far below the nominal level for all  
the simulation combinations. 

5.2 Power of the test
The power of the test will be assessed under the conditions when the true data-generating process  
is either an AR(1) or MA(1) process with a time-varying coefficient. The values of the coefficient  
are stored in the sequence {ϕt: t = 0, …, N – 1} and are given as 

� (19)

where F > 0 is the frequency of the cosine. Two possible values can be attained in the simulation: F = 0.5 
and F = 1. The process is thus defined either as (AR(1))

� (20)

or as (MA(1))

� (21)

where {at: t = 0, …, N – 1} is unit-variance Gaussian white noise. The transition from high values (+0.95) 
to low values (–0.95) of the AR(1) (or MA(1)) coefficient is associated with a decrease in the variance  
of large-scale changes and an increase in the variance of short-scale changes. Both the models of non-sta-
tionary time series (AR(1) and MA(1)) are statistical ones, resembling also some of the non-stationary 
models used in Nason (2013b).

The other simulation settings are the same as in Section 5.1. The estimates of the power of the test  
are presented in Table 2. Again, a comparison with the test of Nason (2013b) is made.

As expected, higher values of N (ceteris paribus) mostly lead to a higher power of the test. It is al-
so not surprising to often (but not always) find a higher power for the AR process than for the MA 
one (ceteris paribus). This is due to the fact that the time-varying coefficient is generally accompanied  
by more pronounced variations in the variance of changes associated with the examined scales  
in the case of the AR process.

21	�	General considerations of Davison, Hinkley (2009, Ch. 4.2.5) on the choice of B in bootstrap hypothesis testing suggest that 
too small values of B can lead to a loss of the size and power of the test. Davison, Hinkley (2009, Ch. 4.2.5) conclude that 99 
bootstrap replications should generally be sufficient provided the significance level is greater or equal to 0.05. A little larger loss 
of size and power, though not a serious one, can occur if 99 bootstrap replications are used with the 0.01 significance level.  

22	�	The test proposed in Nason (2013b) is implemented in hwtos2() function in R locits package (Nason, 2013a). Default settings 
of the function parameters are used. This function works only with a time series whose length is a power of two.
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A change in the pattern of αj values from A to B, ceteris paribus, has generally resulted in an increase  
in the power of the test in our simulations. This is due to the fact that if the variance of short-scale changes 
increases, the variance of large-scale changes decreases in our case, and vice versa. Consequently, a more 
powerful test can be obtained using pattern B which contrasts the dynamics on short and large scales.

The test employing the Spearman’s rank correlation coefficient as the test statistic is much more pow-
erful for F = 0.5 than F = 1 (ceteris paribus). The reason for this behavior is obvious since {qt

α} (or {qj,t}) 
is expected to be close to monotone for F = 0.5, while no such monotone behavior can be expected for 
F = 1 because, for F = 1, the time-varying coefficient starts to revert back to its original value at a time 
half-way from the start and so does the variance of changes associated with individual scales. It is also 
interesting to note that the test using Spearman’s rank correlation is more powerful than the one using 
the standard deviation provided F = 0.5, the process type being MA. This can presumably be explained 
by the fact that {qt

α} (or {qj,t}) tends to be quite close to monotone in such a situation (F = 0.5, process 
type = MA) and not too variable (in terms of the standard deviation).

For the settings used in our simulation, the power of the test proposed by Nason (2013b) is often 
inferior to ours. Nason (2013b) also experimented with various non-stationary models and reports 
very good power characteristics of his test. This can be explained by the fact that much longer time se-
ries were used in his simulation, namely the length of 512 was assumed. To further support this claim,  
we have run additional minor Monte Carlo simulations. More specifically, having assumed an AR(1) 
model with a time-varying autoregressive coefficient and F = 0.5 (see Equations 19 and 20), we studied 
the power of the test proposed by Nason (2013b) in dependence upon the length of the series (N), using 
the 0.05 significance level. The following power estimates have been obtained from 1 000 simulations  
(the first number corresponding to the Bonferroni method, the second to the FDR approach):  

Table 2  Power of the test estimated for various process types, values of F, series lengths (N), test statistics and αj 
patterns. Each inner cell provides an estimate of the power of the test for significance levels 0.01, 0.05 and 
0.1. The results are rounded to two decimal places

Process type, F,  
N = length  

of the series 

Standard 
deviation,
pattern A

Standard 
deviation,
pattern B

Spearman,
pattern A

Spearman, 
pattern B

Nason (2013b), 
Bonferroni

Nason (2013b), 
FDR

AR, 0.5, 32
0.05 0.17 0.06 0.14 0.00 0.00
0.22 0.44 0.18 0.35 0.00 0.00
0.35 0.57 0.27 0.49 0.00 0.00

MA, 0.5, 32
0.01 0.02 0.03 0.06 0.00 0.00
0.08 0.13 0.10 0.19 0.00 0.00
0.17 0.24 0.17 0.30 0.00 0.00

AR, 1, 32
0.08 0.10 0.00 0.00 0.00 0.00
0.26 0.34 0.01 0.01 0.00 0.00
0.41 0.47 0.02 0.02 0.00 0.00

MA, 1, 32
0.01 0.01 0.00 0.01 0.00 0.00
0.09 0.08 0.02 0.04 0.00 0.00
0.18 0.16 0.06 0.07 0.00 0.00

AR, 0.5, 64
0.13 0.35 0.12 0.25 0.00 0.00
0.39 0.62 0.27 0.49 0.01 0.01
0.53 0.74 0.38 0.64 0.05 0.05

MA, 0.5, 64
0.03 0.10 0.06 0.13 0.00 0.00
0.12 0.29 0.14 0.30 0.00 0.00
0.21 0.41 0.24 0.44 0.00 0.00

AR, 1, 64
0.17 0.36 0.00 0.00 0.00 0.00
0.45 0.61 0.00 0.00 0.04 0.04
0.58 0.70 0.01 0.01 0.07 0.08

MA, 1, 64
0.02 0.05 0.00 0.00 0.00 0.00
0.09 0.18 0.02 0.01 0.00 0.00
0.19 0.29 0.04 0.03 0.00 0.00

Source: Own construction
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0.00 and 0.00 for N = 32, 0.01 and 0.01 (N = 64), 0.36 and 0.38 (N = 128), 0.94 and 0.97 (N = 256), 1.00  
and 1.00 (N = 512). These additional results suggest that a reasonable power of the test proposed by Na-
son (2013b) can be obtained provided that the time series is long enough. We have not included such 
long time series in our major simulation since our test aims – by its design, where cross-validation,  
robust filtering and bootstrapping is utilized – at rather short time series, not being directly applicable  
to very long time series due to extensive computations that would be required. For short time series, such 
as those often occurring in economic settings, our test is, however, expected to enjoy reasonably good 
size and power characteristics, having reasonable computational demands.

6 APPLICATION OF THE TEST TO THE U.S. GROSS DOMESTIC PRODUCT
We illustrate the hypothesis test using the yearly time series of the U.S. gross domestic product (GDP) 
retrieved from the U.S. Bureau of Economic Analysis, FRED (2015). The time series is given in current 
prices in billions of dollars, measuring the value of goods and services in each year’s prices. GDP mea-
sured in constant prices (i.e. adjusted for inflation) is preferable when the focus is on actual productivity 
growth, GDP in current prices being of potential interest, for instance, for monetary policy objectives 
(see, e.g., Feldstein, Stock, 1994; Bernanke, Mishkin, 1997). The decision to use current prices instead  
of constant ones in this paper is due to the fact that the former facilitate a better demonstration  
of the various aspects and settings of the hypothesis test. Moreover, the yearly nature of the time series 
also avoids the need to deal with the seasonal pattern.

The time series will be denoted as {Yt: t = –1, 0, …, N – 1}, where N = 85, time t = – 1 corresponding 
to the year 1929 and t = 84 to 2014, the total length of the time series being N + 1 = 86. The hypothesis 
test will be performed on {Xt: t = 0, …, N – 1} which is defined as the first difference of the natural log-
arithm of {Yt}, i.e.

� (22)

Haar filters are employed. A stationary ARMA model which fits {Xt} is found using the auto.arima() 
function from R forecast package (Hyndman, 2015) – the function is called with the following arguments: 
max.p = 4, max.q = 4, max.d = 0, seasonal = FALSE, allowdrift = FALSE. The maximum possible orders 
of the AR and MA part of the model are chosen to be equal to four (i.e. max.p = 4, max.q = 4) so that the 
model can be flexible enough if needed. The number of bootstrap replications is B = 499.

The results are presented in Figure 1. More specifically, the uppermost subfigure in the first column 
displays the time series {Xt}. Below this column subfigure, {zj,t} (j = 1, …, 4) are presented (gray color) 
in separate subfigures, together with {qj,t} (j = 1, …, 4) (black color). The asymmetric nature of zj,t with  
a heavy left tail can be clearly observed. 

The subfigures in the second column display {qj,t} (j = 1, …, 4) again. The y-axis range in these sub-
figures is set in such a way that the ratio of this range to the range of {qj,t} is an increasing function  
of p-value. This leads to the visual perception of more variable {qj,t} in the case of a more significant out-
come – a hypothesis test employing the standard deviation of {qj,t} as the test statistic is used. The value  
of the test statistic is presented above each subfigure, the p-value following in parentheses. A test employ-
ing the Spearman’s rank correlation coefficient between {qj,t} and time as the test statistic is also performed.  
The test statistic is given after the comma above each of the subfigures, the p-value being shown in parentheses.

The subfigures in the third column display {qt
α} (see Equation 11) with four patterns of αj values, namely:

•	 α2 = 1, α1 = – 1 and αj = 0 for j equal neither 2 nor 1,
•	 α3 = 1, α1 = – 1 and αj = 0 for j equal neither 3 nor 1,
•	 α4 = 1, α1 = – 1 and αj = 0 for j equal neither 4 nor 1,
•	 α3 = 1, α2 = – 1 and αj = 0 for j equal neither 3 nor 2.
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Figure 1  Illustration of the hypothesis test for U.S. gross domestic product data. See the text for a detailed description

Source: Own construction using data retrieved from U.S. Bureau of Economic Analysis, FRED (2015)
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Hypothesis tests employing the standard deviation of {qt
α} and the Spearman’s rank correlation coeffi-

cient between {qt
α} and time are performed for each of the four patterns. Similarly to the second column, 

the test statistics and p-values are presented above the subfigures in the third column.
It follows from all the subfigures of Figure 1 that the rejection or non-rejection of the null hypothesis 

of stationarity is influenced by the choice of αj values in {qt
α} (or the level j if {qj,t} is used) and the cho-

sen test statistic. All these choices have to be made before the analysis. A discussion of the results corre-
sponding to particular choices is presented in the paragraphs to follow.

For example, {q1,t} is almost monotonically decreasing over time, which implies that the variance  
of changes associated with the shortest scale is almost monotonically decreasing over time too. If we 
decided a priori to use the Spearman’s rank correlation coefficient between {q1,t} and time as the test sta-
tistic, we would “definitely” reject the null hypothesis of stationarity at the 5% significance level (see the 
subfigure called “level 1” in the second column). On the other hand, if the standard deviation of {q1,t} was 
used as the test statistic, the p-value of the hypothesis test would be close to 0.05 and the decision about 
stationarity or non-stationarity at the 5% significance level would not be so clear.

There seems to be a decrease in the variance of changes, not only on scales associated with the first 
level but also on those associated with the second and third level. In contrast to the first level, the decrease 
of the variance associated with the second and third level is far from being monotone. Consequently,  
the tests using Spearman’s rank correlation between {q2,t} and time and {q3,t} and time, respectively, are 
not significant at 5% levels, whereas those using the standard deviation of {q2,t} and {q3,t}, respectively, 
are significant (see the subfigures called “level 2” and “level 3” in the second column). 

Despite the significance of the two lastly mentioned tests, the hypothesis test associated with  
the subfigure called “level 3 – level 2” in the third column is non-significant. This is due to the fact that 
the time-varying patterns in {q2,t} and {q3,t} are rather “synchronous”. On the other hand, the test employ-
ing Spearman’s rank correlation in the subfigure called “level 4 – level 1” is significant. This suggests that 
non-stationarity manifests itself in different ways on short (j = 1) and large (j = 4) scales. 

The tests provide a decision about the rejection or non-rejection of the null hypothesis. Moreover, 
visual inspection of the plots similar to those of Figure 1 may supply additional information about  
the character of non-stationarity and the size and importance of effects.

CONCLUSION
We have introduced a new wavelet-based hypothesis test for second-order stationarity which is based  
on exploring the variability of the smoothed series of squared MODWT wavelet coefficients. Having 
noted that there are alternative techniques for smoothing available in the wavelet literature, we decid-
ed to use robust filtering and modified cross-validation. Even though cross-validation is widely used 
and generally recognized as a flexible tool in the statistical learning literature, it has not been employed 
much in the resources on wavelets, not being applied at all in formal wavelet-based tests for stationarity.

Further, we have proposed several test statistics that explicitly answer important questions on whether 
the variability (or the close-to-monotone behavior) observed in the smoothed series represents a signif-
icant effect, or whether the characteristic of non-stationarity is scale-specific. 

We have used bootstrap to approximate the distribution of the test statistic under the null hypothe-
sis. In agreement with the literature on bootstrap, we have preferred flexible, well-established smoothing 
techniques and appealing test statistic to the analytical tractability of the procedure. Although the test 
is computationally expensive, it enjoys reasonable size and power properties for lengths of time series 
typical in economics. We consider the properties of the test for these lengths superior to those of the test 
proposed by Nason (2013b).

Our test was also used to assess the stationarity of the time series of the first difference of the log-
arithm of the U.S. gross domestic product. The results suggest that the variance of changes associated 
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with various scales alters over time, making the time series non-stationary. In particular, the variance  
of changes associated with the shortest scales exhibits a significant close-to-monotone variation over 
time. This pattern is not present on larger scales.
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Abstract

The subject of the paper is segmented linear, quadratic, and cubic regression based on B-spline basis functions. 
In this article we expose the formulas for the computation of B-splines of order one, two, and three that is need-
ed to construct linear, quadratic, and cubic regression.  We list some interesting properties of these functions.  
For a clearer understanding we give the solutions of a couple of elementary exercises regarding these functions.

Segmented Regression Based 
on B-Splines with Solved 
Examples
Miloš Kaňka1  | University of Economics, Prague, Czech Republic

Introduction 
The introduction of the paper, that constitutes its first part, is dedicated to the basic notation of B-spline 
functions can be found in detail in the existing literature on splines in general (see e.g. Bézier, 1972; Böh-
mer, 1974; Meloun, Militký, 1994; Spät, 1996). The main content of the paper lies in the aforementioned 
segmented regression, the theoretical background of which is given in Section 2. Here the most import-
ant part is the least squares method that leads to a system of (so-called normal) equations to compute 
the estimates for the parameters of the chosen regression model. 

In Section 3 we describe the so-called polygonal method of value assignment of the parametric vari-
able t (usually time) to experimentally obtained points in 2 or 3. The starting point of this method  
is an oriented graph with vertices given by the experimentally obtained points with the corresponding  
oriented edges.  We associate to the graph vertices, as the value of the parameter t, the length of the 
polygonal trail that has its starting point in the first vertex of the graph and end point in that particu-
lar vertex. The computation of the so-called knots on the axis of the parametric variable that separate  
the set of experimentally obtained points into line segments (groups, sections) is automatically provid-
ed in this method. 

In Section 4 we address the question of the transformation of the parametric variable into a unit-
length interval, the purpose of which is to increase the numerical stability of the equations of the result-
ing regression curves.

In Section 5 we solve two given problems. In Example 5.2 we discuss also the notion of so-called  
optimal regression with respect to the coefficients of determination.

Keywords

Normalized B-spline basis functions, explicit expression, system of normal equations,  

Weibull plot, Bairstow’s iteration method

JEL code

C63, C65 
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1 B-SPLINE FUNCTIONS
There exists a large literature on B-splines, see e.g. (Bézier, 1972), however, let us fix the basic ideas about 
these functions that we will prefer.

By the symbol (t)+ we denote the real-valued function 

A B-spline function BQ,r = BQ,r (t)  is defined for Q ≥ 1 an integer, r an integer, and Q + 2 knots  
Tr–Q–1 < Tr–Q < ... < Tr as a normalized (Q+1)-th divided difference of the function g(T) = [(T – t)+)]Q  
of real variable T. Thus, g(T) is, for a given T, function of the real variable t, which we will denote  
as (T – t)+

Q. Hence,

� (1.1)

The first divided difference of g is defined as

while the second and the third are

etc. Normalization of a divided difference lies in its multiplication with the corresponding denomina-
tor. More on divided differences can be found e.g. in (Schrutka, 1945). For example, for Q = 1 we have

	

	

that is

	 for  � (1.2)
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	 for  � (1.3)

everywhere else B1,r(t) takes the value zero.
For the practical computation of B-spline functions we advise to use the recursive de Boor formula, 

see (de Boor, 1972),

� (1.4)

Example 1.1. According to (1.4), there is for  Q = 1

� (1.5)

We shall find the explicit expression of B2,r in 〈Tr–1, Tr〉, 〈Tr–2, Tr–1〉, 〈Tr–3, Tr–2〉.
For t ∈ 〈Tr–1, Tr〉, according to (1.2) there is

while B1,r–1(t) = 0 (because B1,r–1 is non-zero only in (Tr–3, Tr–2)). Therefore, according to (1.5)

	 for  � (1.6)

For t ∈ 〈Tr–2, Tr–1〉, according to (1.3) there is

     and     �

(in (1.2) we replaced r by r – 1). According to (1.5) there is then

� (1.7)

for Tr–2 ≤ t ≤ Tr–1.
For t ∈ 〈Tr–3, Tr–2〉, there is B1,r(t) = 0 and
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(in (1.3) we replaced r by r – 1). Thus, according to (1.5),

� (1.8)

for Tr–3 ≤ t ≤ Tr–2. Everywhere else is B2,r(t) zero.
Example 1.2. For Q = 2, according to (1.4) we have

�

Analogously as in Example 1.1 we find that 

� (1.9)

for Tr–1 ≤ t ≤ Tr,

� (1.10)

for Tr–2 ≤ t ≤ Tr–1,

� (1.11)

for Tr–3 ≤ t ≤ Tr–2, and lastly

� (1.12)

for Tr–4 ≤ t ≤ Tr–3. Everywhere else is B3,r(t) zero.
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For Q ≥ 1 whole and r whole, the functions BQ,r have interesting properties, see for example (Meloun, 
Militký, 1994):
a)	 They are positive only in the intervals Tr–Q–1 < t < Tr and are zero everywhere else. 
b)	They are normalized, i.e. for k ≥ 1

� (1.13)

in 〈T0, Tk+1〉; for a complete definition of B-splines in the sum (1.13) we need to set on every side  
of that interval another Q so-called complementary knots

in the simplest case they merge with T0 and Tk+1, respectively, on the left or right side,  respectively. 
We call T1 < T2 < ... < Tk, where T0 < T1 and Tk < Tk+1, the main knots.

c)	 In every interval 〈Ts–1,Ts〉, s = 1, 2, … , k + 1, exactly BQ,s, BQ,s+1, … , BQ,s+Q are non-zero, altogether  
Q + 1 in number.

d)	BQ,r is in 〈Tr–Q–1, Tr〉 polynomial spline of order Q with knots Tr–Q–1 < Tr–Q < ... < Tr,
i.e., in every closed interval defined by two neighbouring points BQ,r is a polynomial of order Q that 
belongs to the class CQ–1 (Tr–Q–1, Tr).
We show the latter properties on the following examples.
Example 1.3. For Q = 1, k = 2, let us consider main knots T1 = 1, T2 = 3, complementary knots  

T–1 = T0 = – 3,6 = T3 = T4.  According to (1.2), (1.3), we easily verify that 

� (1.14)

For example, B1,3  is positive only in (T3–1–1, T3) = (T1, T3) = (1,6), everywhere else is zero; see a).  
For s = 2, in 〈Ts–1,Ts〉 = 〈T1,T2〉 = 〈1,3〉  only B1,2  and B1,3 non zero; see c).

For example, for t0 =  ∈ 〈T2, T3〉, where 〈T2, T3〉= 〈Ts–1, Ts〉 for s = 3, only B1,3 and B1,4 are non-zero, while
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Hence,

see b). For r = 3, the B-spline B1,3 is in the interval 〈Tr–Q–1,Tr〉 = 〈T1,T3〉 = 〈1,6〉 of class CQ–1 (T1, T3) 
= C0  (T1, T3), i.e., continuous in this interval. For example, for t0 = 3 ∈ 〈1,6〉 we have B1,3 (3–) = 1 =  
B1,3 (3+); see d).

Example 1.4. For Q = 2, k = 3 let us consider main knots T1 = 3, T2 = 6, T3 = 9 together with comple-
mentary knots T–2 = T–1 = T0 = 0 and 12 = T4 = T5 = T6. According to (1.6), (1.7), (1.8), we easily find that 

� (1.15)

For example, for t0 =  ∈ 〈T1,T2〉, where 〈T1,T2〉 = 〈Ts–1,Ts〉 for s = 2, only B2,2, B2,3 and B2,4 are  
non-zero in this interval, and

Thus,
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see b).
For r = 4, in the interval 〈Tr–Q–1, Tr〉 = 〈T1, T4〉 = 〈3, 12〉  the function B2,4 belongs to C1 (T1, T4), i.e.,  

it has a continuous derivative in this interval. E.g., at t0 = 9 ∈ 〈3, 12〉 the left derivative of this function  
is – , while its right derivative is also – ; see d).

Example 1.5. For Q = 3, k = 4, let us consider main knots T1 = 1, T2 = 2, T3 = 3, T4 = 4 together with 
complementary nodes T–3 = T–2 = T–1 = T0 = –1, 6 = T5 = T6 = T7 = T8. As before, we get 

� (1.16)

For capacity reasons, for B3,5, … , B3,8 we do not provide here their expression.

2 SEGMENTED LINEAR, QUADRATIC, AND CUBIC REGRESSION
Let n ≥ 2 be an integer. In the Euclidean space m (for integer m > 1) let us consider n points  
Pi = (x1

(i), ... , xm
(i)) = xj

(i), i = 1, … , n (to save space, here and in what follows j will represent the numbers 
1,2, … , m) where at least two are different, obtained during a specific experiment. 

Besides these points, xj
(i), j = 1, … , m, are assumed to be real random variables, consider further knots 

T1 < T2 < ... < Tk, k ≥ 1 an integer, and T0 < T1, Tk+1 > Tk complementary knots. As in Section 1, we call 
T1 < T2 < ... < Tk main knots. 

In the interval 〈Tl–1,Tl〉  for l = 1, … , k + 1 where the variable t changes, let us consider and increas-
ing sequence tl1 < tl2 < ... < tl,n(l), n(l) ≥ 1 an integer, while each its member corresponds to one point xj

(w),  
w = 1, … , n(l). It holds that n = ∑l=1 k+1 n(l). The knots form the interval boundaries, in the union of which 
we will consider depending on the number Q = 1, 2, 3 a real function of variable t

� (2.1)
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for real parameters γj
(r) and BQ,r B-splines, r = 1, … , k + Q + 1; see Section 1. For Q = 1 we say that (2.1) 

is a linear spline in the form of B-splines, for Q = 2 quadratic, and for Q = 3 cubic spline in the afore-
mentioned form.

We will assume that the model of the monitored process is additive, that is, for all values of j, l, w  
under consideration, it holds that 

where εj
(lw) are independent and identically distributed random variables with constant variance.  

So the estimates cj
(1), cj

(2), … , cj
(k+Q+1) of the parameters γj

(1), γj
(2), … , γj

(k+Q+1) can be obtained  
by the least squares method:

� (2.2)

Differentiating (2.2) partially with respect to the parameters, for 1 ≤ p ≤ k + Q + 1, we get

� (2.3)

It is known from mathematical analysis that the necessary condition for Uj, as a function of the pa-
rameters, cj

(1), cj
(2), … , cj

(k+Q+1), to attain its minimum is given by the system of equations

This yields through nullification of (2.3) a system of k + Q + 1 linear equations for the estimates  
cj

(1), cj
(2), … , cj

(k+Q+1) of the parameters γj
(1), γj

(2), … , γj
(k+Q+1):

� (2.4)

where M = (mpq)1≤p,q≤k+Q+1 is a (k+Q+1) × (k+Q+1) matrix, Zj = (zpj)1≤p≤k+Q+1 and cj = (cj
(p))1≤p≤k+Q+1 are  

p-dimensional vectors. 
The structure of M and Zj depends on the type of gj (t), see (2.1). If we put, for brevity, Nr = BQ,r then 

after nullification of (2.3) we arrive to the expression of the components of M and Zj:

� (2.5)

� (2.6)
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From (2.5) it follows that M is symmetric. For Q = 1 it is always tridiagonal, five-diagonal for Q = 2, 
and seven-diagonal for Q = 3. Such systems of equations can be solved by a recursive procedure which 
is stable in the sense of error accumulation, see (Makarov, Chlobystov, 1983); the existence of a main 
diagonal for M means according to definition that

After solving the system (2.4), we acquire the sought estimates cj
(1), cj

(2), … , cj
(k+Q+1) of parameters 

γj
(1), γj

(2), … , γj
(k+Q+1) in the linear combination gj (t), t ∈ 〈T0,Tk+1〉, see (2.1). The corresponding regres-

sion spline to these estimates (linear for Q = 1, quadratic for Q = 2, and cubic for Q = 3), for t ∈ 〈T0,Tk+1〉, 
admits the equations

� (2.7)

To summarize (for j = 1, … , m), these equations represent the parametric expression of a curve  
in m = (0; x1, x2, … , xm), which is the output of the regression model of the monitored process; we will 
call it, in short, a regression curve (linear for Q = 1, quadratic for Q = 2, and cubic for Q = 3).

Due to the special structure of the matrix of the (normalized) system of equations (2.4), that is three-di-
agonal for Q = 1, five-diagonal for Q = 2, seven-diagonal for Q = 3, the author of the article decided for 
segmented regression based on B-spline basis functions; such a matrix, the elements of which are all 
zero except for the given diagonals, enables for an easier and faster computation of the sought solution.

Example 2.1. Let us assume that there were values of the following two parameters: temperature and 
air pressure detected during 24 hours, every two hours beginning at 6 am, at a given place. Table 1 states 
the results of this measurement. 

Table 1  Fictitious temperature and pressure measurement over a 24h period that could represent a real-world 
experiment

Time [h] Temperature Pressure

real fictitious [°C] [hPa]

6:00 0 15 800

8:00 1 16 850

10:00 2 17 900

12:00 3 22 1 000

14:00 4 28 1 050

16:00 5 26 1 020

18:00 6 20 950

20:00 7 19 900

22:00 8 18 890

24:00 9 16 840

2:00 10 15 820

4:00 11 13 810

Source: Own construction
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In 2 (hence, j = 1, 2) we have 12 experimentally obtained points, split in four groups (hence, k = 3) 
by three points (we may call them morning, noon, evening and night group):

to which we assign the following (increasing) time values

see Table 1. It is the case of three main knots, their values can be T1 = 3, T2 = 6, T3 = 9, together, for ex-
ample, with additional time moments T0 = 0 and T4 = 12.

For example, for Q = 2, the matrix M of the system (2.4) is a 6 × 6 matrix, note that k + Q + 1 = 3 + 2 + 1 = 6.  
To save space, we neither give its full expression, nor for Z1 and Z2. This computationally intensive work 
was conducted by the computer program TRIO, that the author of this article created for the purposes 
of segmented regression based on B-splines. 

Nevertheless, for demonstration purposes, let us compute the element m56 of M in accord with (2.5). 
There will be

� (2.8)

as all the other terms of the sum vanish, see (1.15). According to (1.15), there are

hence

Let us also compute the component z62 of the vector Z2. According to (2.6), there will be
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� (2.9)

as all the other terms of the sum are zero. Thus,

The parametric equations of the regression curve, compare with (2.7), which were obtained with  
the aid of the computer program TRIO, are the following:

and

For example, to the value t = t23 = 5 corresponds on the regression curve (in the plane (0; x1 x2))  
the point (26.0504,1028.0736), which lies “near” the point (26,1020) of the experiment. Or to t = 8.5 
corresponds on the regression curve the point (16.0088, 849.0836). We can infer that one hour before 
midnight the air temperature was approximately 16°C and the air pressure was approximately 850 hPa.

3 THE POLYGONAL METHOD
By polygonal method we shall call in short the following procedure of assigning values of t, our “operat-
ing” variable (usually time), to the experimentally obtained points. 

Figure 1  B-spline approximation for the temperature and pressure

Source: Own computation
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In 2 let us consider the planar connected oriented graph G
→
 = [A, B

→
] with the set of vertices  

A = {1, 2, … , n}, n ≥ 2, and B
→

 = {(1, 2),(2, 3), … , (n – 1, n)}, the set of (oriented) edges. We could imag-
ine that the planar polygonal trail obtained in this way, with starting point in 1 and end point in n,  
is an idealized route of a car moving by constant speed, which started from point 1 and ended the journey 
at n. Each vertex of the graph G

→
 can be thought of as trial points, the position of which in the map we 

find by measuring its distance (for example in km) from the left and bottom edges of the map. We divide  
the vertices of the graph into k + 1 groups, for k ≥ 1, by n(l) ≥ 1 points xj

(lw) (l = 1, … , k + 1; w = 1, … , n(l); 
j = 1, 2) in such a way that

(this division of the vertices might be caused, e.g., by the difficulty of the corresponding road terrain), 
and we assign to them an (increasing) sequence of values tlw (in km), where tlw indicates the length  
of the accomplished route from the start at 1 to the place at xj

(lw), that can be thought of as a resting place 
during the drive. 

We include the values tl1 < tl2 < … < tl,n(l), for l = 1, … , k + 1, into intervals 〈Tl–1, Tl). We further de-
mand that T0, T1, … , Tk , Tk+1 is an increasing sequence such that Tl–1 ≤ tl1, for l = 1, … , k + 1 (we shall 
call T1, … , Tk main knots, while T0 < T1, Tk+1 > Tk complementary knots for the observed drive; compare 
with Section 2).

It is meaningful to set T0 = 0, further, from Tl ≤ tl+1,1 it follows after substituting for  
Tl = tl,n(l)  + pl ≤ tl+1,1 that pl ≤ tl+1,1 – tl,n(l)  (where  x   denotes the integer part of the real number x). Let 

� (3.1)

and p = P . If p ≥ 1, then we set pl = p, for l = 1, … , k + 1; we shall return to the case when p = 0.
Putting aside the drive route, we may say that the polygonal method presents a certain automatiza-

tion in the assignment of operating-variable values to experimental points, divided by a given proce-
dure into groups, that includes the computation of knots defining the range of assigned values to groups  
(in the aforementioned car drive example the operating variable is the length of the passed track). This 
polygonal method is implemented in the program TRIO and is capable of solving segmented regression 
problems in 2 and 3, as well.

Example 3.1. In 3 let us consider the following points xj
(lw) (l = 1, 2, 3; w = 1, … , n(l), where  

n(1) = 2, n(2) = 3, n(3) = 2) divided into three groups:

Through the polygonal method we assign (increasing) operating-variable values to them (that can 
be, for example, time):
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According to (3.1), there is P = min{0.8325, 0.7939} = 0.7939, hence p = P  = 0.
We will proceed further as follows. We replace the points xj

(lw) considered above by x∼j
(lw) = L ∙ xj

(lw), 
where L > 1 is a sufficiently large number, and through the polygonal method we assign to them (increas-
ing) operating-variable values t∼lw = L ∙ tlw. For example, for L = 10 we obtain now P = min{5.3242, 2.9390} 
= 2.9390, hence p = P  = 2. We get the following knots that will we applied to the desired segmented re-
gression (for which the program TRIO is ready): T

∼
0 = 0, T

∼
1 = 5, T

∼
2 = 57, T

∼
3 = 75, to which in the initial 

situation correspond the knots T0 = 0, Tl = , l = 1, 2, 3, i.e. T0 = 0, Tl = 0.5, T2 = 5.7, T3 = 7.5.
It is worth to note one more remark. It might happen that the computed knot Tk+1 will be too far  

to the right from the length of the entire polygonal trail processed by the computer. The program TRIO 
enables in this case its reduction to the demanded size. 

4 THE TRANSFORMATION OF THE PARAMETRIC (OPERATING) VARIABLE
The elements of M and Zj in the system of equations (2.4) are structured by the fact that we are work-
ing with B-splines. For the improvement of numerical stability of the parametric equations of the re-
gression curve (compare with (2.7)) that is the result of the used regression model, it is recommended  
in the literature to transform the respective parameter into a unit-length interval (if the length of interval for  
the initial parameter is much larger than 1; see for example (Meloun, Militký, 1994)). Let us remind that, 
vaguely speaking, numerical stability of a computational process means “reasonable” or “unreasonable” 
loss of decimals during the computation.

We transform t ∈ 〈T0,Tk+1〉 into

� (4.1)

where 0 ≤ N < M are real numbers and K =  > 0.We can easily see that for any two values t1 < t2 from 
this interval it holds that

� (4.2)

For l = 1, … , k + 1, the interval 〈Tl–1, Tl〉, where t is changing, transforms onto the interval , 
where the variable to change will be t'.

In general, for Q = 1, 2, 3 and integer k ≥ 1, for B-splines N'l+s–1(t') = BQ,l+s–1(t'), where s = 1,…,Q + 1, 
which are non-zero in , it holds that

� (4.3)

Indeed, for example, for Q = 3, k = 2, s = 4, l = 3 we get, according to (1.12) and (4.2), that
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for T'2 ≤ t' ≤ T'3, that is, for T2 ≤ t = f–1 (t') ≤ T3. According to (4.3), the transformation t' = f(t)  
of the interval 〈T1, Tk+1〉 onto 〈N, M〉 does not change the system of normal equations (2.4) (for j = 1, 
… , m, Q = 1, 2, 3 and integer k ≥ 1), it provides, therefore, the same estimates cj

(1), cj
(1) , …, cj

(k+Q+1)  
of the parameters γj

(1), γj
(2), … , γj

(k+Q+1) in the linear combination of B-splines

as in the untransformed case (2.1). The regression spline corresponding to these estimates (linear for  
Q = 1, quadratic for Q = 2, cubic for Q = 3) admits, for t' ∈ 〈T'0 = N, T'k+1 = M〉 the equation

� (4.4)

To summarize, the equations (4.4) represent, for j = 1, … , m, the parametric expression of the same 
regression curve (linear for Q = 1, quadratic for Q = 2, and cubic for Q = 3) as equations (2.7).

5 TWO EXAMPLES
Example 5.1. Let us provide, using a Weibull plot, the failure analysis of lining pads of front disc brakes 
of cars based on real values observed for cars in Federal Republic of Germany (see (VDA3, 1995)).  
The goal is to determine the characteristic lifetime defined as the lifetime until which 63.2121% of mon-
itored units is broken (63.2121 = (1 – e–1) ∙ 100).

The starting point is Table 2. For the mean order number, median order there are in (VDA3, 1995) 
available the corresponding formulas. We display the points (tq km ∙ 1000, Hq%), for q = 1, … , 30, in a 
Weibull plot, divided e.g. into three groups of ten (in accord with previous notations, k = 2, see Section 2):

And we assign to them values of an (operating) variable t through the polygonal method, see Section 3:
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For example, t32 expresses the length of the polygonal trail measured from the initial point 1 = (8.8, 
1.74) to 22 = (32.1, 64.98). In the first group there are, in accord with previous notations, see Section 

Table 2  Lining pads of front disc brakes of cars in Federal Republic of Germany

Order num. q
Increasing 

sequence of tq

(km ∙ 103)

Num. of broken 
parts nf (tq)

Num. of good 
parts ns (tq)

Middle order num.
j(tq)

Median order
r(tq) = Hq (%)

1 	 8.8 2 5 	 2.10 	 1.74

2 10.3 4 5 	 6.53 	 6.02

3 10.7 3 	 9.85 	 9.24

4 11.8 1 	 10.96 10.31

5 12.9 2 2 	 13.23 12.50

6 13.4 2 	 15.50 14.70

7 14.4 4 1 	 20.09 19.14

8 15.4 4 1 	 24.75 23.65

9 15.6 2 	 27.08 25.90

10 16.4 5 	 32.91 31.54

11 17.7 2 	 35.24 33.79

12 19.3 2 2 	 37.65 36.13

13 21.1 6 1 	 45.03 43.25

14 21.6 2 	 47.48 45.63

15 22.4 1 1 	 48.74 46.85

16 23.9 1 4 	 50.12 48.18

17 25.3 1 	 51.50 49.52

18 27.7 1 	 52.88 50.85

19 29.1 1 1 	 54.30 52.23

20 29.9 5 	 61.40 59.09

21 30.4 2 2 	 64.44 62.03

22 32.1 2 	 67.49 64.98

23 38.4 2 2 	 70.81 68.19

24 39.7 3 	 75.78 73.00

25 40.2 3 	 80.76 77.82

26 40.6 3 	 85.74 82.63

27 41.8 2 	 89.06 85.84

28 45.7 2 	 92.38 89.05

29 50.0 3 1 	 98.19 94.67

30 55.7 1 1 101.09 97.48

Source: Czech Society for Quality
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2, n(1) = 10 points, in the second group there are also n(2)=10 points, and the same n(3)=10 holds for  
the number of points in the third group. It holds that ∑l=1 k+1 n(l) =  ∑l=1 3   n(l) = 10 + 10 + 10 = 30 = n  
(the total amount of observed points).

For t we set the following knots (main and complementary, see Section 1): T0 = 0, further  
P = min{2.7460, 3.3567} = 2.7460, according to (3.1), hence p = P  = 2. Therefore, the additional knots are 

It holds that T0 < T1 < T2 < T3 and Tl–1 ≤ tl1, for l = 1, 2, 3 = k + 1.
We choose the transformation of t ∈ 〈T0, Tk+1〉 = 〈T0, T3〉 = 〈0, 115〉 onto the interval 〈KT0, KTk+1〉 =  

〈T'0, T'3〉 = 〈K ∙ 0, K ∙ 115〉 for the factor K = , thus onto the interval 〈0, 1〉. The new knots 
with respect to the new variable t' will then be T'0 = 0, T'1 = 0.29, T'2 = 0.57, T'3 = 1.

The program TRIO is constructed in such a way that it solves the given regression problem for  
a chosen Q ∈ {1, 2, 3}. Thus, for example, Q = 2 it presents the following output for the equations  
of the regression curve 

� (5.1)

� (5.2)

It remains to determine an approximate value of the characteristic lifetime with the help of the ob-
tained equations (5.1), (5.2). According to (5.2), there is G'2(0.592) = 63.0339, G'2(0.595) = 63.3122,  
what in turn means that x2 = 63.2121(%) lies between these two values. In the interval (0.592, 0.595) we 
will search for the solution of the equation

i.e., after the rearrangement, of the quadratic equation

The desired solution, gained e.g. by the Bairstow iteration method, with a precision of four decimals 
is t' = 0.5939, after the substitution of which into (5.1), we get that x1 = 31.8391 (km ∙ 1 000). Therefore, 
the desired characteristic lifetime is T =∙  30 000 km . Figure 2 depicts the obtained solution.
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Example 5.2. The following values, in CZK ∙ 10 000, have been obtained from the Czech Statistical  
Office's table Expenditures of households by level of net money income per person (ZUR0050UU)  
between 2006 and 2014:

Hypothetically, let us assume that the data for the year 2009 are missing in Table 3. For further in-
quiries, however, at least the probable values of x1, x2, x3  are needed for that year. We try to obtain them 
by regression.

In 3 we shall, therefore, consider 8 points divided for example into 4 groups (hence k = 3) by 2 points:

Figure 2  B-spline approximation of Hq, tq and solution for specific life expectancy

Source: Own computation

Table 3  Expenditures of households by level of net money income per person 2006–2014

Year Gross money
expenditure

x1

Net money
expenditure

x2

Consumption
expenditure

x3real fictitious

2006 0 11.5839 10.2462 	 9.4711

2007 1 12.9480 11.5200 10.1399

2008 2 13.3191 11.8367 10.9177

2009 3 13.5882 12.3118 11.2723

2010 4 13.6671 12.3176 11.3464

2011 5 14.3507 13.1116 11.8728

2012 6 14.1125 12.8124 11.8150

2013 7 14.3533 13.0129 12.1921

2014 8 14.7604 13.1873 12.2578

Source: Czech Statistical Office
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and assign to them (increasing) values of the parametric variable t:

This is a case with 3 main knots, e.g. T1 = 2, T2 = 5, T3 = 7, together with the complementary knots 
T0 = 0, T4 = 8.

For Q = 3 = Q3 (cubic regression), the program TRIO provides the equations of the resulting regres-
sion curve, also the coefficients of determination Ix1

2 = 0.9859, Ix2
2 = 0.9829, Ix3

2 = 0.9894,  according  
to which 98.59% of the observed values x1, 98.29% of the observed values x2, and 98.94% of the ob-
served values x3  can be explained by this regression model. The program tells us also that the matrix M  
of the system of equations (2.4) does not have a dominant main diagonal.

The table of the coefficients of determination is the following:

It can be seen from Table 4 that the coefficients Ix1
2, Ix2

2 are maximal for Q = 3 = Q3, while Ix3
2  

is the highest for Q = 1 = Q1. Having this in mind, one can consider a kind of “optimal” regression curve 
for the given problem with respect to the coefficients of determination, the construction of which we  
in turn describe.

Generally, we shall deal with a given problem in m, m > 1, with observed values xj, (j = 1, … , m) 
by gradual application of segmented regression for Q = 1 = Q1, Q = 2 = Q2, and Q = 3 = Q3.  For a fixed  
j ∈ {1, … , m}, let the coefficients of determination Ixj

2 attain their highest value for Qr, r ∈ {1, 2, 3}  
(the program TRIO chooses r as the lowest possible). If in (2.7) substitute xj, for that fixed j, with  
the equation obtained by the particular method Qr, in the end (for j = 1, … , m) we can comprehend (2.7)  
as the parametric expression of the “optimal” regression curve with respect to the coefficients of determination.

In our case, the equation of the “optimal” regression curve is

Table 4  Coefficients of determination for linear, quadratic, and cubic regression

Regression Ix1
2 Ix2

2 Ix3
2

linear 0.9613 0.9605 0.9930

quadratic 0.9816 0.9746 0.9883

cubic 0.9859 0.9829 0.9894

Source: Own construction
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For t = 3 we get the point (13.4785, 12.0379, 11.1608) on the optimal regression curve from these 
equations that we can use to substitute the hypothetically missing point in Table 3  for the year 2009, see 
Figure 3 also. It can be seen that this point obtained through regression lies “nearby” the actual point 
given in Table 3 for the year 2009.

CONCLUSION
Segmented linear, quadratic, cubic regression can be built also on cut-off splines, see (Meloun, Milit-
ký, 1994). We prefer B-splines BQ,r, as the matrix of the system of normal equations is three-diagonal  
(for Q = 1), five-diagonal (for Q = 2), and seven-diagonal (for Q = 3), that is, its structure is much sim-
pler than in the case of cut-off polynomials; such systems can then be solved by fast recursive methods, 
see (Makarov, Chlobystov, 1983). For the solution of particular exercises (see e.g. Examples 5.1 and 5.2) 
the computer program TRIO plays an irreplaceable role that handles every procedure leading to the final 
result, that is, to the equations of the regression curves.
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Abstract

How to build a dissemination and communication strategy in a world where users have easy access to a deluge 
of data and information from various origins and where IT tools and design standards change so quickly that 
users behaviour and their expectations are continuously modified? The first challenge of Eurostat is clearly 
to know what users want: we know our different types of users but we have to identify how they get our da-
ta, what they do with our data, how they react to our outputs and which sort of new service they would like  
us to propose. Translating these needs into a visual dissemination is a new challenge undertaken by Euro-
stat through a new portal, new mobile apps and new info graphs and basic application as well as increasing  
the visibility on Google. The objective of this paper is to share Eurostat's experience in identifying user needs 
and to show how concretely this information has been visually disseminated.

Tracking Users for a Targeted 
Dissemination
Philippe Bautier1  | Eurostat, Luxembourg
Chris Laevaert  | Eurostat, Luxembourg
Bernard Le Goff2  | Eurostat, Luxembourg

Introduction 
Today, each national statistical office is confronted with the same challenge: how to build a dissemination 
and communication strategy in a world where users have easy access to a deluge of data and information 
from various origins and where IT tools and design standards change so quickly that users behaviour 
and their expectations are continuously modified? 

Eurostat is also facing this challenge. In a document recently adopted by the European Statistical Sys-
tem (ESS),3 it is said that "the ESS Vision 2020 aims for a future-proof dissemination and communication 
strategy that satisfies divergent and ever-changing user needs at both national and European level…". 
The first challenge is clearly to know what users want: we know our different types of users (decision 
makers, media, researchers, businesses, students, public at large…) but we have to identify how they 
get our data, what they do with our data, how they react to our outputs and which sort of new services 
they would like us to propose. In our changing world, this information cannot be obtained only through  
an annual user survey, but would require continuous and "real time" feedback from our users.

Since a few years, Eurostat has been developing a number of different and complementary tools which 
give an interesting and up-to date representation of our user needs. The objective of this paper is to share 

Keywords

Visual dissemination, user behaviour, user needs, user feedback
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3	�	 See: <http://ec.europa.eu/eurostat/web/european-statistical-system/legislation-in-force>.
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Eurostat's experience in identifying user needs and to show how concretely this information has been taken 
into account and integrated, in particular in the functionalities and services offered by our new website.

1 FINDING THE WAY IN THE LABYRINTH OF USER NEEDS
Since the start of our free dissemination policy in October 2004, the Eurostat website4 – with all  
of its associated tools and services – has been identified as the cornerstone of Eurostat's interaction with all 
kinds of users. It has become the single gateway for Internet users to have on-line access to all Eurostat data 
and metadata, news releases and publications, or general information about Eurostat. The website is heavily 
visited. On a monthly basis, the website records more than 3 million visits, over 4 million page views, 700 000 
pdf downloads and more than 1 million extractions of data, which ranks the site amongst the top 5 websites 
of the European Commission. Increasingly, data is being downloaded in bulk, with monthly downloads 
from the Bulk Download facility reaching 1.2 million files for a volume of 450 Gigabytes.

In order to better understand the needs of our web users, Eurostat has progressively put in place a set of tools. 
Each of them helps to assemble a more global picture of what modern users expect from suppliers of statistical data.

1.1 Measuring satisfaction
To get an overview of the general level of satisfaction of users, Eurostat conducts an annual on-line user 
satisfaction survey. This classical method still provides valuable information and feedback on the most 
consulted statistical domains, the purpose and the frequency of the consultation, as well as an assess-
ment of the quality of our data, publications, and dissemination practices. The 2014 survey had 5 000 
replies, the highest response rate in 5 years. Students, academics and private users accounted for the larg-
est proportion of respondents (44%), followed by commercial business (25%) and governments (19%).  
Replies from international organisations, including EU institutions, and from other users both accounted  
for more than 5%. As regards the media, a specific survey is also organised every year. 

The survey questionnaire has remained similar through the years, allowing for a comparative analysis 
over time. Overall the results of the survey change only marginally from year to year. Globally, results are 
positive. Trust remains overwhelmingly positive with 95% of the respondents stating they greatly trust 
European statistics or tend to trust them. On the dissemination aspects, all user groups are rather satisfied 
with dissemination practices and support services provided by Eurostat. However, when asked to assess 
the easiness of access to European statistics, 45% of respondents said it was easy, 40% partly easy and 12% 
not easy. Improvements are mainly suggested in the area of the search facilities along with the navigation.

1.2 Detecting user behaviour
Website log files provide a wealth of information which is exploited through a detailed and extensive web 
analytics effort. Each month a 30 page monitoring report on Eurostat electronic dissemination is pub-
lished on the intranet. Besides figures on the performance and availability of the website, this document 
compiles all relevant quantitative and qualitative information on what users consult and download; just 
to name a few: number of consultations for each page, number of publications downloaded and precise 
timing of the downloads (particularly interesting when you want to monitor the respect of a system  
of embargo for news releases), navigation and origin of the consultation (Eurostat website, Google, 
apps,…), average time spent on each visualisation tool, number of consultations of each dataset, etc. 
This web analytics effort provides a very good picture of what users are interested in and which vi-
sualisation tools are used to their full potential. Also, information on usage of Eurostat's mobile apps  
is available with the number of downloads, giving an indication of the total number of users of such tools,  
and the number of data updates, providing information on real usage of the mobile app. Although  

4	�	 See: <http://ec.europa.eu/eurostat/web/main>.
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it is clear that web analytics is not an absolute science, it allows Eurostat to identify trends and have  
a more precise view on what and how users consult the on-line statistical information and data.

1.3 Getting feedback in real time
Besides these more traditional methods of measuring user satisfaction and behaviour, it becomes more 
and more important to measure the impact of dissemination in an on-line world. Indeed, successful 
dissemination cannot be measured by means of web analytics and usage figures alone, but it needs  
to take into account new ways of information. For instance, the monitoring of social media brings fur-
ther insight into who is using our information, how they use it, what they say and think about it and how 
Eurostat is perceived on the internet in general. Furthermore, statistics are increasingly used by a variety  
of websites and blogs which target specific peer audience(s). These redistributors serve as a quality vector 
by adding value to the statistical information supplied by Eurostat. Consumers of such websites will find  
the relevant statistical information presented in a way which is tailored to their specific needs or context. This 
enables Eurostat to reach more audiences than it would achieve solely through its own dissemination products.

To measure the impact of dissemination, Eurostat uses a tool to analyse its e-reputation in real time.  
The tool provides a better knowledge of our users (the ones who are on blogs or social media) and of our im-
pact in the media, and gives a quantitative but also qualitative feedback on our work. In 2014, Eurostat was 
mentioned nearly 102 000 times (+13% compared to 2013) on the English, French and German speaking 
web, from 33 500 different identified sources in the media, blogs, forum and social networks. A detailed daily, 
weekly and monthly analysis of our impact on the web is published internally. In addition, Eurostat disposes  
of the direct feedback provided by the 58 000 followers of its twitter account. Altogether, this information leads 
to a much better knowledge of our audience and gives us, in real time, a good idea of our impact on the web.

1.4 Communicating with users
Apart from measuring usage, Eurostat also communicates with users via a permanent user support net-
work, ad-hoc focus groups and benchmarking exercises. For ten years, Eurostat has managed a system 
of national user support centres5 offering assistance in nearly all EU languages. Their role is to provide 
free-of-charge help to users who encounter difficulties in finding or understanding European statistics. 
In 2014, the whole support network treated more than 15 000 requests. Consumers of statistical infor-
mation are getting more and more demanding which is confirmed by a clear trend of increasingly com-
plex questions. The valuable feedback collected via this permanent structure enables Eurostat to identify 
concrete user requirements and helps us to improve the quality of our services. 

During the preparation phase of its new website, Eurostat organised ad-hoc focus groups to allow  
an exchange of views on the current website's strengths and weaknesses. These focus groups were inter-
active sessions with internal Commission and Eurostat staff, as well as with representative external users 
(journalists, academics, members of European Parliament, members of European Statistical Advisory Com-
mittee). The outcome of the focus groups was integrated in the design and structure of the new website.  
In particular, more attention has been given to facilitate access to statistical information for non-expert users 
and to improve the search functionality, in particular by limiting the need to master the statistical jargon.

Furthermore, a more formalised interaction with users is done via the European Statistical Advi-
sory Committee (ESAC)6 representing users, respondents and other stakeholders of European Statis-
tics (including the scientific community, social partners and civil society) as well as institutional users  
(e.g. the Council and the European Parliament). The Committee plays an important role in ensuring that 

5	�	 See: <http://ec.europa.eu/eurostat/help/support>.
6	�	 See: <http://ec.europa.eu/eurostat/web/european-statistical-system/ess-governance-bodies/esac>.
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user requirements, as well as the response burden on information providers and producers are taken into 
account in developing the Statistical Programmes. 

As a puzzle, put together, all these different elements provide a relatively good picture of our users and their needs.

2 TRANSLATING USER NEEDS INTO A DISSEMINATION STRATEGY
In order to integrate user needs in Eurostat's dissemination strategy, these needs are translated in-
to concrete objectives and actions and we try to continuously adapt our policy to the new requests  
of the users. The objective of this paper is not to present a complete list of all actions implemented  

Figure 1

Source: Eurostat
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to be closer to our users but to illustrate our approach through a few examples. Internet is of course  
at the heart of the efforts made to strengthen our user-orientation.

2.1 A more attractive website, an easier access and a better understanding of European statistics
The launch of the new Eurostat website has been perceived as a good opportunity to better reply to user 
needs. In the consultation phase of the new website, user's comments often went in the same direction: 
the most important improvements to the website should focus on its attractiveness and on the access  
to data, while the information published should be made better understandable. Users also asked for more 
flexibility in ways to access the data, but did not request important changes to the structure of the website.

Concretely, the main improvements aim to make Eurostat site more attractive and lively, to ease  
the access and the understanding of our statistics and to offer users a range of visualisation tools.

The previous version of the Eurostat website was created in 2009. Since then, new IT tools, design 
standards and ways of presenting information on the internet have appeared with, for example, less text 
and more space for visual information. In consequence, the layout and the design of the web site have 
undergone a major overhaul to make it more appealing and attractive for both basic and experienced 
users. This includes, for example, a more colourful design, the possibility to insert photos or videos,  
and a daily management of the editorial content of the homepage to make it more lively.

Of course, presenting statistical information in a more modern way is not enough. Users, in particu-
lar non-specialists, complained about the difficulty to quickly find the information that they were look-
ing for. For that reason, the new website offers several "entries" to ease access to our data, depending  
on the type of requests or the level of knowledge of users. A quick reply to the simplest requests (on pop-
ulation, GDP, inflation,…) is proposed through our "most popular tables", which include a list of around 
twenty most downloaded tables. For the more experienced users, a direct access to the full database  
is proposed where they will find their way to the datasets they need through a simplified navigation tree. 

However, the most difficult requests are the ones which are "statistically speaking" less precise  
and for which users have a more thematic approach. A student, a teacher or a journalist may be interest-
ed to know which information is available on women, or on education, climate change, globalisation or 
tourism. For this type of request, a list of around 60 topics is proposed to users where they can find all 
datasets and publications relating to their research. 

Finally, a new search engine has been developed which provides, on the basis of keywords, the most 
relevant datasets and articles/publications available, in a similar way to how Google works. To facilitate  
the search, bridges have been created to enlarge the user request written in current vocabulary (such as prof-
its or family for example) to the associated statistical terminology (gross operating surplus or household).

Data visualisation tools are another possibility to help users better to understand our statistics. Their 
aim is to communicate clear information or a story through graphs, maps or charts. In recent years, 
several tools have been implemented by Eurostat, such as country profiles, inflation dashboard, statisti-
cal atlas, regional statistics illustrated and widgets. However, the use of these tools requires sometimes  
the user to have already a good understanding of statistics. 

For that reason, Eurostat decided to complement its offer by presenting regular info-graphics  
on the homepage of its new website, in order to also provide some assistance to less experienced users. 
For example, new info-graphs are associated with the publication of a selection of euro-indicator news 
releases, where we try to give to "basic users" a better understanding of the most recent economic trends 
in the EU, the euro-area and the Member States.

2.2 Simple infographics and visualisation tools
Data visualisation tools are another possibility to help users to better understand our statistics. Their aim 
is to communicate clear information or a story through graphs, maps or charts. In recent years, several 
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tools have been implemented by Eurostat, such as country profiles, inflation dashboard, statistical atlas, 
regional statistics illustrated and widgets. However, the use of these tools requires sometimes the user  
to have already a good understanding of statistics. 

For that reason, Eurostat decided to complement its offer by presenting regular infographics on the home-
page of its new website, in order to arouse the interest and provide assistance to less experienced users. 

"Economic Trends"
A new infograph is associated with the publication of a selection of euro-indicator news releases, where we try 
to give to non-specialists a better understanding of the most recent economic trends in the EU, the euro-area 
and the Member States: <http://ec.europa.eu/eurostat/cache/infographs/economy/desktop/index.html>.

"Young Europeans"
In connection with a new Eurostat publication on youth, “Young Europeans” is a new tool which provides 
the possibility to compare the way of living of a young people aged 15–29 with those of any other young 
Europeans of the same age and sex. This tool is also intended for parents, decision-makers, politicians 
or teachers who want to know more about the young generation in Europe.

"Young Europeans" consists of quiz like questions about the life of young Europeans on 4 different 
themes: family, work, free time and studies, and internet. Before starting, users have to define their pro-
file: gender, country and age.

"Quality of life"
Linked to the release of a Eurostat publication on quality of life, this infograph shows both objective  
and subjective indicators covering 9 themes. It proposes a combination of photos and graphics to dis-
play the information in an attractive and innovative way. A new easy recognizable logo for quality of life 
statistics has also been created.

Figure 2  

Source: <http://ec.europa.eu/eurostat/cache/infographs/youth/index_en.html>
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Figure 3 

Figure 4  

Source: <http://ec.europa.eu/eurostat/cache/infographs/qol/index_en.html>

Source: <http://ec.europa.eu/eurostat/cache/BubbleChart/?lg=en>
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"My country in a bubble" 
This simple visualization tool allows users to see in one image the situation in Europe for more than 140 
statistical indicators covering all economic, social and environmental domains.

This tool is not really proposed to fix some precise numbers in users' memory but more to give 
him in one image the perception of the place of his country compared with other EU countries  
and to encourage him to know more.

2.3 Be present where users are
In the last years, the behavior of internet users has strongly changed. Users are going systematically  
on Google, Yahoo, etc… Every day the same users are browsing and playing on smartphones and tablets 
for leisure and/or professional purposes. As a consequence, the market of mobile devices is strongly ex-
panding, and users expect that organisations such as Eurostat offer at least some dedicated information 
and functionalities for mobile devices. It is then expected that mobile applications (apps) will attract  
a growing number of users and are therefore increasingly important for Eurostat's image.

In the last years, Eurostat has tried to increase its visibility on Google in different ways. Cooperation 
with Google started in 2009. In a first step, Eurostat provided a dozen of datasets as well as information 
about meta information in order to make them directly available via Google search. In doing so, Google 
translated table titles, definitions, footnotes and labels in 34 different languages. Google also made changes  

Figure 5  
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to its search algorithm to ensure that appropriate searches led directly to these datasets. In a second step, 
Eurostat worked with Google for the Public Data Explorer. As an example, the results of a Google search 
on "Unemployment rate in Germany" in English and Chinese show that, in both cases, Eurostat data 
appear at the first place of Google indexation.

The importance of Google is also noticeable in Statistics Explained, the Eurostat on-line encyclo-
pedia on European statistics and the most consulted collection of Eurostat publications. Here also, 
important efforts have been invested to obtain a high Google indexation of the articles published  
in Statistics Explained. We have had very recently the confirmation of the power of Google for our 
own dissemination when, due to an IT problem at Eurostat, Statistics Explained articles were not  
indexed on Google during several weeks and the total number of pages viewed on Statistics Explained 
fell by nearly 70%.

As regards Eurostat's presence on mobile devices, Eurostat has so far released three apps (Country 
Profiles app at the beginning of 2012, EU economy app at the end of 2013, a quiz on European statistics 
just released in autumn 2014).

The Country Profiles app shows the latest data for a set of about 160 key indicators. It also allows for 
displaying the data in the form of dynamic graphs and maps for each indicator. EU Economy app gives 

Figure 5  	 continuation

Source: Eurostat
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mobile access to the most important short-term macroeconomic indicators (Principal European Eco-
nomic Indicators-PEEIs)7 for the euro area, the EU and its Member States. The app is available in three 
languages: English, French and German. It is mainly designed for professionals who need a quick over-
view on the most recent economic information. The Eurostat Quiz app allows users to test their knowl-
edge about European statistics classified by themes. In answering the questions, users can compete and 
learn interactively about the European countries. The quiz and the questions are available in 25 languages.

CONCLUSION
All these actions are part of Eurostat's efforts to better respond to user needs but we could have also 
mentioned a number of other actions, such as the ones more directly related to the content of our pub-
lications. Today, statistical institutes are confronted with the same challenge: to continuously adapt their 
digital and visual dissemination strategy in parallel with the rapid evolution of user needs and IT devel-
opments. In a period where human and budgetary resources are limited, this challenge can only be faced 
if a reinforced cooperation among ESS members is put in place.
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Recent Publications  
and Events
New Publications of the Czech Statistical Office

Demographic Yearbook of the Czech Republic 2014. Prague: CZSO, 2015.
External Trade of the Czech Republic in 2014. Prague: CZSO, 2015.
Generation, Recovery and Disposal of Waste for the period 2014. Prague: CZSO, 2015.
Statistical Yearbook of the Czech Republic 2015. Prague: CZSO, 2015.
Vývoj obyvatelstva České republiky (2014). Prague: CZSO, 2015.

Other Selected Publications

Being young in Europe today. Luxembourg: Eurostat, 2015.
CIPRA, T. Finanční ekonometrie. 2nd Ed., Prague: Ekopress, 2013.
Competitiveness in the European Economy. New York: Rotledge, 2014.
Development of the basic living standard indicators in the Czech Republic 1993–2014. Prague: MoLSA, 2015.
Eurostat regional yearbook 2015. Luxembourg: Eurostat, 2015.
Financial Production, Flows and Stocks in the System of National Accounts. New York: UN, ECB, 2015.
HEBÁK, P. et al. Statistické myšlení a nástroje analýzy dat. 2nd Ed., Prague: Informatorium, 2013.
OECD Labour Force Statistics 2004–2013. Paris: OECD, 2014.
Postavení a vztahy Evropské unie a USA v měnící se globální ekonomice. Brno: Newton College, 2015.
POŠTA, V., MACÁKOVÁ, L., PAVELKA, T. Strukturální míra nezaměstnanosti v ČR. Prague: Manage-

ment Press, 2015.
Quality of life. Facts and views. Luxembourg: Eurostat, 2015.
SOUKUP, J. et al. Zdroje a perspektivy evropských ekonomik na počátku 21. století v kontextu soudobé  

globalizace. Prague: Management Press, 2015.
Sustainable development in the European Union. Luxembourg: Eurostat, 2015.
The role of trade in ending poverty. Geneva: WTO, 2015.
URBAN, J. Teorie národního hospodářství. 4th Ed., Prague: Wolters Kluwer, 2015.

Conferences

The European Conference on Quality in Official Statistics (Q2016) will take place in “Círculo de Bel-
las Artes” in Madrid, Spain, from 1st to 3rd June 2016. The conference is organized by The National 
Statistical Institute of Spain (INE) and Eurostat and aims to cover relevant and innovative topics  
on quality ranging from the challenges and the new paradigm of quality in an information and knowl-
edge-driven society including big data and multi-source statistics, to governance and management 
aspects like the ones linked to the ESS Vision 2020 or the lessons learned from 2013–2015 peer reviews 
in the European Statistical System. More information available at: http://www.q2016.es.
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The 22nd International Conference on Computational Statistics (COMPSTAT 2016) will take place  
at the Conference Centre of Oviedo, Spain, during 23–26 August 2016. The conference aims  
at bringing together researchers and practitioners to discuss recent developments in computational 
methods, methodology for data analysis and applications in statistics. The conference is organized  
by the University of Oviedo. More information available at: http://www.compstat2016.org.

The 19th International Scientific Conference "Applications of Mathematics and Statistics in Economics"  
(AMSE 2016) will be held in Banska Stiavnica, Slovakia from 1st to 4th September 2016. These  
conferences "Applications of Mathematics and Statistics in Economics" are organized each year by three 
Faculties of three Universities from three countries – University of Economics, Prague (Czech Republic), 
Matej Bel University in Banska Bystrica (Slovakia) and Wrocław University of Economics (Poland).
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