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Abstract
This paper analyzes the changes that financial crises cause in the relationship between 
bank market share, efficiency and profitability, as well as in the relationship between 
market concentration and risk. The empirical analysis was performed on a sample of 
15,399 banks from major OECD countries over the period 2002–2009. The results show 
that market power was replaced by efficiency as the main determinant of bank profit-
ability during the crisis. Prior to the crisis, market concentration and risk had a quad-
ratic relationship, while thereafter the increase in market concentration produced 
no increase in risk.

1. Introduction

The analysis of the structural determinants of profitability has been a recurrent 
topic in the banking literature. Many studies have focused their attention on the relation-
ship between profitability, market concentration and efficiency because of its implica-
tions for competition, regulations and bank management. This relationship can be 
explained mainly by two hypotheses (Demsetz, 1973; Berger, 1995). On the one 
hand, the market power hypothesis considers that greater market concentration, or 
market power, facilitates the setting of higher prices for customers, which increases 
windfall profits for banks. On the other hand, the efficiency hypothesis assumes 
a positive relationship between efficiency and bank profits.

Traditional studies that analyze the relationship between profitability, market 
concentration and efficiency indicate that market share and market concentration 
generate noncompetitive rents (Hannan, 1991; Berger and Hannan, 1997; Berger et al., 
1999). In the last decade, deregulation, technological changes and the globalization 
of financial markets have increased competition in the banking sector. This could 
have given rise to a reduction in the effect that market concentration has on profit-
ability. However, recent studies show that market concentration still remains relevant 
in determining the profitability of banks, especially in certain products. With regard 
to this, Carbó et al. (2007) note that market power is higher in non-traditional 
activities. De Jonghe and Vander Vennet (2008) show that banks with a large market 
share in concentrated markets still generate non-competitive rents. They also find 
that the best-managed banks have a competitive advantage. Additionally, several 
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authors show that the relevance of the efficiency and market power hypotheses varies 
between countries (Gonzalez, 2008; Hsieh and Lee; 2010; Goddard et al., 2011). 

An important limitation of these studies is that they were conducted in 
a period of economic growth and expansion in which banks experienced high profit-
ability. Financial crises can generate a number of important changes in the relation-
ship between profitability, market power and efficiency in the banking industry. They 
reduce the profitability of banks. On the other hand, they increase the concentration 
of the banking industry due to mergers and acquisitions. According to Mitchell and 
Mulherin (1996), industry shocks lead to takeover waves. In spite of the fact that 
higher market concentration could increase bank performance, obtaining rents from 
market power is more difficult during crises because of a decrease in lending, higher 
cost of financing and a rise in loan losses (Demirgüç-Kunt et al., 2006; De Jonghe 
and Vander Vennet, 2008; Bolt et al., 2012). Moreover, in a crisis the difference 
in profitability between more and less efficient banks is more obvious because 
the former are able to reduce costs, avoid excessive delinquency and get better 
financing conditions (Dietrich and Wanzenried, 2011; Bolt, et al., 2012). A few
studies have analyzed the effects of business cycles on bank profitability (Vander 
Vennet et al., 2005; De Jonghe and Vander Vennet, 2008; Dietrich and Wanzenried, 
2011; Bolt, et al., 2012), but none of them has examined the effects of crises on 
the relationship between profitability, market power and efficiency.

The first contribution of this paper is to analyze the changes that financial 
crises cause in the relationship between bank market share, efficiency and profit-
ability, which have not been studied previously. We propose that crises strengthen 
the efficiency hypothesis and weaken the market power hypothesis. The 2008 finan-
cial crisis provides an excellent opportunity to analyze the effects of crises and 
compare the situation before and after a crisis. Although the intensity of the crisis 
varies depending on the country, we are witnessing the rapid disappearance and 
restructuring of banks, a massive wave of mergers and acquisitions,1 an increase in 
delinquency and a decline in banking activity.2

Not only can crises affect the relationship between profitability, efficiency and 
market power, but they can also alter the relationship between market concentration 
and bank risk. So, the second contribution of this paper is to analyze the changes that 
crises cause in this relationship. Market power can increase or decrease bank risk 
according to two contradictory hypotheses: concentration-stability and concentration-
fragility (Uhde and Heimeshoff, 2009). Empirical evidence about this relationship is 
controversial, so further research is necessary. We propose that crises reinforce the con-
centration-fragility hypothesis because in the context of crisis there is a tendency to 
perceive greater risk in more concentrated markets because of systemic risk. 

To test the changes in the relationship between profitability, concentration 
and efficiency, as well as between market concentration and risk, we performed 
an empirical analysis on a sample of 15,399 credit institutions from major OECD 
countries over the period 2002–2009. The analysis was performed using the system-

1 Wheelock (2011) shows that the number of US banks fell by 12% between December 31, 2006, and 
December 31, 2010.
2 Ivashina and Scharfstein (2010) show that, in the United States, new loans to large borrowers fell by 79% 
during the peak period of the financial crisis relative to the peak of the credit boom before the crisis.
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GMM methodology for panel data, which allows controlling for endogeneity between
efficiency, market concentration and market share and thus helps in overcoming one 
of the traditional limitations of many previous works.

The results show that, during the period of expansion and economic growth, 
banks in more concentrated markets had higher profitability, as proposed by the market
power hypothesis. However, with the onset of the financial crisis, many banks expe-
rienced serious liquidity, delinquency and solvency problems. This is reflected in our 
results, which show that efficiency has replaced concentration as the deciding factor 
in the profitability of banks, as proposed by the efficiency hypothesis. With regard to 
risk analysis, before the crisis, market concentration and risk had a quadratic relation-
ship. That is, market concentration had a negative effect on risk, but as concentration 
increased, its negative effects on risk decreased. However, after the beginning of 
the crisis, there is not enough evidence to support a relationship between concentra-
tion and risk. 

The remainder of the article is structured as follows: Section 2 reviews 
previous literature, Section 3 focuses on the empirical analysis and the discussion of 
the results, and Section 4 presents the conclusions, followed by the bibliography 
and appendices on the procedures followed in calculating the efficiency and scale 
economies.

2. Theoretical Review

2.1 Market Concentration, Market Share, Efficiency and Profitability

Numerous previous studies have proposed a relationship between market 
concentration, efficiency and profitability of banks based primarily on two theories: 
the market power hypothesis and the efficiency hypothesis.

The market power hypothesis considers that greater market concentration or 
market share would facilitate the setting of prices less favorable to consumers, 
leading to an increase in extraordinary profits (Stigler, 1964; Berger, 1995). This hypo-
thesis has two versions. The first version, called the structure-conduct-performance 
(SCP) hypothesis, indicates that the greatest profits come from high concentration in 
the market, due to both competition concerns and the existence of entrance barriers 
(Demsetz, 1982). The second version, called the relative market power (RMP) hypo-
thesis, assumes that only banks with significant market share and differentiated 
products can exercise effective market power (Shepherd, 1982). 

The efficiency hypothesis proposes a positive relationship between the effi-
ciency of a bank and its profits (Demsetz, 1973; Peltzman, 1977; Berger, 1995). In 
addition, more efficient banks gain market share because lower unit costs enable 
them to attract more customers.3 Thus, the profits of these banks would be high 
because of their lower costs, although some of the efficiency gains would be trans-
ferred to consumers. The origin of this greater efficiency has been explained as being 
due to superior management skills and production technology (X-efficiency hypo-
thesis) or scale economies (scale-efficiency hypothesis).

There is another theory, called the quiet life hypothesis (QLH) that provides 
an explanation for the relationship between competition, concentration, market power 

3 This greater attraction of customers would be achieved by setting lower interest rates for loans and higher 
interest rates for deposits.
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and efficiency. According to this hypothesis, managers of firms in less competitive 
markets put less effort into pursuing efficiency because they can enjoy a share of 
market power rents through discretional expenses or a reduction of their effort (Hicks, 
1935). So, this hypothesis proposes a negative relationship between market power 
and efficiency as a consequence of managers’ quiet life. With regard to this, Berger 
and Hannan (1998) find that US banks that operate in more concentrated markets are 
less cost efficient.

Previous works show that during the eighties, banks operating in more con-
centrated markets set higher interest rates on loans and lower rates on deposits 
(Hannan, 1991; Berger and Hannan, 1997; Berger et al., 1999). The most recent works
show that financial deregulation and the introduction of new technologies have 
increased competition. Still, market concentration remains a relevant factor in deter-
mining the profitability of banks. De Jonghe and Vander Vennet (2008) found that 
although the best-managed banks will have a competitive advantage in the long term, 
a high market share in concentrated markets generates noncompetitive rents.

Moreover, Corvoisier and Gropp (2002) found that market concentration has dif-
ferent effects depending on the type of product. In this sense, Carbo and Rodríguez
(2007) noted that market power increases when banks perform nontraditional 
activities. Gonzalez (2008) found that the validity of the efficiency hypothesis varies 
from country to country depending on the variables, such as deposit insurance funds 
or entrance barriers. Hsieh and Lee (2010) noted that the relationship between com-
petition and profits in the banking sector may be affected by numerous factors, such 
as restrictions on banking or nonbank financial activities, entry barriers for foreign 
banks, the efficiency of the judicial system or the stability of the financial system. 
Goddard et al. (2011) examine the intensity of competition in 65 national banking 
industries. They find that persistence is negatively related to the rate of growth in 
GDP per capita and is positively related to the size of entry barriers. In an analysis of 
non-investment banks in the United States, De Haan and Poghosyan (2012) find 
that bank size reduces return volatility. However, this negative impact decreases with 
market concentration.

Obviously, financial crises reduce the profitability of banks because they give 
rise to a significant decline in their activity and an increase in delinquency. A few 
studies have analyzed the effects of business cycles on bank profitability. Bikker and 
Hu (2002) find that bank profits are correlated with the business cycle. Vander 
Vennet et al. (2005) study European banks in the economic downturn of 2000–2003. 
They show that bank performance varies over the business cycle. De Jonghe and 
Vander Vennet (2008) also find that GDP growth increases bank profitability in 
an analysis of 183 banks from 15 European countries between 1997 and 2004. In 
an analysis of Greek banks from 1985 to 2001, Athanasoglou et al. (2008) report that 
the business cycle has a positive effect on bank profitability, but only in the upper 
phase of the cycle. In a study of OECD banks over the period 1979 to 2007, Bolt et 
al. (2012) find evidence that bank profits behave pro-cyclically, especially during 
severe recessions.

Crises can also lead to higher market concentration. Mitchell and Mulherin 
(1996) show that industry shocks lead to takeover waves, and as a result they 
increase market concentration. According to the market power hypothesis, market 
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power facilitates the setting of higher prices for customers, which increases windfall 
profits for banks. However, obtaining rents from market power is more difficult 
during crises because lending decreases substantially, the cost of lending is higher 
and delinquency rises. Demirgüç-Kunt et al., (2006) maintain that the growth of 
credit slows down substantially in banking crises and banks reallocate their asset 
portfolio away from loans. De Jonghe and Vander Vennet (2008) explain that higher 
interest rates are more likely during economic booms because of higher inflation 
expectations. Bolt et al. (2012) show that loan losses are the main driver of the re-
duction in bank profitability during crises.

In crises the difference in profitability between more and less efficient banks 
is more obvious because the former are able to reduce costs, get better financing 
conditions, avoid excessive delinquency and reduce their risk. Regarding cost and 
funding conditions, Bonfim and Santos (2004) conclude that efficiency levels reduce 
funding costs in bond markets for European banks. Pasiouras and Kosmidou (2007) 
show that efficiency in expenses management is one of the main determinants of 
bank profitability because it reduces the cost of funding and the need for external 
funding. As far as delinquency is concerned, Berger and DeYoung (1997) maintain 
that cost inefficiency is an important indicator of future problem loans, which might 
well lead to a decrease in profitability. Finally, several authors find that inefficiency 
increases the risk of failure (Berger and Humphrey, 1992; Wheelock and Wilson, 
2000). This gives rise to a drop in profitability because investors demand higher 
premiums on uninsured deposits in banks with high risk, which increases funding 
costs (Liang, 1989; Demirgüç-Kunt et al., 2006).

In this regard, we propose the following hypothesis:

H1: In the context of financial crisis, the efficiency hypothesis becomes more relevant 
than the market power hypothesis in explaining bank profitability.

2.2 Market Concentration and Risk

Throughout the literature linking market power and risk, one can find two 
alternative hypotheses: the concentration-stability hypothesis and the concentration-
fragility hypothesis. The concentration-stability hypothesis proposes a negative relation-
ship between market concentration and risk. According to this hypothesis, banks in 
concentrated markets can increase profits and reduce financial instability through 
the provision of greater capital reserves, which protect them against economic and 
liquidity shocks (Boyd, et al., 2004). On the other hand, in markets with high con-
centration, banks have a higher franchise value, which deters them from taking
excessive risks (Keeley, 1990). Besides, large banks have a comparative advantage 
in monitoring loans and are able to achieve greater diversification of both the loan 
portfolio and the geographical distribution (Méon and Weill, 2005). Lastly, it is much 
easier to supervise a few banks than several. Consequently, supervision is more 
effective in concentrated systems with fewer banks, and such greater effectiveness 
reduces systemic risk (Allen and Gale, 2000).

However, the opposite approach, namely the concentration-fragility hypo-
thesis, asserts that the higher the concentration, the higher the risk. A higher con-
centration can lead to an increase in interest rates on loans, so borrowers will have to 
undertake riskier projects to repay their loans (Boyd and De Nicolò, 2005). More-
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over, banks in more concentrated markets tend to be larger, so they are usually more 
protected by governments, given their importance in the overall economy. Never-
theless, this additional protection may lead them to take greater risks, which may 
reduce financial stability (Mishkin, 1999). Moreover, a larger size and greater diversify-
cation (more common among big banks) can lead to reduced efficiency in management, 
less effective internal control and increased organizational complexity, which can lead to 
higher operational risk (Cetorelli et al., 2007). 

Regarding empirical evidence, some studies show that financial stability is 
higher in more competitive banking markets and systemic risk is thus lower (Schaeck 
et al., 2009; Uhde and Heimeshoff, 2009). In fact, De Haan and Poghosyan (2012) 
find that larger banks located in concentrated markets have experienced higher 
earnings volatility during the recent financial crisis. However, other studies show 
evidence in favor of the opposite approach, arguing that greater market power leads 
to greater financial stability. In this regard, Maudos and Fernández de Guevara 
(2011) argued that a high level of competition between banks could lead to greater 
financial instability and systemic risk; thus, a certain level of market power may be 
beneficial. 

During crises, there is a tendency to perceive greater risk in more concentrated 
markets and large banks because of systemic risk and the possibility of contagion.  
As the IMF (2010) reported, the financial crisis has highlighted the complexity of 
systemic linkages. In this regard, Huang et al. (2012) show an increase in the per-
ceived systemic risk in Asia after the onset of the crisis, mainly driven by heightened 
risk aversion and squeezed liquidity, and Haq and Heaney (2012) carries out an anal-
ysis of financial institutions across 15 European countries over the period 1996–
2010. They find that both idiosyncratic and total risk sensitivity to bank capital have 
become more positive following the crisis, so bank capital fails to reduce bank risk. 

In this regard, we propose the following hypothesis: 
H2: In the context of financial crisis, the concentration-fragility hypothesis becomes 

more relevant than the concentration-stability hypothesis. 

3. Empirical Analysis 
3.1 Selection of the Sample and Models 
3.1.1 Selection of the Sample 

For the empirical analysis, a sample of credit institutions from major OECD 
countries was used. Table 1 shows the number of institutions and observations in-
cluded in the analysis from each country.4 For each country, there was a panel of 
credit institutions5 with data available for a minimum of four consecutive years 
between 2002 and 2009. Such data are essential for the second-order serial corre-
lation test, which is performed to ensure the robustness of the estimates made by 
system-GMM (Arellano and Bond, 1991).6 The sample period provides an excellent 
 

4 We left out OECD countries with very few credit institutions with data available. 
5 Following Maudos and Fernández de Guevara (2007), the sample used includes banks, savings banks, 
cooperative banks and other types of banking firms so as to provide a broad representation of banking 
sectors in each country. 
6 This test is fundamental to guaranteeing the robustness of the estimations made via the system-GMM 
methodology. 
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Table 1 Sample Description

Panel A: Country Distribution of the Sample

Number of banks per country Sample representativeness

Observa-
tions

Number of 
commercial

banks

Number 
of other 
banks

Number 
of total 
banks

Commercial 
banksa

(%)

Others 
banksa

(%)

Total 
banksa

(%)

Australia      196      30   17      47 93.06 25.81 81.14

Austria   1,497      38 186    224 55.01 42.57 46.64

Belgium      307      31    21      52 60.57 21.63 37.03

Canada      241      15    20      35 93.33 22.22 80.60

Chile      190      29     2      31 93.55 34.38 83.42

Czech Rep.      138      18     4      22 86.31 15.56 64.80

Denmark      598      51    34      85 54.66 10.56 38.96

Finland        76        8     6      14 59.55 34.57 50.96

France   1,724      97 177    274 45.04 38.50 41.37

Germany 11,678    100     1,557    1,657 94.35 63.24 72.48

Greece        66      9      3     12 21.36 20.00 21.13

Hungary        70       9      2     11 46.51 1.86 33.88

Ireland        50      7      4     11 69.51 5.10 31.43

Italy 4,703      89   966    1,055 34.46 37.10 35.54

Japan 3,654    116   400   516 58.42 20.40 36.03

Korea       79      12      4     16 61.14 24.81 40.69

Luxembourg     493      61     11     72 50.56 44.49 48.92

Netherland     172      19     14     33 30.23 22.74 26.76

Norway     639        9   109   118 80.12 31.55 47.71

Poland     143      24      3     27 44.86 56.72 48.33

Portugal     103      10    12     22 61.73 76.86 70.09

Slovakia       84      12      2     14 79.81 8.74 51.26

Spain     421      18    68     86 74.84 50.85 62.05

Sweden     625      15    79     94 66.97 38.60 50.19

Switzerland   3,042    119   308    427 72.86 28.82 48.71

Turkey     236      31    13     44 68.76 11.11 52.04

United 
Kingdom

    640      63    52    115 60.25 47.48 53.35

United States 72,711 7,730     2,555 10,285 85.89 34.72 46.49

Total 104,576      8,770     6,629   15,399

Panel B: Temporary Distribution of the Sample

2002 2003 2004 2005 2006 2007 2008 2009
Total 

(observations)

Number 
of banks

12,913 13,353 13,795 15,001 13,448 12,851 12,053 11,162 104,576

Notes: 
a 

Assets of banks in the sample by category, as a percentage of total assets of banks in each category 
in the BankScope database. Other banks includes savings banks, cooperative banks and other types 
of banking firms.
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opportunity to analyze the changes that the 2008 financial crisis has generated in 
the relationship between profitability, market power and efficiency, as well as in 
the relationship between risk and market power. The financial information on each 
institution came from the BankScope database, and the macroeconomic information 
from the World Development Indicators database of the World Bank, OECD sta-
tistics, the European Central Bank and the Federal Deposit Insurance Corporation 
(FDIC) of the United States. 

3.1.2 Models

To perform the profitability analysis, we followed Berger (1995), which 
proposes the estimation of the market power and the efficiency hypotheses through 
a single equation. To evaluate these hypotheses before and after the crisis and to test 
the differences between the two periods we propose the following model:

  

   

   
1 2 3 4 5

6 7 8 9 10
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7 27

1 1
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To analyze the relationship between risk and market concentration, we pro-
posed the following model:
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     (2)

In the profitability analysis model (1), the dependent variable (Rit) is a meas-
ure of the profitability of banks. ROA and ROE were used as the measures of profit-
ability, being the most widely used in the literature (Berger, 1995; Goldberg and Rai, 
1996; Tregenna, 2009; Hsieh and Lee, 2010).7

In the risk analysis model (2), the dependent variable (Zit) is the Z-score, 
measured as follows: 

                                                 it
ROA

KROA
AZ






where ROA is the return on assets, K is the equity capital, A is the total assets, and 
σROA is the standard deviation of ROA. The Z-score is widely used to measure the risk 
of a bank (Boyd et al., 1993; Laeven and Levine, 2009); the higher the Z-score, 
the lower the probability of bankruptcy of a bank.8

CONCmt is the market concentration. We used the Herfindahl index (HHI), 
which is the sum of the squared market share, measured in terms of assets, of all 

7 We use pretax ROA and pretax ROE to avoid the bias of different tax systems in each country (Díaz 
et al., 2004).
8 Table 7 (Appendix 1) shows average levels of the Z-score by country. 



Finance a úvěr-Czech Journal of Economics and Finance, 63, 2013, no. 6                                     545

credit institutions operating in a market. For European Union members, the data were 
obtained directly from the European Central Bank. In the US, the index was ap-
proached for each state using data from the Federal Deposit Insurance Corporation 
(FDIC). In the US we calculated the concentration at the state level because the index 
for the whole country does not adequately collect the level of competition, con-
centration, and market power of banks (Dick, 2006; Edelstein and Morgan, 2006). 
For other countries, this index was estimated using all banks listed in the BankScope 
database. Model (2) includes the variable CONC2

mt because the relationship between 
concentration and risk might be quadratic rather than linear (Maudos and Fernández 
de Guevara, 2011).

MSit is the market share, measured in terms of assets, of bank i at time t. In 
the case of the US, we calculated this at the state, rather than the national, level.

XEFit is the cost X-efficiency of bank i at time t. We estimated the Fourier 
flexible cost function by applying the stochastic frontier approach (SFA) to measure 
this variable.9

SEFit is the scale efficiency of bank i at time t. We derived the Fourier flexible 
cost function, with respect to the inputs, to measure this variable.10

PRECRISISt is a dummy variable that takes the value of 1 for the years 2002 
to 2007 and of 0 otherwise. It therefore represents the years before the outbreak of 
the financial crisis. In model (1), this variable was used to distinguish the effects of 
market concentration on efficiency before and during the crisis. In this way, this 
variable interacts with the variables CONCmt, CMit, XEFit and SEFit. The effect that 
these variables had on profitability during the crisis was measured by the coefficients 
β2, β4, β6 and β8, respectively. The effect that CONCmt had on the pre-crisis profit-
ability is reflected by the sum of the coefficients (β2 + β3). In the case of CMit, XEFit

and SEFit, this effect is reflected by the coefficients (β4 + β5), (β6 + β7) and (β8 + β9), 
respectively. To test the significance of the coefficients (β2 + β3), (β4 + β5), (β6 + β7) 
and (β8 + β9), we must perform the linear restriction test under the null hypotheses 
H0: β2 + β3= 0, H0: β4 + β5= 0, H0: β6 + β7= 0 and H0: β8 + β9 = 0, respectively. In 
model (2), this variable was used in interaction with the variables CONCmt and 
CONC2

mt to distinguish the effects of concentration on risk before and during 
the crisis. The effect of the variable CONCmt on risk during the crisis was measured 
by the coefficient β2 and that on the pre-crisis risk by the sum of the coefficients 
(β2 + β3). To test the significance of the coefficients (β2 + β3), we performed a linear 
restriction test under the null hypothesis (H0): β2 + β3= 0. Similarly, the effect of 
the variable CONC2

mt after the onset of the crisis would be reflected in the coefficient 
β4, whereas for the pre-crisis effect, we performed a linear restriction test on the coef-
ficients (β4 + β5) under the null hypothesis (H0): β4 + β5= 0.

EQUITYit is the ratio of equity over assets to capture the risk of insolvency. Low 
EQUITYit indicates higher leverage, which means higher borrowing costs, resulting in 
lower net interest margins and profits (Tregenna, 2009). Another approach holds that 
a bank with higher EQUITYit can take advantage of business opportunities more 
effectively and thus receive a higher return (Athanasoglou et al., 2008).

9 See Appendix 1 for a description of the procedure for calculating X-efficiency. Table 7 (Appendix 1) 
shows average levels of X-efficiency by country.
10 See Appendix 2 for a description of the procedure for calculating scale economies.
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Table 2 Expected Signs

During the crisis Before the crisis

β2 β4 β6 β8 β2 + β3 β4+ β5 β6+ β7 β8+ β9

SCP + NS NS NS + NS NS NS

RMP NS + NS NS NS + NS NS

X-efficiency NS NS + NS NS NS + NS

Scale effic NS NS NS + NS NS NS +

Notes: SCP: structure-conduct-performance hypothesis. RMP: relative market power hypothesis. X-efficiency: 
X-efficiency hypothesis. Scale effic: scale efficiency hypothesis. NS: not significant.

LOANSit is the ratio of loans to total assets and is a measure of the risk of 
the bank, as well as its activity (Bourke, 1989; Eichengreen and Gibson, 2001; 
Saunders and Wilson, 2001; Wheelock and Wilson, 2004). 

SIZEit, calculated as the natural logarithm of total assets (deflated), serves to 
control for the size of the bank (Goldberg and Rai, 1996; Behr et al., 2010).

The MERGERit, dummy variable takes the value of 1 in year t if the total 
assets of a bank change more than 75% in that year. Olivero et al. (2011) use this 
measurement to distinguish banks that have probably been involved in mergers or 
acquisitions. 

LOANDEPit represents the ratio of loans to deposits, controlling for dif-
ferences in the intermediation ratio (Fries and Taci, 2005).

Additionally, dummy variables for country and time were included.

Table 2 shows the expected signs in our model (1) according to the structure-
conduct-performance (SCP) hypothesis, the relative market power (RMP) hypo-
thesis, the X-efficiency hypothesis and the scale-efficiency hypothesis.11 Under 
the structure-conduct-performance hypothesis, during the crisis coefficient β2 would 
be positive and significant, while β4, β6 and β8 would not be significant. Meanwhile, 
under the relative market power hypothesis, coefficient β4 would be positive and sig-
nificant, but β2, β6 and β8 would not be significant. On the other hand, under the X-effi-
ciency hypothesis, β6 would be significant, but β2, β4 and β8 would not be. Lastly, 
according to the scale efficiency hypothesis, β6 would be positive and significant, 
but β2, β4 and β8 would not be significant. Table 2 also shows the expected signs 
according to these hypotheses before the crisis. In this case, we had to perform 
a linear test of the coefficients.

In model (2), the coefficients β2 and (β2 + β3) would be positive and significant 
under the concentration-stability hypothesis but negative and significant under the con-
centration-fragility hypothesis. However, both hypotheses might affect the relation-
ship between market concentration and risk. In this case, there would be a quadratic 
relationship; thus, β2 and (β2 + β3) would be significant and negative, while β4 and 
(β4 + β5) would be positive and significant.

Table 3 presents the descriptive statistics of the variables used in the analysis 
and Table 4 the correlations between variables.

11 See Berger (1995) for a thorough explanation of the expected signs according to these hypotheses. 
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Table 3 Sample Statistics

Variable Mean Standard deviation Minimum Maximum

ROA 0.0097 0.0123 -0.1991 0.3176

ROE 0.1030 0.1124 -0.7994 0.7926

CONC 0.1029 0.1138 0.0075 0.8184

MS 0.0035 0.0212 3.86E-07 0.9690

XEF 0.8910 0.0662 0.0898 0.9982

SEF 1.2971 0.1306 0.3789 1.9881

EQUITY 0.1002 0.0556 0.0016 0.9725

LOANS 0.6314 0.1696 0.00004 0.9936

SIZE 12.7227 1.7559 8.3196 22.1172

Z 39.6814 50.4657 0.2343 3856.9870

LOANDEP 0.8077 1.5567 0.0001 200.5656

Table 4 Correlations

CONC MS XEF SEF EQUITY LOANS SIZE LOANDEP

CONC 1

MS 0.1078*** 1

XEF 0.0011 -0.0376*** 1

SEF -0.0269*** -0.0569*** 0.0561*** 1

EQUITY 0.2216*** 0.0047 0.0716*** -0.0024 1

LOANS 0.1721*** 0.1192*** 0.0300*** 0.1015*** -0.0648*** 1

SIZE -0.0841*** 0.4090*** -0.0530*** 0.1268*** -0.3982*** 0.0398*** 1

LOANDEP 0.1630*** 0.1355*** 0.0560*** 0.0957*** 0.0617*** 0.9071*** 0.0785*** 1

Notes: Spearman's rank correlation coefficients. *** indicates a level of significance of 0.01, ** indicates a level 
of significance of 0.05, * indicates a level of significance of 0.1.

3.2 Results

The models in equation (1) and (2) are estimated using two-step system-GMM 
(Generalized Method of Moments) with robust errors, which is consistent in the pres-
ence of any pattern of heteroskedasticity and autocorrelation. This method allows for 
controlling the problems of endogeneity by using lagged independent variables as 
instruments (Arellano and Bond, 1991) and is very suitable for estimating the proposed
model because the relationships between efficiency, market concentration, market 
share and profitability are endogenous. Thus, efficiency affects not only profitability 
but also market concentration and market share, which in turn can influence effi-
ciency through the “quiet life” effect (Berger and Hannan, 1997). In addition, market 
share itself can influence market concentration. Therefore, we introduce the variables 
CONC, MS, XEF and SEF lagged as instruments.

3.2.1 Profitability Analysis

The results of the profitability analysis are shown in Table 5. We estimated 
six models, three for ROE and three for ROA. In models (a) and (d), we introduced 
only those variables related to the market concentration and the efficiency hypo-
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Table 5 Results (Profitability Analysis)

ROE ROA

(a) (b) (c) (d) (e) (f)

CONC 0.1092 0.0701 0.0692 0.0108 -0.0033 -0.0013

(0.6) (0.62) (0.91) (0.54) (-0.36) (-0.12)

CONC * PRECRISIS 0.0161 0.0170 0.0263 0.0019 0.0104 0.0072

(0.11) (0.14) (0.36) (0.12) (1.19) (0.69)

MS 1.2917 1.1242 1.7222 -0.0476 0.2562 0.1284

(0.24) (0.23) (0.63) (-0.09) (1.15) (0.52)

MS * PRECRISIS -0.5251 -0.1964 -0.6974 0.1178 -0.2108 -0.1097

(-0.12) (-0.05) (-0.34) (0.26) (-0.98) (-0.41)

XEF 1.3431 *** 0.9262 * 0.9621 ** 0.1056 ** 0.1090 *** 0.1105 ***

(3.36) (1.67) (2.28) (2.52) (3.34) (3.31)

XEF * PRECRISIS -1.1837 * -0.8329 -0.8786 ** -0.1122 -0.1321 *** -0.1254 ***

(-1.85) (-1.27) (-2.1) (-1.63) (-2.99) (-3.59)

SEF -0.4702 0.8097 0.5686 -0.06728 0.0401 0.0200

(-0.14) (0.31) (0.27) (-0.16) (0.33) (0.14)

SEF * PRECRISIS 0.4442 -0.0368 -0.1305 0.08848 -0.0773 -0.0373

(0.16) (-0.02) (-0.1) (0.29) (-0.65) (-0.27)

EQUITY 0.1392 0.1804 0.0153 0.0275

(0.13) (0.36) (0.28) (0.67)

LOANS 0.4095 0.4510 ** 0.0145 0.0159

(1.27) (2.11) (0.95) (0.99)

SIZE -0.0093 -0.0080 -0.0024 -0.0013

(-0.16) (-0.27) (-0.64) (-0.32)

MERGER -0.0824 -0.0034

(-0.92) (-0.9)

CONS -0.0457 -1.2093 -1.1942 -0.0124 0.1025 0.0433

(-0.03) (-0.37) (-0.43) (-0.07) (0.75) (0.3)

(β2 + β3) 0.1253 ** 0.0871 * 0.0955 *** 0.0128 * 0.0071 *** 0.0059 **

(2.01) (1.84) (2.87) (1.88) (2.74) (2.49)

(β4 + β5) 0.7665 0.9278 1.0247 0.0701 0.0453 0.0186

(0.49) (0.50) (0.85) (0.47) (0.62) (0.27)

(β6 + β7) 0.1594 0.0933 0.0835 -0.0066 -0.0230 -0.0149

(0.43) (0.24) (0.44) (-0.16) (-0.58) (-0.42)

(β8 + β9) -0.0260 0.7729 0.4380 0.0212 -0.0372 -0.0172

(-0.02) (0.42) (0.38) (0.15) (-0.61) (-0.25)

Country dummies yes yes yes yes yes yes

Year dummies yes yes yes yes yes yes

m
2

1.41 1.29 1.62 1.17 1.45 1.20

Hansen 0.67 4.58 8.86 0.35 18.41 18.67

Notes: Coefficients associated with each variable. In brackets, T-student; *** indicates a level of significance of 
0.01, ** indicates a level of significance of 0.05, * indicates a level of significance of 0.1; m

2
is the 2nd order

serial correlation statistic. Hansen is the over-identifying restriction test. (β2 + β3) is the tests of joint 
significance associated with the variable CONC. (β4 + β5) is the tests of joint significance associated 
with the variable MS. (β6 + β7) is the tests of joint significance associated with the variable XEF. 
(β8 + β9) is the tests of joint significance associated with the variable SEF.



Finance a úvěr-Czech Journal of Economics and Finance, 63, 2013, no. 6                                     549

theses, plus the country and time dummies. In models (b) and (e), we added other 
variables that control for certain characteristics of banks. Finally, in models (c) and 
(f) we added the variable MERGERit.

To evaluate the effects before the crisis, we must focus on the test of joint 
significance (β2 + β3), (β4 + β5), (β6 + β7) and (β8 + β9). The results show that before 
the crisis, the structure-conduct-performance (SCP) hypothesis was the most relevant 
in explaining the profitability of banks because only the (β2 + β3) coefficient is 
significant. This coefficient is positive, indicating that companies operating in more 
concentrated markets had higher profits. These results, which agree with those of 
previous works, show that in more concentrated markets, banks charge higher loan 
rates and offer lower deposit rates (Hannan, 1991; Berger and Hannan, 1997; Berger 
et al., 1999).

To measure the effects of the crisis, we must focus on the variables without 
interaction. Note that the variable CONC has an associated coefficient that is not 
significant. So there is not enough evidence to conclude that market concentration 
improved bank profitability after the onset of the crisis. Conversely, the variable XEF, 
which measures the efficiency of banks, becomes significant and positive (before
the crisis, this variable was not significant12). Therefore, the efficiency hypothesis 
primarily explains the profitability of banks during the financial crisis.

The results show a significant change in the determinants of profitability 
before and after the onset of the crisis, which supports our first hypothesis (H1). 
Before the crisis, most developed countries experienced a sharp increase in the banking 
business. In this process, the securitization of loans and bond issues played an im-
portant role. Our results show that in more concentrated markets, banks would have 
taken greater advantage of this process. A higher concentration would facilitate 
the setting of prices less favorable to consumers, as proposed by the structure-
conduct-performance hypothesis. Thus, in a situation of high growth in borrowing by 
households and firms, banks in more concentrated markets managed to obtain higher 
margins and increased profitability.

With the onset of the financial crisis, the previous expansion in banking 
suddenly slowed and delinquency rose. Moreover, the disappearance of liquidity in 
financial markets triggered solvency and liquidity problems in many banks. Con-
sequently, the funding provided by credit institutions decreased significantly, re-
sulting in a significant change in business strategies.13 Our results show that in 
a situation of financial and economic crisis, the best-managed banks will be able to 
reduce costs, avoid excessive increases in nonperforming loans and get better financ-
ing terms, as proposed in the X-efficiency hypothesis. Therefore, efficiency would be 
the key factor in determining the profitability of banks during a financial crisis, 
which is consistent with our first hypothesis (H1).

3.2.2 Risk Analysis 

The results of the risk analysis are reported in Table 6. We estimated four 
models: (a), (b), (c) and (d). In model (a) we present the results of the basic model,

12 See coefficients (β6 + β7) in Table 5.
13 Ivashina and Scharfstein (2010) show a significant drop in loans in the US just after the onset of 
the financial crisis. 



550                                            Finance a úvěr-Czech Journal of Economics and Finance, 63, 2013, no. 6

Table 6 Results (Analysis of Risk)

(a) (b) (c) (d)

CONC -30.6808 * -31.8151 * -40.2332 * -11.9725

(-1.73) (-1.8) (-1.66) (-0.97)

CONC * PRECRISIS -15.1226 -15.9467 -13.1651 -14.2454 *

(-1.05) (-1.12) (-0.81) (-1.65)

CONC2 61.0156 60.7062 66.7862 14.1623

(1.23) (1.39) (1.28) (0.58)

CONC2 * PRECRISIS 28.3913 31.5753 29.5670 30.5188

(0.77) (0.86) (0.78) (1.48)

XEF 187.1374 ** 197.3824 ** 190.5076 ** 49.2609

(2.22) (2.33) (2.16) (0.65)

SEF -72.1909 -112.4667 -127.3901

(-0.47) (-1.15) (-1.45)

MS -137.1177 -173.6775

(-0.72) (-1.21)

LOANS 40.3807 49.5908 30.7319 52.0088

(0.78) (1.03) (0.61) (1.09)

SIZE 7.4218 6.1120 * 6.6243 2.13946

(1.37) (1.67) (1.45) (0.79)

LOANDEP -0.9783 -0.8976 -0.3714 1.36940

(-0.35) (-0.36) (-0.13) (0.49)

MERGER -42.5480 **

(-2.01)

CONS -210.5898 -112.4614 -59.6591 150.553

(-1.3) (-0.54) (-0.37) (0.89)

(β2 + β3) -45.8034 *** -47.7618 ** -53.3983 ** -26.218 *

(-2.57) (-2.51) (-2.43) (-1.92)

(β4 + β5) 89.4069 ** 92.2815 ** 96.3531 ** 44.6811 *

(2.33) (2.45) (2.01) (1.7)

Country dummies yes yes yes yes

Year dummies yes yes yes yes

m2 1.08 1.34 1.48 1.44

Hansen 9.83 9.60 6.97 12.52

Notes: Coefficients and T-student associated with each variable; *** indicates a level of significance of 0.01, ** in-
dicates a level of significance of 0.05, * indicates a level of significance of 0.1; m

2
is the 2nd order serial 

correlation statistic. Hansen is the over-identifying restriction test. (β2 + β3) is the tests of joint 
significance associated with the variable CONC. (β4 + β5) is the tests of joint significance associated 
with the variable CONC

2
. 

whereas in model (b) we introduce the variable SEFit, in model (c) we include 
the variable MSit and in model (d) we control for mergers and acquisitions.

(β2 + β3) and (β4 + β5) show the linear and quadratic effects of market con-
centration on risk before the crisis. While both are significant in all models, (β2 + β3)
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Figure 1  The Effect of Market Concentration on Risk (Inverse Z-Score)

  

is positive and (β4 + β5) is negative. Therefore, before the financial crisis, the effect 
of market concentration on risk was not linear but quadratic, as shown in Figure 1. 
Thus, when the concentration is low, any increase in concentration would increase 
the risk; thus, the concentration-fragility hypothesis prevails. One possible explana-
tion for this is that an increase in concentration might result in higher interest rates 
for borrowers, who then tend to undertake riskier projects to repay their debts (Boyd 
and De Nicolò, 2005). In addition, it is also possible that an increase in concentra-
tion gives rise to a reduction in the effectiveness of internal control according to 
the “quiet life” hypothesis (Berger and Hannan, 1998).

However, as the market concentration increases, the negative effects on risk 
are increasingly offset by the positive effects. From point (A) onward, the benefits of 
market concentration on risk outweigh the negative effects, so the concentration-
stability hypothesis becomes more important; therefore, an increase in concentration 
would reduce risk. This change in the relationship between market concentration and 
risk could be due to the fact that banks in highly concentrated markets have higher 
capital reserves due to windfall profits and therefore are more resilient to shocks 
(Boyd, et al., 2004). Additionally, supervision is more effective in concentrated systems
with few banks, thus reducing systemic risk (Allen and Gale, 2000).

To test the effects of concentration on risk after the onset of the financial 
crisis, we must focus directly on the variables CONC and CONC2. The coefficient 
associated with the variable CONC is negative and significant in models (a), (b) and 
(c), but not significant in model (d) when we control for mergers and acquisitions. 
The coefficient associated with variable CONC2 is not significant. Therefore, there is 
not enough evidence to conclude that after the onset of the financial crisis an increase 
in concentration resulted in an increase in risk. This lack of evidence might be due to 
the fact that the financial crisis has increased funding and liquidity problems and 
raised delinquency globally. Additionally, a lot of banks with problems have under-
taken mergers and acquisitions in an attempt to recapitalize (either on their own 
initiative or forced to do so by regulatory changes) which might be affecting their 
risk.

Regarding the control variables, XEF and SIZE show significant positive 
coefficients in several models but not in all. The variable MERGER is negative and 
significant, so banks that have undertaken mergers or acquisitions are riskier. 

A

Risk (inverse 
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The concentration-
fragility hypothesis

The concentration-
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Concentration
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4. Conclusions

Crises alter the structure of the banking industry, which might affect the relation-
ship between market concentration, efficiency and profitability, as well as the relation-
ship between market concentration and risk. To analyze the changes we performed 
an empirical analysis on a sample of credit institutions from major OECD countries 
over the period 2002–2009. The results of the empirical analysis show a very 
significant change in the determinants of profitability after the onset of the financial 
crisis. Before the crisis, most banks in developed countries experienced a sharp in-
crease in business spurred by increased demand for housing, low interest rates and 
good economic prospects. Strong demand for loans and credit from families and 
businesses encouraged financial institutions to seek funding through bond markets, 
securitization and asset packaging in the context of ample liquidity. Our results show 
that banks in more concentrated markets would have benefited most from this 
process, as proposed by the structure-conduct-performance (SCP) hypothesis.

With the onset of the crisis, many banks suffered significant losses from rising 
delinquencies. In addition, the sudden disappearance of liquidity in financial markets 
limited the possibilities of financing, endangering banks, many of which had to be 
rescued or to seek state intervention. Consequently, the funding provided by banks 
decreased significantly, resulting in a significant change in business strategies. Our 
results show that efficiency has become the deciding factor in the profitability of 
banks, as proposed by the X-efficiency hypothesis. Therefore, in a recession the more 
efficient banks would obtain greater profitability through better cost control and 
the implementation of better management and risk control techniques.

Regarding risk analysis, our results show that in a period of growth and 
expansion, the relationship between concentration and risk was quadratic. When 
the concentration is low, increases in market concentration produced increases in 
risk; thus, the concentration-fragility hypothesis had greater importance. However, as 
the market concentration increased, its relationship to risk changed, with the con-
centration-stability hypothesis becoming more relevant. From a certain point, 
increased market concentration would reduce the risk. However, during a crisis, there 
is not enough evidence to support a relationship between concentration and risk 
which might be due to funding and liquidity problems and a rise in mergers and 
acquisitions.
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APPENDIX 1

To estimate cost efficiency, we used the Fourier flexible functional form 
under the alternative specification. We estimated the efficiency frontier using the sto-
chastic frontier approach (SFA). In addition, we followed the intermediation approach
that considers three outputs, three input prices, financial capital (equity) as a cor-
rection factor, and eight environmental variables.14 We also incorporated the time 
trend as a measure to control for technological progress (Altunbas et al., 2001). Our 
specification of the cost function is as follows: 
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The dependent variable is total cost (operating and financial cost).

Outputs:
1. y1 = loans
2. y2 = other earning assets
3. y3 = off-balance sheet items

Input prices:

1. w1 = cost of lendable funds: financial costs over liabilities 
(deposits, money market funding and other funding)

2. w2 = cost of physical capital: defined as the ratio of ex-
penditure on plant and equipment and the book value of 
physical capital

3. w3 = cost of labor: personnel costs to total assets (Maudos 
et al., 2002)

Fixed netput:

1. E = financial capital (equity)

14 See Altunbas and Molyneux (1996), Peristiani (1997), Berger and Humphrey (1997), Dietsch and 
Lorenzo-Vivas (2000), Maudos et al. (2002), Berger and Mester (2003) and Carbó et al. (2007).
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Environmental variables of the country:

1. v1 = domestic loans to GDP
2. v2 = population density
3. v3 = per capita GDP
4. v4 = bank capital to total assets
5. v5 = Herfindahl concentration index to assets
6. v6 = number of branches per square kilometer
7. v7 = deposits per square kilometer
8. v8 = loans to deposits

Time trend:
1. T = time trend

The variables xq, q = 1, 2, 3, 4 are rescaled values of the variables (lnyk), k = 1, 
2, 3 and ln(E) such that xq is in the [0.2π] interval, where π is the number of radians 
and not the profits. Moreover, we cut 10% off each end of the [0.2π] interval such 
that the xq span is [0.12π, 0.92π]. This eliminates problems of approximation to 
the extremes. The formula for xq is the 0.2π –   a +  variable, where   (0.92π –
– 0.12π) / (b–a), and [a, b] is the range of the variable.

Since the duality theorem requires that the cost function is linearly homo-
geneous in input prices and continuity requires that the second-order parameters are 
symmetric, the following restrictions apply to the parameters: 
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The inefficiency term is assumed to be distributed as half-normal.

                                                     ;ij ji ik ki    

APPENDIX 2

We estimated scale economies by deriving the cost function with respect to 
the inputs: 
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This measure was calculated with the mean of the input and output values in 
various size classes (Vander Vennet, 2002; Sanfilippo et al., 2008) and for each of 
the years analyzed.15

A bank operates under increasing, constant or decreasing returns to scale 
when this measure is greater than, equal to or less than 1, respectively.

15 We considered six intervals: 1) less than $500m; 2) between $500m and $1bn; 3) between $1bn and 
$3bn; 4) between $3bn and $5bn; 5) between $5bn and $10bn; 6) more than $10bn.
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Table 7 Country X-Efficiency and Z-Score

X-Efficiency Z-score

Australia 0.8548 44.0205

Austria 0.8977 33.5869

Belgium 0.8639 44.7946

Canada 0.8953 38.7209

Chile 0.8396 37.4506

Czech Republic 0.7982 30.2663

Denmark 0.8986 17.4281

Finland 0.8599 28.8283

France 0.8836 42.8714

Germany 0.8989 47.8613

Greece 0.8672 22.8610

Hungary 0.7704 22.3766

Ireland 0.9013 17.4348

Italy 0.8886 63.2430

Japan 0.8754 34.3213

Korea 0.8952 26.0978

Luxembourg 0.8065 24.2774

Netherlands 0.8590 36.4672

Norway 0.8498 43.3718

Poland 0.8713 27.0623

Portugal 0.8388 30.6462

Slovakia 0.7387 33.8510

Spain 0.8675 48.1499

Sweden 0.9003 26.3981

Switzerland 0.8783 75.7755

Turkey 0.8717 21.3495

United Kingdom 0.8559 32.4474

USA 0.8936 36.2176

Note: Average levels of X-efficiency and Z-score.
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