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Abstract 
 
 Although the bankruptcy prediction models can be a stabilizing element on 
both macro and microeconomic levels, they are rather a domain of academic 
research than an instrument, widely applied in a business practice. It is especially 
true if the models are reflecting the conditions of countries of their origin, rather 
than countries of their intended uses. Besides, few of the models contain inherent 
flaws, including the absence of a methodical approach addressing this problem 
of the severely imbalanced representation of bankrupt companies in financial 
datasets. The article is focused on the use of oversampling with SMOTE (Syn-
thetic Minority Oversampling Technique) algorithm under the condition of 
extremely imbalanced data sets of Slovak companies. While the model does not 
provide a single answer in many (if not most) of the situations, it still could be 
used for the selection of companies for which the more detailed (and expensive) 
analysis is not required. 
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Introduction 
 
 The instability of the economic environment causes problems and increased 
costs not only for businesses but also for other parties that are directly or indirectly 
dependent on their activities or existence. Information about whether a business 
is exposed to the risk of bankruptcy is therefore important not only for its owners, 
prospective investors, or management but also for its employees, creditors, suppli-
ers, government, and other stakeholders. Prediction of corporate bankruptcies is 
a relatively recent area of scientific research, as it required both the development 
of methods of advanced statistical analysis (with special regard to the businesses) 
and the availability of sufficient data as its precondition. Fitzpatrick (1932), Smith 
and Winakor (1935), and Merwin (1942) were among the pioneers of this research 
domain, paying interest primarily on the relation between the bankruptcy of 
companies and the single accounting data as the predictors of the bankruptcies. 
From another point of view, Chudson (1945) and Jackendoff (1962) aimed at the 
conditions that are essential for continuing business (going concern), rather than 
at the prediction of bankruptcy. An important milestone in the further develop-
ment of this area of research was the paper of Beaver (1966), which proposed 
one-dimensional discriminant analysis for the prediction of corporate bankrupt-
cies. Altman (1968) followed these findings with a well-known bankruptcy pre-
diction study, using multivariate discriminant analysis (MDA). In the early 1970s, 
use of the multidimensional discriminant analysis became the principal approach 
for the construction of bankruptcy models (e.g. Deakin, 1972; Blum, 1974), fol-
lowed by linear discriminant analysis (see Edmister, 1972; Altman 1973). The 
second half of the 1970s and the early 1980s marks the introduction of logistic 
regression analysis for bankruptcy prediction, with probit transformation func-
tion as proposed by Hanweck (1977), Martin (1977), or Ohlson (1980). Some 
authors (e.g. Mensah, 1983) developed models combining logistic regression and 
multidimensional discriminant analysis. At the beginning of the 1990s, Odom 
and Sharda (1990), Bell et al. (1990), Koster, Sondak and Bourbia (1990), Cadden, 
1991) and many others proposed the concept of artificial neural networks (ANN) 
based bankruptcy prediction models for various industries.  
 Because the ANN-based bankruptcy models are using supervised training 
(rather than truly analytical approach), they are also subjects of a smaller number 
of assumptions and restrictions than other approaches (Coats and Fant, 1993) 
and thus less prone to fundamental errors. On the other hand, it is the very same 
nature of the training that makes the models inefficient if the processed data is 
severely imbalanced (i.e. there are only a few bankrupt companies present) or the 
population of the data for companies is extremely low. This could by one of the 
reasons, why the use of ANN models has not been significantly developed in 
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Slovakia, with a few notable exceptions (for example, Boďa, 2009; Cút, 2013; 
Mihalovič, 2016; Valášková et al, 2018; Zoričák et al. (2020). The claim is true 
despite the introduction of the national register of financial statements in 2013 
by Slovak law, making financial statements for almost any company in the coun-
try publicly available for the external users. As of the end of October 2020, the 
register contained 178,246 individual financial statements for the year 2019 and 
220,734 for the year 2018 (the decrease in the number of fillings in 2019 is 
deemed to be a result of postponements of fillings caused by COVID). It could 
be assumed, that with such an amount of data, the lack of data is not a problem 
anymore. Consequently, the disproportional representations of bankrupt compa-
nies could be considered as one of the remaining obstacles. 
 
 
1.  Review of Literature 
 
 Quite surprisingly, the idea of ANN-based bankruptcy prediction models 
appeared almost immediately with the emergence of the very concept of artificial 
neural networks. To provide an assessment of the efficiency, the first research 
studies on ANN-based models were rather comparative. Odom and Sharda 
(1990) experimentally confirmed the advantages of such models over rather tra-
ditional MDA, thus demonstrating the potential of artificial neural networks. The 
discourse, however, continued in the following periods. Tam and Kiang (1992) 
concluded, that while multi-layered neural networks were more suitable for the 
prediction of the bankruptcy one year before its declaration, in earlier periods they 
were outperformed by logistic regression models with the probit transformation 
function. These findings were, to some extent, challenged by Salchenberger, 
Cinar and Lash (1992) and Zhang et al. (1999) which claim, that ANN-based 
models using the backpropagation algorithm (BPNN) had higher reliability in 
predicting bankruptcy than logistic regression models. Many other studies con-
firm a better predictive ability of the future financial situation of the company 
using BPNN over the classical statistical methods (e.g. Fletcher and Goss, 1993; 
Boritz and Kennedy, 1995; Back, Laitinen and Sere, 1996; Lee, Han and Kwon, 
1996; Carlos, 1996; Leshno and Spector, 1996; Pendharkar, 2005; Liang and 
Wu, 2005; Wu, Liang and Yang, 2008; Rafiei, Manzari and Bostanian, 2011). 
Based on analysis carried out in the construction industry, manufacturing, and 
retail, Lee and Choi (2013) confirmed both the improved prediction power of 
ANN-based models over MDA models and the advantages of industry-specific 
models over the general models. In subsequent periods, there was a shift of para-
digm of research from comparative analysis to the increase of the prediction 
power of ANN-based models. Lee, Han and Kwon (1996) created a hybrid model, 
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using MDA for the selection of predictors and self-organizing maps for the binary 
classification. Other studies (including Pendharkar and Rodger, 2004; and Sai, 
Zhong and Qu, 2007) draw attention to the use of genetic algorithms for training 
and validating ANN-based bankruptcy prediction models. Genetic algorithms 
were also used for the optimization of the MLP topology in studies of Ignizio 
and Soltys (1996), Wallrafen, Protzel and Popp (1996), and Abdelwahed and 
Amir (2005). The idea of reduction of sampling risk led to the creation of the 
concept of ensembles of artificial neural networks, mainly using the bagging 
(Shin, Lee and Kilic, 2006) or boosting methods (West, Dellana and Qian, 2005). 
Tsai and Hung (2014) compared results of prediction models using ensembles of 
artificial neural networks, hybrid neural networks, and single artificial neural 
networks with hybrid neural networks achieving purportedly better results than 
ensembles, with single ANNs at the last place. Blanco-Oliver et al. (2015) sug-
gested both the size of companies and non-financial variables as relevant predic-
tors for such models. 
 Generally, the prediction power of ANN-based bankruptcy models is a product 
of three aspects: relevance of the predictors, appropriateness of the architecture 
of the artificial neural network(s) used, and degree of compliance of datasets 
with requirements of supervised training (e. g. using the same financial reporting 
framework to achieve comparability of financial data). Historically, the researchers 
used samples in which the proportions of bankrupt and non-bankrupt companies 
were at par (50:50), as an easy and verifiable approach. Hoverer, in Slovakia, 
corporate fillings of bankrupt companies accounted on average for less than 0.4 
percent of total corporate filings, making the previous approach untenable. To 
cope with this problem, researchers aimed their interest towards the severely 
imbalanced datasets. Manski and Lerman (1977), Zmijewski (1984) and others, 
initiated discourse on this problem. Veganzones and Séverin (2018) stated that 
predictive power significantly deteriorates with the proportion of bankrupt com-
panies falling below 20% of the population, though samples exceeding 4,000 
bankrupt companies will have almost the same predictive power. 
 Naturally, there are two approaches to the reduction of disparity in datasets. 
With udersampling, the proportion of the bankrupt companies in the sample 
is increased by the removal of systematically or randomly selected data of non-
bankrupt companies. As an alternative, (quasi) random samples with the over-
representation of data from bankrupt companies are used in bagging (Breiman, 
1996) and boosting (Barboza et al., 2017) techniques. Additionally, replacement 
of data for non-bankrupt companies with cluster-based vectors (Kim and Kang, 
2010; Li and Sun, 2012; Sanchez-Lasheras, 2012; Kim et al., 2016; Le, 2018; 
Onan, 2019) could serve the same purpose. Oversampling adds either exact repli-
cas or synthetic derivates of the real data to the original financial dataset. 
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 According to Szolno (2016), an imbalanced population is a significant con-
tributor to noise, bias, and variance of bankruptcy prediction models. Given the 
nature of the supervised learning, Le (2018) empirically documented a signifi-
cant trade-off between the type I and type II errors for severely imbalanced da-
tasets. In Slovakia, from 2014 till 2019, the financial statements of bankrupt 
companies accounted on average for less than 0.4% of publicly available finan-
cial statements of all companies, thus making the datasets combining bankrupt 
and non-bankrupt entities severely imbalanced. As a result, instead of developing 
a perfect model with a single and clear-cut classification of companies, we have 
decided to focus on a less ambitious, but more realistic goal. We aim to deter-
mine whether the ANN-model could be used for scoring corporations either as 
low-risk or companies for which further, more detailed, and expensive analyses 
are not required. 
 Per the recommendation of Zhou (2013) we have selected oversampling as 
a tool for the reduction of bias, variance, and noise of the bankruptcy model. 
Following the conclusions of Le et al. (2018), Hardle et al. (2019), Shrivastava, 
Jeyanthi, and Singh, S. (2020), Smiti et al. (2020), and Faris et al. (2020), we 
used the SMOTE (synthetic minority oversampling technique) as the algorithm 
for oversampling the bankruptcy related entries. 
 
 
2.  Description of the Research Methodology and the Datasets 
 
 For the bankruptcy prediction model we choose to developed an ANN model 
with standard multi-layered perceptron architecture, a tangent activation function 
and a backpropagation learning algorithm. Its prediction power in terms of values 
of accuracy, precision, recall, specification, F-score, retention, and random pick 
(see over) are determined by processing the validation set of data from, not in-
cluded in the training. For the training and validation, we used 213,931 financial 
records from Slovak companies operating in the G section (wholesale and retail 
trade; repair of motor vehicles and motorcycles) of the SK NACE rev. 2 classifi-
cations of industries. Data is covering the period 2014 – 2019, and for training 
and validation, it is split with a ratio of 80:20 to two datasets (the description of 
the data is provided in a later part of the article). 
 There are three layers of our ANN-based model used for its training and its 
results: input layer (vector of predictors), hidden layer (vector of nodes), and 
(binary) output layer. The input layer contains 8 predictors, six of them (X1, X2, 
X3, X4, X5, and REVENUES) are financial, two of them (LEGAL_FORM, 
AGE) are categorical. Predictors X1 through X5 are parameters used in the IN05 
model (Neumaier and Neumaierová, 2005; Neumaier and Neumaierová 2013), 
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for the prediction of bankruptcy of Czech companies. We selected them both 
because of the similarity of the Czech and Slovak accounting data used for their 
computation and the purported high prediction power of the model. The predictors 
capture measures of profitability, indebtedness, liquidity, activity, and interest 
coverage in the following way: 
 x1 = total assets/total liabilities,  
 x2 = EBIT/interest expense, 
 x3 = EBIT/total assets, 
 x4 = revenues/total assets, 
 x5 = current assets/(current liabilities). 
 To reflect the conditions which are not addressed in IN05 model, we added 
three additional predictors (REVENUES, AGE, LEGAL_FORMS). Predictor 
REVENUES serves as a control variable, being a proxy of the size of a company. 
We assume, all other things being the same, the larger companies bear a different 
risk of bankruptcy than small and medium-sized companies. Predictor AGE is 
a result of stratification of companies into four bins by their age (expressed in 
years) from the date of their foundation till the balance-sheet date. The intervals 
for the bins are: (0; 5] for the first one, (5; 10] for the second one, (10; 20] for 
the third one, and (20; 100] for the fourth one. We assume (ceteris paribus), that 
the risk of bankruptcy is lower for the older companies. Though this claim is not 
scientifically proved in our research, it is supported by the very fact that age 
evidence ability to survive. The last additional predictor, LEGAL_FORMS, is 
used to capture the differences arising both from different protection of creditors 
and different modes of financing in various legal forms of companies. 
 For each multilayer perception neural network, there are several hyperpara-
meters that affect the performance of the prediction model. Apart from the num-
ber of layers (there are three in our case), other parameters include a number of 
nodes in a hidden layer, a number of learning cycles, a learning rate, and an acti-
vation function, to name just a few of them. While there is evidence of a positive 
correlation between the number of nodes and the prediction power of the bank-
ruptcy model, it comes with a price. First, even a small increase of nodes could 
require significantly more time necessary for the training of the model. Second, 
the function of the prediction power with number of nodes as its parameter is 
a concave function for which a local maximum exists. Because there is no gener-
ally applicable rule for the determination of the number of nodes, we used sce-
narios with 100 and 200 nodes. Also, for our experiments, we used 1,000 and 
2,000 learning cycles, and three variants of learning rate (0.001, 0.0001 and 
0.0005). In addition, due to poor results of gaussian and min-max normalizers in 
our preliminary experiments, we used binning normalizers only. 



1027 

 

 For inference statistics of the prediction models, accuracy, precision, recall, 
specificity, and F-score are traditionally used as metrics for assessment of their 
prediction power. Accuracy measures a ratio between correctly predicted obser-
vations and the total number of observations. Precision measures a ratio between 
the total correctly predicted positive observations (i.e. the number of bankrupted 
companies labeled as bankrupted by the model) and the number of total observa-
tion, labeled as positives by the model (i.e. both true and false positives). Recall 
measures the ratio between the correctly predicted bankruptcies and the sum of 
both correctly predicted bankruptcies and false negatives. Specificity measures 
the ratio between the correctly identified non-bankrupt companies and the sum 
of all observed negatives (whether correctly identified or not). For formulas for 
precision, recall, accuracy, and F-score, see Table 1. 
 
T a b l e  1 

Evaluation Metrics for Predictive Model 

Accuracy (true positives + true negatives)/total observations 
Precision true positives/(true positives + false positives) 
Recall true positives/(true positives + false negatives) 
Specificity true negatives/(true negatives + false positives) 
F-score 2 × precision × recall / (precision + recall) 

Source: Kaderová et al. (2020). 

 
 The ANN-based bankruptcy models are classifying companies in accordance 
with the associated probability of a bankruptcy computed for each company by 
the model. If the probability for any given company exceeds the predetermined 
threshold, the company is labeled as bankrupt, otherwise it is classified as non-
bankrupt. Except for extreme cases, adjustment of the threshold has an impact on 
the proportion of true positives, false positives, true negatives, and false negatives, 
and the related measures of the prediction power. To provide a more dynamic 
overview, we decided to compute measures for various values of the threshold 
from 0.02 till 0.98, with a marginal increase of 0.02 (see Table 6, Table 7, and 
Figure 1), instead of rather traditional assumptions of the threshold being equal 
to 0.5. In our opinion, this dynamic approach better addresses the needs of the 
users and allow them to trade between false negatives and false positives in ac-
cordance with their risk strategy. We aim to assess the merits of the ANN-based 
model for a binary classification of companies as either those for which there is 
a low risk of bankruptcy (and hence, no further analysis is required) or those for 
which the risk is above the accepted level. For this purpose, we compute two 
additional measures. The first one, retention (see Table 6 and Table 7), is a ratio 
representing the proportion of the companies (of the total sample) that need to be 
further analyzed outside the ANN-based models. In other words, it represents 
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a ratio between both true and false positives, and total observations. To control 
the numerator, we hold the number of false negatives at a maximum level of 1 
(out 137 actually bankrupted companies), scenarios which results with higher 
number of negatives were not taken into consideration. Conversely, 1 – retention, 
measures a decrease of further necessary analyses, as it measures the ratio between 
the true and negatives identified by the model (which need not to be analyzed) 
and the total number of observations. The second additional variable is the random 
pick (see Table 6 and Table 7) which express the probability of randomly picking 
the same number of true positives as the ANN-based model, with the same sizes 
of the samples and the total population. For emulation of hypergeometric distri-
bution, we used spreadsheet function hypgeom.dist. 
 To train and validate the prediction model, we used datasets from Finstat, re-
presenting financial statements of Slovak companies for the years 2014 – 2019, 
with additional information about the declared bankruptcies, and years of foun-
dation of respective companies. To regularize companies´ data, we removed the 
following entries from the datasets: 

• records related to interim financial statements,  
• records from financial statements prepared in accordance with the interna-

tional financial reporting standards (because of the lack of comparability),  
• deemed annual statements covering periods exceeding the interval of 364 – 

366 days,  
• records representing non-profit entities (e.g. foundations, political parties, 

non-investment funds, municipalities, organizations established in the public 
interest), 

• erroneous records (e.g. containing negative amounts of liabilities or assets, 
financial statements for a given year filled in the register before the end of that 
year), 

• records in a grey zone, for which the binary classification is not possible 
(e.g. companies which have been restructured, bankrupt companies for periods 
two year before the declaration of bankruptcy and earlier, bankrupt companies 
for which the date of declaration of bankruptcy is not available).  
 The final database contained 897,230 entries representing companies across 
all industries, originating, covering the period 2014 – 2019. Out of this amount, 
3,023 entries were related to bankrupt companies, with financial records for the 
periods starting one year before the declaration of bankruptcy (earlier records were 
eliminated).  
 According to Valáškova, Klieštik and Kováčová (2018), in terms of SK 
NACE rev. 2 classification, highest number of bankruptcies and restructured 
companies in Slovakia were in sections G (wholesale and retail trade, repair of 
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motor vehicles and motorcycles), C (manufacturing), and F (construction). We 
confirmed the same results for bankrupt companies only as well (see Table 2). 
For our research, we selected the section G, with the highest number of bankrupt 
companies. 
 
T a b l e  2 

Share of Bankrupt Companies in Various Industries in Slovakia (2015 – 2019) 

SK 

NACE 

Bankrupt companies All companies SK 

NACE 

Bankrupt companies All companies 

Volume Share Volume Volume Volume Share Volume Volume 

A 137 4.53% 21,728 2.43% L 0 0.00% 0 0.00% 
B 18 0.60% 936 0.10% M 488 16.14% 210,489 23.58% 
C 506 16.74% 68,630 7.69% N 112 3.70% 57,487 6.44% 
D 41 1.36% 4,281 0.48% O 0 0.00% 1,277 0.14% 
E 46 1.52% 4,232 0.47% P 7 0.23% 10,223 1.15% 
F 531 17.57% 96,413 10.80% Q 16 0.53% 35,329 3.96% 
G 687 22.73% 213,931 23.96% R 24 0.79% 13,582 1.52% 
H 118 3.90% 36,313 4.07% S 31 1.03% 14,746 1.65% 
I 114 3.77% 34,500 3.86% T 0 0.00% 48 0.01% 
J 65 2.15% 55,254 6.19% U 2 0.07% 120 0.01% 
K 80 2.65% 13,211 1.48%      

Source: Own computations, source data was provided by Finstat. 

 
 For all companies within the section G, we computed predictors X1, X2, X3, 
X4, X5, REVENUES, LEGAL_FORM, AGE, and a binary indicator of bank-
ruptcy (0 if the company wasn´t bankrupt, 1 if it was). However, with 687 bank-
rupt companies and 213,244 non-bankrupt companies (see Table 2), the popula-
tion is severely imbalanced. To solve this problem, we decided to use the over-
sampling, rather than undersampling, approach. For this purpose, additional data 
were artificially generated with SMOTE algorithm. Because the validation of the 
model is based on actual data, we randomly split the original datasets into train-
ing and validation sets (at a ratio of 80:20) and apply the SMOTE algorithm only 
to the training set. For the our research we have using three scenarios of over-
sampling (see Table 3).  
 
T a b l e  3 

Impacts of the SMOTE Oversamplings on the Volume of Data 

 Original data Training 
set with 

oversampling 

by 300% 
(SMOTE) 

Training 
set with 

oversampling 

by 20,000% 
(SMOTE) 

Total 

companies 

Validation 

set (20%) 

Training 
set (80%) 

without 
SMOTE 

Bankrupt companies 687 137 550     2,200 110,550 
Non-bankrupt companies 213,244   42,649 170,595 170,595 170,595 
Total 213,931   42,786 171,145 172,795 281,145 
Bankrupt/Total     0.32%     0.32%     0.32%     1.27%   39.32% 

Source: Data from our experiment, computations conducted in AZURE Machine Learning Studio. 



1030 

 

 For the first one, used for the control purposes, there is no oversampling, and 
the training dataset contains 550 bankruptcy records and 170,995 entries for non-
bankrupt companies. In the second scenario, the number of bankruptcy records is 
synthetically increased by 300%. To 2,200 bankruptcy records and 170,995. For 
the third scenario, the number of bankruptcy records was increased by 20,000%. 
 
 
3.  Research Results 
 
 For the development of the model, we made 36 experiments, each one with 
different combinations of rates of oversampling (0%, 300%, and 20,000%), 
learning rates (0.00005, 0.0001, and 0.001), number of nodes (100 and 200) and 
learning cycles (100 and 2000). First, we started the experiments with the as-
sumption, that even for a highly imbalanced set of data, the model would be able 
to provide reasonable results, without any need for oversampling. To confirm 
this claim, we conducted 12 experiments (labeled as NOSMOTE) with over-
sampling rate of 0%, and various learning rates, numbers of nodes, and learning 
cycles (see above). The results of all four scenarios were the same (see Table 4). 
 
T a b l e  4 

Evaluation Metrics of the Model with No Oversampling 

 
TP FN TN FP Retention Accuracy Precision Recall Specificity F-score 

NOSMOTE 0 137 42,649 0 0.00% 99.68% 100.00% 0.00% 100.00% 0.00% 

Note: TP stands for true positives, FN for false negatives, TN for true negatives, and FP for false positives. 

Source: Data from our experiment, computations conducted in AZURE Machine Learning Studio. 

 
T a b l e  5 

Best Values of “1 – Retention” Metrics Achieved with the Given Threshold 

Threshold 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 
1 – Retention 0.106 0.015 0.056 0.088 0.123 0.149 0.009 0.014 0.022 0.029 

 

Threshold 0.22 0.24 0.26 0.28 0.30 0.32 0.34 0.36 0.38 0.40 
1 – Retention 0.029 0.047 0.057 0.066 0.077 0.088 0.100 0.112 0.126 0.139 

 

Threshold 0.42 0.44 0.46 0.48 0.50 0.52 0.54 0.56 0.58 0.6 
1 – Retention 0.152 0.166 0.179 0.193 0.206 0.222 0.237 0.254 0.273 0.294 

 

Threshold 0.62 0.64 0.66 0.68 0.70 0.72 0.74 0.76 0.78 0.80 
1 – Retention 0.314 0.183 0.201 0.119 0.128 0.138 0.150 0.162 0.175 0.189 

 

Threshold 0.82 0.84 0.86 0.88 0.90 0.92 0.94 0.96 0.98 – 
1 – Retention 0.189 0.224 0.247 0.273 0.307 0.351 0.134 0.199 0.191 – 

Source: Summary of the results of our experiments conducted in AZURE Machine Learning Studio. 
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0.64%

 
76.12%

 
N

D
 100, L

C
 2000 

137 
    0 

2,407 
40,242 

94.37%
 

5.95%
 

0.34%
 

100.00%
 

5.64%
 

0.68%
 

0.04%
 

N
D

 200, L
C

 1000 
137 

    0 
0 

42,649 
100.00%

 
0.32%

 
0.32%

 
100.00%

 
0.00%

 
0.64%

 
100.00%

 
N

D
 200, L

C
 2000 

137 
    0 

26 
42,623 

99.94%
 

0.38%
 

0.32%
 

100.00%
 

0.06%
 

0.64%
 

92.00%
 

.0001 

N
D

 100, L
C

 1000 
137 

    0 
42 

42,607 
99.90%

 
0.42%

 
0.32%

 
100.00%

 
0.10%

 
0.64%

 
87.39%

 
N

D
 100, L

C
 2000 

137 
    0 

2,851 
39,798 

93.34%
 

6.98%
 

0.34%
 

100.00%
 

6.68%
 

0.68%
 

0.01%
 

N
D

 200, L
C

 1000 
137 

    0 
0 

42,649 
100.00%

 
0.32%

 
0.32%

 
100.00%

 
0.00%

 
0.64%

 
100.00%

 
N

D
 200, L

C
 2000 

137 
    0 

40 
42,609 

99.91%
 

0.41%
 

0.32%
 

100.00%
 

0.09%
 

0.64%
 

87.96%
 

.001 

N
D

 100, L
C

 1000 
137 

    0 
49 

42,600 
99.89%

 
0.43%

 
0.11%

 
100.00%

 
0.11%

 
0.23%

 
85.45%

 
N

D
 100, L

C
 2000 

137 
    0 

14 
42,635 

99.97%
 

0.35%
 

0.03%
 

100.00%
 

0.03%
 

0.07%
 

95.61%
 

N
D

 200, L
C

 1000 
137 

    0 
86 

42,563 
99.80%

 
0.52%

 
0.20%

 
100.00%

 
0.20%

 
0.40%

 
75.87%

 
N

D
 200, L

C
 2000 

137 
    0 

80 
42,569 

99.81%
 

0.51%
 

0.19%
 

100.00%
 

0.19%
 

0.37%
 

77.35%
 

SMOTE 300%; LR: 

.00005 

N
D

 100, L
C

 1000 
136 

    1 
8,832 

33,817 
79.36%

 
20.96%

 
20.71%

 
99.27%

 
20.71%

 
34.27%

 
0.00%

 
N

D
 100, L

C
 2000 

136 
    1 

1,569 
41,080 

96.33%
 

3.98%
 

3.68%
 

99.27%
 

3.68%
 

7.09%
 

3.10%
 

N
D

 200, L
C

 1000 
137 

    0 
121 

42,528 
99.72%

 
0.60%

 
0.28%

 
100.00%

 
0.28%

 
0.57%

 
67.80%

 
N

D
 200, L

C
 2000 

137 
    0 

4,120 
38,529 

90.37%
 

9.95%
 

9.66%
 

100.00%
 

9.66%
 

17.62%
 

0.00%
 

.0001 

N
D

 100, L
C

 1000 
  45 

  92 
39,861 

2,788 
6.84%

 
93.27%

 
93.46%

 
32.85%

 
93.46%

 
48.61%

 
0.00%

 
N

D
 100, L

C
 2000 

  54 
  83 

39,125 
3,524 

8.56%
 

91.57%
 

91.74%
 

39.42%
 

91.74%
 

55.14%
 

0.00%
 

N
D

 200, L
C

 1000 
116 

  21 
27,563 

15,086 
35.58%

 
64.69%

 
64.63%

 
84.67%

 
64.63%

 
73.30%

 
0.00%

 
N

D
 200, L

C
 2000 

117 
  20 

26,774 
15,875 

37.42%
 

62.85%
 

62.78%
 

85.40%
 

62.78%
 

72.36%
 

0.00%
 

.001 

N
D

 100, L
C

 1000 
    8 

129 
42,601 

48 
0.43%

 
99.59%

 
99.89%

 
5.84%

 
99.89%

 
11.03%

 
0.00%

 
N

D
 100, L

C
 1000 

    8 
129 

42,583 
66 

0.47%
 

99.54%
 

99.85%
 

5.84%
 

99.85%
 

11.03%
 

0.00%
 

N
D

 100, L
C

 2000 
  12 

125 
42,233 

416 
1.29%

 
98.74%

 
99.02%

 
8.76%

 
99.02%

 
16.09%

 
0.00%

 
N

D
 200, L

C
 1000 

  52 
  85 

39,317 
3,332 

8.11%
 

92.01%
 

92.19%
 

37.96%
 

92.19%
 

53.77%
 

0.00%
 

Source: Sum
m

ary of the results of our experim
ents conducted in A

Z
U

R
E

 M
achine L

earning Studio. 

  
 



 
1032 
T

 a
 b

 l 
e 

 7
 

Im
p

a
ct

 o
f 

th
e 

S
m

o
te

 O
v

er
sa

m
p

li
n

g
 R

a
ti

o
s,

 L
ea

rn
in

g
 R

a
te

s 
(L

R
),

 N
o

d
es

 (
N

D
),

 a
n

d
 t

h
e 

L
ea

rn
in

g
 C

y
cl

es
 (

L
C

) 
o

n
 t

h
e 

E
v

a
lu

a
ti

o
n

  

M
et

ri
cs

 o
f 

th
e 

M
o

d
el

; 
T

h
re

sh
o

ld
 E

q
u

a
l 

T
o

 0
.9

8
 

T
h

re
sh

o
ld

 =
 0

.9
8
 

T
P

 
F

N
 

T
N

 
F

P
 

R
et

en
ti

o
n

 
A

cc
u

ra
cy

 
P

re
ci

si
o

n
 

R
ec

a
ll

 
S

p
ec

if
ic

it
y
 

F
-s

co
re

 
R

a
n

d
o

m
 p

ic
k

 

SMOTE 20,000%; LR: 

.00005 

N
D

 1
00

, L
C

 1
00

0 
13

5 
   

 2
 

9,
03

0 
33

,6
19

 
78

.8
9%

 
21

.4
2%

 
0.

40
%

 
98

.5
4%

 
21

.1
7%

 
0.

80
%

 
0.

00
%

 
N

D
 1

00
, L

C
 2

00
0 

13
7 

   
 0

 
15

,0
12

 
27

,6
37

 
64

.9
1%

 
35

.4
1%

 
0.

49
%

 
10

0.
00

%
 

35
.2

0%
 

0.
98

%
 

0.
00

%
 

N
D

 2
00

, L
C

 1
00

0 
13

7 
   

 0
 

2,
55

9 
40

,0
90

 
94

.0
2%

 
6.

30
%

 
0.

34
%

 
10

0.
00

%
 

6.
00

%
 

0.
68

%
 

0.
02

%
 

N
D

 2
00

, L
C

 2
00

0 
13

7 
   

 0
 

3,
33

7 
39

,3
12

 
92

.2
0%

 
8.

12
%

 
0.

35
%

 
10

0.
00

%
 

7.
82

%
 

0.
69

%
 

0.
00

%
 

.0001 

N
D

 1
00

, L
C

 1
00

0 
13

7 
   

 0
 

3,
95

5 
38

,6
94

 
90

.7
6%

 
9.

56
%

 
0.

35
%

 
10

0.
00

%
 

9.
27

%
 

0.
70

%
 

0.
00

%
 

N
D

 1
00

, L
C

 2
00

0 
13

6 
   

 1
 

11
,6

43
 

31
,0

06
 

72
.7

9%
 

27
.5

3%
 

0.
44

%
 

99
.2

7%
 

27
.3

0%
 

0.
87

%
 

0.
00

%
 

N
D

 2
00

, L
C

 1
00

0 
13

7 
   

 0
 

45
6 

42
,1

93
 

98
.9

3%
 

1.
39

%
 

0.
32

%
 

10
0.

00
%

 
1.

07
%

 
0.

65
%

 
22

.9
9%

 
N

D
 2

00
, L

C
 2

00
0 

13
7 

   
 0

 
2,

12
8 

40
,5

21
 

95
.0

3%
 

5.
29

%
 

0.
34

%
 

10
0.

00
%

 
4.

99
%

 
0.

67
%

 
0.

09
%

 

.001 

N
D

 1
00

, L
C

 1
00

0 
13

7 
   

 0
 

87
6 

41
,7

73
 

97
.9

5%
 

2.
37

%
 

2.
05

%
 

10
0.

00
%

 
2.

05
%

 
4.

03
%

 
5.

85
%

 
N

D
 1

00
, L

C
 2

00
0 

13
7 

   
 0

 
13

9 
42

,5
10

 
99

.6
8%

 
0.

65
%

 
0.

33
%

 
10

0.
00

%
 

0.
33

%
 

0.
65

%
 

63
.9

9%
 

N
D

 2
00

, L
C

 1
00

0 
13

7 
   

 0
 

1,
76

7 
40

,8
82

 
95

.8
7%

 
4.

45
%

 
4.

14
%

 
10

0.
00

%
 

4.
14

%
 

7.
96

%
 

0.
31

%
 

N
D

 2
00

, L
C

 2
00

0 
13

7 
   

 0
 

98
1 

41
,6

68
 

97
.7

1%
 

2.
61

%
 

2.
30

%
 

10
0.

00
%

 
2.

30
%

 
4.

50
%

 
4.

15
%

 

SMOTE 300%; LR: 

.00005 

N
D

 1
00

, L
C

 1
00

0 
11

4 
  2

3 
30

,2
52

 
12

,3
97

 
29

.2
9%

 
70

.9
7%

 
70

.9
3%

 
83

.2
1%

 
70

.9
3%

 
76

.5
8%

 
0.

00
%

 
N

D
 1

00
, L

C
 2

00
0 

13
3 

   
 4

 
14

,3
91

 
28

,2
58

 
66

.3
7%

 
33

.9
5%

 
33

.7
4%

 
97

.0
8%

 
33

.7
4%

 
50

.0
8%

 
0.

00
%

 
N

D
 2

00
, L

C
 1

00
0 

13
0 

   
 7

 
17

,3
80

 
25

,2
69

 
59

.3
8%

 
40

.9
2%

 
40

.7
5%

 
94

.8
9%

 
40

.7
5%

 
57

.0
2%

 
0.

00
%

 
N

D
 2

00
, L

C
 2

00
0 

12
5 

  1
2 

24
,8

71
 

17
,7

78
 

41
.8

7%
 

58
.4

2%
 

58
.3

2%
 

91
.2

4%
 

58
.3

2%
 

71
.1

5%
 

0.
00

%
 

.0001 

N
D

 1
00

, L
C

 1
00

0 
   

 0
 

13
7 

42
,6

47
 

2 
0.

32
%

 
99

.6
8%

 
10

0.
00

%
 

0.
00

%
 

10
0.

00
%

 
0.

00
%

 
99

.3
6%

 
N

D
 1

00
, L

C
 2

00
0 

   
 1

 
13

6 
42

,6
46

 
3 

0.
33

%
 

99
.6

8%
 

99
.9

9%
 

0.
73

%
 

99
.9

9%
 

1.
45

%
 

1.
27

%
 

N
D

 2
00

, L
C

 1
00

0 
  1

6 
12

1 
42

,2
51

 
39

8 
1.

25
%

 
98

.7
9%

 
99

.0
7%

 
11

.6
8%

 
99

.0
7%

 
20

.8
9%

 
0.

00
%

 
N

D
 2

00
, L

C
 2

00
0 

  1
7 

12
0 

42
,1

57
 

49
2 

1.
47

%
 

98
.5

7%
 

98
.8

5%
 

12
.4

1%
 

98
.8

5%
 

22
.0

5%
 

0.
00

%
 

.001 

N
D

 1
00

, L
C

 1
00

0 
   

 0
 

13
7 

42
,6

49
 

0 
0.

32
%

 
99

.6
8%

 
10

0.
00

%
 

0.
00

%
 

10
0.

00
%

 
0.

00
%

 
10

0.
00

%
 

N
D

 1
00

, L
C

 1
00

0 
   

 0
 

13
7 

42
,6

49
 

0 
0.

32
%

 
99

.6
8%

 
10

0.
00

%
 

0.
00

%
 

10
0.

00
%

 
0.

00
%

 
10

0.
00

%
 

N
D

 1
00

, L
C

 2
00

0 
   

 0
 

13
7 

42
,6

49
 

0 
0.

32
%

 
99

.6
8%

 
10

0.
00

%
 

0.
00

%
 

10
0.

00
%

 
0.

00
%

 
10

0.
00

%
 

N
D

 2
00

, L
C

 1
00

0 
   

 1
 

13
6 

42
,6

45
 

4 
0.

33
%

 
99

.6
7%

 
99

.9
9%

 
0.

73
%

 
99

.9
9%

 
1.

45
%

 
1.

58
%

 

So
ur

ce
: 

Su
m

m
ar

y 
of

 th
e 

re
su

lts
 o

f 
ou

r e
xp

er
im

en
ts

 c
on

du
ct

ed
 in

 A
Z

U
R

E
 M

ac
hi

ne
 L

ea
rn

in
g 

St
ud

io
. 

 
 



  

1033 
T

 a
 b

 l 
e 

 8
 

T
h

re
sh

o
ld

s 
M

in
im

iz
in

g
 R

et
en

ti
o

n
 u

n
d

er
 V

a
ri

o
u

s 
S

ce
n

a
ri

o
s;

 F
a

ls
e 

N
eg

a
ti

v
es

 K
ep

t 
L

es
s 

T
h

a
n

 2
 

 

 
T

h
re

sh
o

ld
 f

ro
m

 .
0

2
 t

o
 .
9
8
 

Scenario  
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 While the accuracy and specificity of these experiments were high, other 
measures (not to mention the common sense) indicated, that the model did not 
work. In fact, it wasn’t able to identify a single bankruptcy (out of 137 actual 
cases) in any of the of the 12 experiments. In other words, because the bankrupt 
companies account for less than 0.33% of all records, the model was unable to 
detect any pattern and instead labels all companies as non-bankrupt. As a result, 
we decided to conduct additional experiments with oversampling. Instead of 
simply replicating the exact copies of existing records, additional data is artifi-
cially derived from those records with the SMOTE algorithm. The results of the 
12 experiments with the oversampling rate of 300% and 12 with the oversampling 
rate of 20,000% are summarized in the next tables. Table 5 represents the values 
of the descriptive measures for the threshold equal to 0.50 (a standard value), 
Table 6 for the threshold equal to 0.98. Because each of the 24 of experiments 
has different parameters, they react to adjustment of threshold differently as 
well. For the selection of the best combinations of hyperparameters for a given 
threshold, we first filtered only experiments with true positives equal to 137 or 136 
(there have been 137 bankrupt companies in a training sample) and then selected 
the result with the lowest value of retention. See Table 8 for a summary of the 
optimal pairs of thresholds and various scenarios if the cap for the false nega-
tives is less than 2, and Table 5 for a summary of the best values of 1 – retention 
measure achieved with a given threshold. 
 

 

Conclusions 
 
 Following the result of the 36 experiments and former studies, we were able 
to confirm two underlying ideas.  
 First, under of condition of extremely imbalanced datasets, it could be extre-
mely difficult to achieve acceptable level of prediction power, even when artificial 
neural networks are employed in the prediction model. While this conclusion is 
not a result of the scientifically conducted analysis we proved, that it is true at least 
in some cases (thus rejecting the hypothesis of the absence of any problems).  
 Second, while the bankruptcy prediction model achieves poor results in terms 
of signal to noise ratio (there are too many false positive cases predicted) it could 
be still used as a preliminary classification instrument. If the model is generating 
too many false positives, but is able to keep the level of false negative under 
control (in our case, with a tolerance of 1 company out of 137 bankrupted com-
panies), all cases reported as negative would not require further, more detailed, 
time-consuming, and expensive analyses. For our experiments, the scenario with 
the threshold of 0.92, oversampling rate of 20,000%, the learning rate of 0.00005, 
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100 nodes, and 2,000 learning cycles (Table 8, Table 5, and Figure 1) achieved 
the best result, with the value of 1 – retention equal to 0.351.  
 
T a b l e  9 

Evaluation Metrics for the Combination of Parameters with Best Performance 

Treshold = 0.92 TP FN TN FP F-score 

SMOTE 20000, 0.00005, 100, 2000 137 0 15,012 27,637 0.98% 

Random pick Retention Accuracy Precision Recall Specificity 

0.00% 64.91% 35.41% 0.49% 100.00% 35.20% 

Source: Summary of the results of our experiments conducted in AZURE Machine Learning Studio. 

 
 Under this scenario, of the sample of 42,786 Slovak companies with 137 
bankruptcies and 42,649 non-bankrupt companies, the system was able to cor-
rectly identify 15,012 as non-bankrupt. Because there weren´t any false nega-
tives, the number of companies which have to be subsequently assessed is equal 
to 27,774 (137 true positives + 27 637 false positives). Even though this number 
is still extremely high, the model results in significant decrease of the analyses 
which would be otherwise required by 35.1%. Value of the Random pick variable 
(see Table 9) represents the probability of randomly picking 137 bankrupted com-
panies (out of 137) in a sample of 27,774 entries from the population of 42,649 
records. In our case, the probability is almost zero, being equal to 1.73×10-26. 
 There are few closing remarks. First, we intentionally rely on of the most 
rigid definition of bankruptcy. The company is flagged as actually bankrupt only 
if it has been declared as so by the court in accordance with the law. As a result, 
while the amount of available data for training was decreased, we have also re-
duced the risk of inconclusive results. Besides, we skipped the data that were 
corrupt (e.g. erroneous from the point of view of accounting). While the inclu-
sion of such data could enhance the number of positive cases in a population, we 
believe, that such data are red flags of the financial problems on themselves (not 
to mention, that they could taint the overall learning process of the ANNs). Ad-
ditionally, data from bankrupt companies covering the periods two years before 
the declaration of bankruptcy (or earlier) were not taken into consideration, be-
cause of their Schrödinger´s nature. Also, changing the parameters of our model 
(or any ANN-based model, for that matter) could result in finding a local, rather 
global, optima (see Figure1 and Table 8). Hence there is a risk of fast jumping to 
a conclusion, without taking in account combinations of other parameters and/or 
inputs which could further improve the predictive power of model. 
 Finally, the performance of the model could be increased by either taking 
more risky strategies (e.g. by allowing more false negatives) and/or by factoring 
in the estimated individual costs of false positives and false negatives.  
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F i g u r e  1 

Impact of the Level of Thresholds on the Best Achieved Values of the “1 – Retention”  

Metric 

 
Source: Summary of the results of our experiments conducted in AZURE Machine Learning Studio. 
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