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Sergey Subbotin - Andrii Oliinyk - Vitaly Levashenko - Elena Zaitseva*

DIAGNOSTIC RULE MINING BASED ON ARTIFICIAL IMMUNE
SYSTEM FOR A CASE OF UNEVEN DISTRIBUTION OF CLASSES

IN SAMPLE

The problem of development automation of classification rules synthesis on the basis of negative selection in the case of uneven distribution

of classes in the sample is solved. The method for the synthesis of classification rules on the basis of negative selection in the case of uneven

distribution of class instances of sample is proposed. This method uses a priori information about instances of all classes of the sample. The

software implementing the proposed method is developed. Some experiments on the solution of practical problem of gas turbine air-engine

blade diagnosis are conducted.

Keywords: Artificial immune system, instance, negative selection, classification, recognition error, sample.

1. Introduction

Process of building decision models for non-destructive
testing, for technical or medical diagnostics, and for pattern
recognition is a topical task [1-4]. The situation when most
data of a training set belong to one class is typical for such
a process [5 and 6]. We have to develop new models for object
formalization or process descriptions. One of the perspective
approaches for developing such models is based on conception
of artificial immune systems [7-9]. This model can be created
based on one class. The difference between numbers of instances
belonging to different classes is significant in this case. Then
the usage of artificial immune systems with negative selection is
proposed in [10-13]. These systems involve the construction of
a set of detectors (computational elements) that are capable of
recognizing unknown instances [14-16]. This approach allows to
detect anomalies or random variations in diagnosed objects [7
and 10], and to recognize instances of “non-self” classes (classes
of objects which are not represented in the training set) [8, 12 and
15]. There are well known methods for the synthesis of artificial
immune systems based on the negative selection [8-16]. These
methods generate an exhaustive number of detectors (the possible
solutions) and employ instances with one class only. Instances
with other classes are not taken into account. Moreover, these
methods have got high requirements for computing resources.

Consequently, the development of methods for the synthesis
of artificial immune systems on the basis of negative selection,

* 1Sergey Subbotin, 'Andrii Oliinyk, *Vitaly Levashenko, Elena Zaitseva

which are free from these disadvantages, is a topical problem.
In addition, the diagnostic models based on artificial immune
systems have a low level of generalization. The detectors (rules)
of the immune system are easy to understand. However, because
of the low level of generalization, a detector system has a large
dimension. It is difficult to understand and analyze by human,
which generally leads to reduction of interoperability of the
diagnostic model.

So, the purpose of this paper is to develop a method of
classification rules synthesis on the basis of a set of detectors.
These rules handle data of a training set with a significant
difference in the number of instances which belong to different
classes.

2. Problem statement

Let us assume that there is a training set S =< P,T >,
where P is a set of input parameters (features) of an objects and
set T'is a set of values of the output parameter. Set Pis represented
as a matrix P = ( pq,,,)QM, where pg» is a value of the m-th
feature of ¢-th instance in the set S. Variable m is a feature of
the object (m =1, 2, ..., M). Variable ¢ is a number of instance
(object) in the sample S(g = 1, 2, ..., Q). Value M is measure of
cardinality of features of set S; Q is a cardinality of instances
on set S. Set of values of the output parameter is represented
as a vector 1 = (l‘q)Q, where #, € T is a value of the output
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parameter of ¢-th instance; T’ is a set of possible values of the
output parameter (usually in problems of non-destructive quality
control and pattern recognition a set T’ consists of two elements
T = {t 6, t 1} determining class of suitability of object, such if
t, = t then gth object is considered unusable, if 7, = £ it is
usable, suitable etc.).

The number of instances of the sample of one class (for
example, instances of the class 7, = #1) is significantly different
from the number of instances of another class, which is defined

by (1):
OSN,(,:,{, << Nn,:r’n (1)

where N,—; and N, are the numbers of instances of the
sample S =< P,T >, the value of the output parameter f, of
which are equal to #¢ and 71, respectively, N,,—; + Ni,—n = Q.

Then, on the basis of a training set S =< P, T > it
is necessary to generate a set RB = {rule rule,..rule,} of
productions P —T, that allows to provide an acceptable level of
recognition error E. This error E is defined as the ratio of number
of incorrectly recognized instances N, to the total number of
instances Q (2):

Ner
. 2
0 (2)

E=

3. The method of classification rule mining based
on negative selection

As noted above, the known methods of negative selection
[8-16] have got such disadvantages as the generation of the
exhaustive number of detectors, the usage of information of one
class instances only, low interoperability of synthesized set of
solutions of detectors etc. In addition, most methods based on
the principles of negative selection as detectors used hypersphere
with a fixed radius. This radius determines the area of feature
space covered by the detector. The choice of the radius of the
hypersphere-detector is a very complex task. It can be explained
by the fact that for large values of the radius recognition
accuracy is reduced and for low values the number of generated
detectors increases. It lowers the generalization properties of
the synthesized model in a form of set of detectors of artificial
immune network.

These disadvantages necessitate the extension of essential
requirements to the computer resources. It decreases the speed
of solutions search and in some cases does not allow to find an
acceptable solution. To eliminate these drawbacks it is advisable
to use the method of classification rules synthesis on the basis of
negative selection in the case of uneven distribution of instances
of the sample classes. In this method is used:

* known information about instances of both classes

T = {tﬁ,ti} in generating the set of detectors
AB={Ab1,Ab2,...,AbN,\h}. It is forming a set of
detectors with high approximation and generalizing properties;

¢ information about individual significance V' of features p . It
is eliminating irrelevant and redundant features of the sample
S=<P,T>;

* a hypercube of maximum possible volume as a form of
detector. It is a contrast to known methods of negative
selection, in which a hypersphere is used as a form of
detector. This hypercube allows to eliminate the necessity
of solving a resource intensive problem of search of optimal
radius of hyperspheres of detectors.

Evaluation of the significance of features p, with respect to
the output parameter 7'is the initial stage of the proposed method.
It allows to identify and to exclude irrelevant features from further
consideration, thereby reducing the search space and time of the
method.

As noted above, in this paper we consider the problem
in which the initial sample S =< P,T > is characterized
by a discrete number of classes T = {l‘('), t;}. Therefore, to
estimate the significance V of features p it is advisable to apply
different criteria. These criteria allow to carry out an assessment
of significance of features with respect to a discrete output
parameter T [2, 4 and 17-22]. We propose to use entropy as an
essential criterion [4 and 17]. The entropy reflects the degree of
uncertainty of the state of the object. This criterion is calculated
as:

Nint(pm) Nin(T)

o) p<pm,z,>1ogzp<pm,a)), @

NP
where p(pm,l) = %)

value p ~of instances in the sample S gets to the m-th range

is a probability of that the feature

of values; N ( p,,m) is a number of instances in the sample S,
the values of the m-th feature belong to the n-th interval of its
range; Niw(y,) is @ number of intervals into which the range
of the m-th feature is divided; Ny (T) is a number of possible

values (intervals into which the range of values is divided) of the

N(pmmtl)

N(pmn)
probability that the value of the output parameter 7 is equal to ¢,

output parameter 7; p( Doy b ,) = is a conditional
(will be in Kth interval 7) provided that the m-th feature p gets to
the n-th interval p_: N ( Doy ,) is a number of instances of the

sample S, whose value of output parameter 7'is equal to 7, (belong
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to [-th interval of the range of change 7)) with the proviso that the
value of m-th feature belongs to n-th interval p .

Features p with values of the individual significance below
minimum (Vm < Vmin), are considered uninformative and are
excluded from the sample S =< P, T >.

We propose to estimate the relationship of features as the
significance of one of them in relation to another. It allows to
identify groups of interdependent features. Only one highly
informative feature is saved in each of these groups. Other
features can be excluded from further consideration. Because
these features are redundant, they complicate the synthesis
of diagnostic models and reduce their interoperability. The
evaluation of the significance V  is provided by the use of the
entropy in (3). We believe that one of the features p, is output
parameter 7 (interval of feature values, which is considered as
an output parameter p,. This interval is split into N, (T) discrete
intervals). After that the analogous features are excluded from the
sample S (if the value of the mutual significance V ,is more than
the maximum permissible V. >V ).

Next, a set of detectors (structures that can determine
whether the estimated instance belongs to a particular class) is
built. The use of the principles of negative selection detectors for
the class 77 = 1 can detect unknown instances. Some of these
instances do not belong to the relevant class 71 [9, 11 and 13].

So, we form a set of detectors, which takes two output parameter
values 7 (class “self”) and 7 (class “non-self”). It is necessary
for making samples S, and S, from S =< P,T >. We are using
instances belonging to classes 11 and 9. S, =< P,T =1t >
(sample of “self” instances) and S} =< P,T = t; > (sample
of “non-self” instances) is true in this case.

Thereafter, the first candidate in detectors Ab, =< Abmin,
Ab \max >E AB, is created. In this case Abimn = {Abnmi,.,
Ablzmm, eey Ab lei,,}and Ab Imax — {Ab 1 |max,Ab12max, ey
Ablegx} are the sets of minimum and maximum values of the
m-th features in the candidate detector Ab,. We would like to note
that ADyyn = N (Pan ). Abrnmse = mMAX_ (Pyn).m =
1,2,...M. Q, is the number of instances in the sample S . This first
candidate in detectors 4, is presented in the form of a hypercube.
Set 4B, of detectors AB, is formed based on the set of “self”
instances S| and it allows to detect “non-self” instances, i.e. those
instances that do not belong to the class ¢ 1.

We detect correspondence of every n-th instance s, in the
sample S| =< P,T'=1t, > to candidate detector Ab, based
on (4):

eq(Aby,s,) =
1,(2 {1 ‘(Abkmm]n < pqm) /\ (Abkmmax < pqm)}> = M, (4)
m=1
M.

O,(Z {1 ‘(Abkmmin < pqm) /\ (Abkmmax < pfl’”)}> 7I: )
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M
where  sum Z{l |(Abkmmm < Pan) A Ab ey < pq,,,)}

m=1
determines the number of corresponding feature

of ¢-th candidate 4,,. If

M
1,(2{1 ‘(Abkmmin < pqm)/\<Abkmmax < pqm)}) = M9

m=1

then it is considered that an instance S, =< Py, f; >

values p instance to

corresponds to the candidate detector 4b,. In other words,
this instance is located within the space of a hypercube with
coordinates  Ab i = { Ab11ins AD 121y .., AD1igin ) and
Ab i = {Abnmax,Ablzmux, .. -,Ableax}~

If there is at least one instance S; =< Dgm, 4 = 1 >e S,
with eq(Aby,s,) =1, then the candidate 4, is activated
by comparison with the instance S. This candidate cannot be
a detector. Therefore, when the condition (5) is true, then the
stage of additional training of the candidate Ab, is performed.

3s, €S : eq(Aby,s,) =1 (%)

The purpose of this stage is the conversion of the candidate
detector 4b,. This conversion needs to eliminate instances
S, which activate the candidate 4b,. One of the features
Abin =< Abumin, Abimmex > is selected for this purpose.
Candidate detector Ab, should coincide with an instance 5,
according to this feature. Next, one of the boundary values of
the m-th feature of candidate 4,, is transformed. New boundary
values equal: Abyumin = Py + M (ABimas — Absmin) if value
rmd > 0.5 or Abuums = Pon— i (Absmas — Abinmin) if
value rnd < 0.5). The value rnd is calculated as a randomly
generated number between [0;1): rnd = rand[0;1). The volume
of the hypercube 4b, decreases based on this transformation.
It is explained that an instance 5, is located outside the space
described by the candidate for detector 4b,. Ratio 77, is defined
by user as a parameter of the method. We define this ratio in the
range of 77, € (0; 1]. This ratio influences the distance between
instances of the sample S, and hypercube detector Ab, directly.
The higher value of the ratio corresponds to the greater distance.

Candidate detector 4b,, is re-checked with every instance
in the sample S, by the condition (5) after conversion of the
boundary values of one of the features. When the condition (5)
is true then we have to re-transform the boundary values of one
feature of the candidate Ab,. This process will be repeated until
the condition (5) is fulfilled.

We search examples s, in set Si =< P,7'=1, > which
activate candidate Ab,. If these examples are absent then the step
of fitness assessment of the candidate 4b, for generalization is
started. The set of detectors AB, = {Abl,Abz, VAD NM}
is created by using the principles of negative selection. This set
allows determining the identity of instances 5, to the same class
with high accuracy [10-16]. So, we use expressions (6) and (7) as

COMMUNICATIONS 3/2016 5
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evaluation criteria of ability of the detector 4b, for generalization
of the data:

f: Abimx — Abion min

pmmax - pmmin ’ (6)
m=1
(Abkmmax - Abkmmin)

M
[T (Pomss = Do)

m=1

e §|~

G, (Ab,) == , (7

where P umin = 12 _____ (qu) and Pomin = rlnzax (qu> are
minimum and mammum values of the m-th feature in the sample
S

Criteria (6) and (7) represent the part of search space
which is covered by the detector. Criterion G, ( Aby) shows the
average fraction of coverage by the detector space in each of M
dimensions of the feature space. Criterion G (Abk) shows the
volume part of the covered space. The values of these criteria
influence the size of the search space which covers this detector.
The greater values correspond to a greater part of the search
space. Consequently, if the criterion for evaluating the quality of
generalization G (Aby) is above the threshold G_, then the
candidate Ab, has a high generalization capability. This candidate
can be added to the set of detectors AB, = AB, U {Abk}.

The creation of new candidates 4b, is carried out until the
termination criteria are satisfied. These criteria can be used
as follows: recognition accuracy E(S), the achievement of the
maximum number of detectors (N w=|AB | >N Ahmax), the
excess of the limit of search time (t >t mx), etc

The set of detectors AB, = {Abl,Abz,.. Abw} was
generated by using negative selection. This set describes the
region of the search space S 1. The space S, | is complementary to
the region of space in which there is a set of “self” instances S,.
The set AB, = {Abl,Abz, ..., Ab m} is characterized by high
approximation and generalization capability.

Similarly, a set of detectors AB, for the set S can be created.
However, there are tasks with the uneven distribution of class
instances in set S =< P,T >. Problems with the creation
of detectors, which adequately reflect the space of instances
S,, may occur in these tasks. In particular, the detectors 4b, in
a form of hypercube with too large volume can be generated.
These detectors cannot be able to summarize the data adequately.
This is due to the insufficient number of instances in the sample
$,(0,<<0,)).

Therefore, we propose to calculate information on the size
of the detectors which built on the basis of sample S,. This
information will also be used for generation of detectors for
instances S.

These detectors will show information about the presence of
instances of the sample S, in the hypercube. Information about
their absence is not shown in this case. It is an essential difference
of the proposed method from the approach based on classic
negative selection. These detectors will be fully consistent with

the detectors built previously for the sample S, based on negative
selection. These detectors will contain information about areas of
the search space in which items S, are not arranged.

Detectors 4b,® of sample S are generated so that their
centers correspond to the coordinates of instances S =< Pym,
t =1, >€ S, of sample S, As the metric for estimation of the
coordinates of detectors 4b,” we used average detector length
that can be considered as normalized Manhattan distance. The
size of their hypercube edges correspond to the same sizes of
detectors created on the basis of the sample .

Consequently, the coordinates of the detector
ABY) =< A ABY) . > are determined using (8) and
9):

Abgc(r)n)min = pkm - %AAbm, (8)
Abgc(r)n)max = pkm - %AAbm, (9)
where AAb,, is an average length of the edges of detectors

AB, = {Abl,Abz, ...,AbN\h} which were created on the
basis of the set S,. Value AAb,, was calculated on the basis of

the information about detectors AB, = { Ab,,Ab., ..., Aby,}
by (10):
AAb NABM (kz; mz:l Abkmmax Abkmmm)) (10)

Then, the comparison of the generated detectors 46, to
the instances of sample S| is performed by (4). If the condition
(5) is true then the detectors 4h® are converted similarly to
the above stage of additional training. Then the value of one of
criteria G(4b,?) is calculated. This criteria estimates the ability of
detector to generalize the data. If its value is above the threshold,
the detector 46, is added to the set ABy = AB,U {Abio)}.

Thus the set of detectors 4B, is generated. Both set AB and
set 4B, describe the area of the search space S. This space is
complementary to the region of arranging instances S,. Therefore,
a recognizing model can be represented as a set of detectors
AB = AByUAB,. These detectors permit to recognize
membership of unknown instances §;, =< p;,,,, ty > S to the
class of “non-self”, i.e. to refer them to the class o : f, = £;.

Lets us improve the level of interoperability of the synthesized
recognition model which was presented as a set of detectors
AB = {Abl,Abz, ...,AbN,\,)}. A set of classification rules
PR, : P. — T, based on a set AB is formed for this goal. Note
that the left part P of the implication is a set of conditions (11):

f (pl e [Abklmin;Abklmax]) /\ (pZ e [Akamin;Akamax])
/\ <pM e [Abkain; Abkaax])
The right part T’ contains the value of the output parameter 7'
when performing an rth set of conditions P (11).

When generating a set of rules PR to the rules P
antecedently, include only the boundaries of

(11)

we  will
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features for which they are not the limit values, i.e.,
Abuin # M0 (pn)  and  Abym # ) max (po).
For example, the rule PR, is created for detector
Ab={<5,7>,<8.p, . ><P, s Py >,<4,6>]. This rule has the
following structure:

it (p>5Api<T)A(p.>8)A(p:>4Api<6)

then the instance corresponds to the class of “non-self” (T # 1 )

The upper limit of feature p, and feature p, has not been
included in the rule explicitly. Because the corresponding values
of the detector do not affect the quality of recognition. In
addition, the exclusion of such values from the rule PR, reduces
its complexity. Interoperability and comprehensibility of the rule
will be increased from the other side. So, classification rules
based on each detector 4b, are constructed. So, a set PR of N,
classification rules PR, | P, — T, has been created with the
using of proposed approach.

The proposed method for the classification rules synthesis is
based on negative selection approach. This method is oriented
to the case of uneven distribution of class instances of sample in
generating a set of detectors. The proposed method uses known
information about instances of all classes of the sample. It also
takes into account information about the individual significance
of features. A hypercube of maximum possible volume is used as
a form of detector. It allows to exclude irrelevant and redundant
features from the sample, thereby reducing the search space and
time of the method implementation. As a result, a set of detectors
with high approximation and generalization capability is formed.

The proposed method increases the generalizing properties of
the synthesized model by reducing the number of detectors and
conditions of antecedents. This method improves interoperability
of the model, reduces its dimension (structural and parametric
complexity) and volume of the used memory. All of these
improvements increase the model performance with sequential
computation.

4. Experiments and results

A computer program has been developed for implementation
of the proposed method of classification rule synthesis based on
negative selection. This software is oriented to the verification and
analysis of different characteristics of this method. This software
deals with a blade diagnosis of an aircraft engine gas turbine [23].
The blades of gas turbine were characterized by the values of the
power spectra of damped oscillations after impact excitation.
These values of the the power spectra are used as input features.
Classes of blade quality were defined with the help of experts:
undamaged and defective (potentially dangerous). Each blade
was described by 10240 characteristics of the power spectrum of
damped oscillations. Artificial features were constructed to reduce

COMMVINICIONS

the search space based on these characteristics. A set consisting
of 80 artificial features was obtained based on this reducing.

The resulting sample S =< P, 7T > does not have statistical
representativeness, because it does not display the actual frequency
distribution of classes. Really, the number of undamaged blades
is substantially greater in the general population than the number
of defective blades. These defective blades (l‘q =1 {) in the
sample represent typical cases of nonconformity, which provides
a topological representation of defective blades in the sample. All
the possible cases of the class of undamaged blades (l‘q =1 f,)
cannot be present in a sample from a practical point of view.
Therefore, it is necessary to build a diagnostic model for aircraft
engine blade class recognition based on the available sample
S =< P,T > with uneven distribution of instances of classes.

The sample S=<P,T>
characterizing defective (potentially dangerous) blades and 72
instances representing undamaged blades. The proposed method
for the synthesis of classification rules was compared with the
existing methods of negative selection. These methods synthesized
a set of detectors based on “self” instances S| € S of the sample
only. Therefore, the problem of blade diagnosis of gas turbine of
aircraft engines was solved with the proposed method two times:
+ using a subsample S; €S, which contains information

about defective (potentially dangerous) instances (“self”)

only;
+ using all the original samples S =< P,T >.

contains 42 instances

Experimental investigation of characteristics of the proposed
method has been compared with other methods of negative
selection.

The first part of experimental results is given in Table 1.
This table contains next values. Column N, describes a number
of iterations of the method. Column ¢ contains calculation time.
Misclassification error on the training data S =< P,T >
indicated at column E. Column E, contains misclassification
error of the test data. Columns P,,—s/,—nn and Pr,—r,-n
indicated probability of misclassification. So, value P ,—s/,-n
is error probability of assignment to class “self” (t =1 {) when
the instance actually belongs to a class of «non-self» (l‘q =1 6)
. Similarly, value P, ;- is error probability of assignment
to class “non-self” (l‘q = té) when an instance actually belongs
to a class of «self» (tq = t;). These probabilities are calculated
using (12) and (13) respectively:

Nz.n,:/i/z‘,=u’>
Ni=n
1L1g=1b

Pr,n,:zi/n,:r(» = (12)

Nt.tq:tb/tq:£'1
N ttg=t1 ’

These expressions contain next variables. Variable N, -z,

is a number of instances of the test sample recognized as “self”
(Z =1 ;) but actually belonging to the class of «non-self»

Pt‘t(,:tb/tq:ti = (13)
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(l‘q = té). Variable N,;-4 is a number of instances of the
test sample belonging to the class of “non-self” (Z =1 6)
Variable N,;,—su,-« is a number of instances of the test sample
recognized as “non-self” (l‘q = té), but actually belonging to
the class of «self» (l‘q = t{). Variable N, is a number of
instances of the test sample belonging to the class of “self”

(l‘ =1 {) Test sample contains 273 instances. The subset of 261

instances from them belongs to the class 7, = to (undamaged

products) and the subset of next 12 instances belongs to the class
t,=1 1 (defective instances).

The second part of experimental investigation compared the
proposed method with other classification methods. The above-
described problem of blade diagnosis of a gas turbine of aircraft
engines [23] was solved by these methods. Several different
models of this problem were obtained based on these methods.
We analyzed the next classification models:

* a model in form of classification rules synthesized by the
proposed method MPRSBNS;

* a feed-forward neural network which has been trained by
using error back-propagation. This network consists of three
layers of neurons. The first layer of the neural network has five
neurons, the second has three neurons and the third layer has
one neuron only. Neurons in the first and the second layers
have got a logistic sigmoid activation function. In the third
layer a single neuron has got a threshold activation function;

* amodel in form a set of detectors constructed by the method
MMD [16].

The whole training set of 114 instances was used for
experiment investigation of the first and the second models. This
training set included (a) a subset of 42 instances characterizing
defective blades and (b) a subset of 72 instances representing

undamaged blades. Part of the sample (S, € S) was used for

constructing the third model based on a set of detectors using the

method MMD. We had to do it because this method deals with
instances of one class only.

Some criteria of these models have been calculated for
analysis. The results of calculation are given in Table 2. We
analyzed the next criteria of such classification models:

o Npmm is a criterion determining the parametric complexity of
the model. This criterion is calculated as the number of model
parameters. In particular, the total number of parameters
Ab,, . and 4b, for the first and the third models; and the
total number of adjustable parameters (weight coefficients)
for the second model;

« criteria E, E, Pii,~in,-0 and Pi;,~n,-q were described in
Table 1.

5. Discussion

Table 1 shows that the misclassification error values E
produced by the method MMD [16] (£=0.018) and by the proposed
method MPRSBNS (£ =0.026 and £ =0.009) are acceptable. The
low recognition errors of these methods were provided by the
wide coverage of field of “self” instances S, € S by synthesized
detectors. The proposed method MPRSBNS synthesized a set
of detectors based on instances of all classes of the sample
S =< P,T >. This method provided more acceptable results
(E=0.009) compared to a set of detectors synthesized using “self”
instances S; € .S (£=0.026) only. Method RNS [13] and model
V-Detector [ 14 and 15] had less acceptable misclassification error
value E (E = 0.070 and E = 0.035, respectively). This fact indicates
that synthesized detectors do not cover the area of “self” instances

Results of the first part of experiments Table 1
Method N, | N, | tms E E Poi=vi=0 | Prota=on=st
Real-Valued Negative Selection (RNS) [13] 207 | 50 | 27.3 | 0.070 | 0.136 0.126 0.333
Model V-Detector (MVD) [14, 15] 41 | 50 | 24.1 | 0.035 | 0.077 0.069 0.250
Method with masking of detectors (MMD) [16] 19 | 14 | 132 | 0.018 [ 0.055 0.054 0.083
Method of classification rules synthesis on the basis of negative selection 20 12 | 12.1 | 0.026 | 0.037 0.038 0
MPRSBNS (using sample S; € §)

Method of classification rules synthesis on the basis of negative selection 31 19 | 13.7 | 0.009 | 0.011 0.011 0
MPRSBNS (using sample S =< P,T" >)

Results of the second experimental part. Comparison of different classification models Table 2
Model E E Pii=viiig=n | Puty=toir=n
Model as a set of classification rules synthesized by the proposed method MPRSBNS 652 0.009 0.011 0.011 0
Feed-forward neural network 427 0.018 | 0.070 0.065 0.167
Model of a set of detectors constructed by the method with masking of detectors 804 0.018 0.055 0.054 0.083
MMD [16]
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S1 € S. The experimental results show that the method RNS
[13] and the model V-Detector [14 and 15] generate the largest
number of detectors (N,= 207 and N, = 41, respectively). It
increases the learning time 7 and computational costs of computer
resources. The time of calculations is not so important criterion
in the experiment. Accuracy of prediction (criteria E, ) TA—
and P.;,—4u,-4) is more important. Method MMD [16] and
the proposed method MPRSBNS (using sample S; € S)
generated significantly fewer number of detectors (N,,= 19 and

N = 20, respectively). It indicates a more efficient operation of

these methods. In particular, the method MPRSBNS uses a priori

information about the significance of features at the initial stage.

This method eliminates from further consideration irrelevant and

redundant features that can reduce the search space and create

a set of a small number of detectors based on highly informative

features with a high approximation and generalization capability.

Criteria E, Pi,~,-n and P;,-;u,-q were used for the
analyzing of properties and characteristics of the investigated
methods. These criteria describe misclassification error and
the probability of making a wrong decision based on test
data. Misclassification errors of models synthesized by the
proposed method MPRSBNS and methods [13-16] are shown
in Table 1. These errors have been calculated on test data E.
Misclassification error of the proposed method MPRSBNS
is significantly lower than the error of other known methods
(E,=0.136, E = 0.077 and E = 0.055 for the methods [13, 15 and
16], respectively). It can be explained by using the characteristics
G(4b,). These characteristics allow to evaluate the ability of the
detector for the generalization of data. The proposed method
MPRSBNS allowed to reach misclassification error E = 0.037
(using a part of the sample S, & ) and E = 0.011 (using the full
sample S =< P,T >).

It is important to note the specificity of the solved problem
of blade diagnosis. An error of assignment to “non-self” class
(l‘ =1 6) has a very high cost when the instance actually belongs
to a «self» class (l‘q =1 {) This error has been evaluated by
criterion P, . This is due to the fact that the classification
of defective blades to the class of undamaged can cost human
lives. The test data has zero error probability P, -~ for the
proposed method MPRSBNS (see Table 1). This fact indicates
high efficiency of the proposed method for solving such problems.
The zero level of error probability P,,-su,- by using the
proposed method is explained by:

» a high level of coverage of typical instances of class f, = 1.

This coverage was made by generated set of detectors

AB = {Abl,Abz, ...,Abm,}. Note that this set of

detectors was obtained using a priori information about the

importance of features;

e a high generalizing ability of synthesized set of detectors.
That is caused by the use of the criteria (6) and (7). These
criteria allow to estimate ability of the detector to the data
generalization.

COMMVINICIONS

The number parameters Nmm of the model synthesized
by the proposed method (Np = 052) 18 less than a similar
model constructed by the method MMD [16] (Nmm= 804) (see
Table 2). This is due to the fact that when using the proposed
method, the average size of the generated detector is less. Such
reduction can be explained that a priori information of feature
significance is used during the process of negative selection.
It allows to exclude from further consideration irrelevant and
redundant features that complicate the process of synthesis of
diagnostic models and reduce their interpretability. Thus, the
model synthesized by the proposed method MPRSBNS is more
simple and straightforward compared to the model created by the
method of [16]. Approximation and generalization capabilities
of the model synthesized by the method MPRSBNS are also
higher. This fact is confirmed by the values of the criteria E, E,
Pr,tl,:zi/z(,:r(» and Pr,tz,:m/n,:r'p

The comparison of the model synthesized on the basis of
MPRSBNS method and the neural network model allows next
to conclude. The model constructed by the proposed method
has higher generalizing and approximation abilities (criteria E,
E, P\t~ and Pi;,~ - ). However, the number of model
parameters constructed by the method MPRSBNS (Nmm= 652)
is greater than in the neural network model (Np o= 427). It can
be explained by representation of neural network as a set of
neurons interconnected in a certain way and characterized by
weighting coefficients as adjustable parameters. And each neuron
corresponds to a function of many arguments. At the same
time, this neural network model is difficult enough for human
perception. The model as a set of classification rules synthesized
by the proposed method is more intuitive in comparison with
the neural network model. Really, classification rules of the form
“if condition, then action” are much more understandable and
human-readable than a set of coefficients that reflect the degree of
neuronal connections in the neural network model.

Thus, the results of experiments showed that the proposed
method due to the usage of a priori information and exclusion of
irrelevant and redundant features of the sample makes it possible
to reduce the search space and time of execution. Proposed
method allows to synthesize classification models in a form of
a set of detectors with high approximation and generalization
capabilities. Also by reducing the number of detectors and the
conditions in antecedents it increases interpretability of the
model, reduces its dimension and, therefore, the size of the used
memory.

6. Conclusions
In this paper we solve the problem of automation of

classification rule synthesis based on negative selection for the
case of uneven class distribution in the sample.
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The developed method of classification rule synthesis based
on negative selection uses a priori information about instances
of all classes in the sample at detector set generation. It also
takes into account information about the individual feature
significance. A hypercube of maximum possible volume is used as
a form of detector. It allows to exclude irrelevant and redundant
features from the sample, thereby reducing the search space and
time of execution of the method, as well as to generate a set of
detectors with high approximation and generalization capability.

reduces its dimension, size of used memory and improves the
model performance for the sequential computation. It is obtained
by increasing the generalizing properties of synthesized model by
reducing the number of detectors and conditions of antecedents.

An experimental study of the proposed method and its
comparison with the known analogues is performed. A practical
task of diagnosing the vanes of gas turbine of aircraft engines has
been solved. The mathematical approach proposed at [24 and 25]
can be used for reliability analysis of the proposed solution.

The proposed method improves interoperability of the model,
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Jaroslav Janacek - Marek Kvet*®

MIN-MAX ROBUST EMERGENCY SERVICE SYSTEM DESIGN

This paper deals with the emergency service system design using the weighted p-median problem formulation. In such systems, not only

the disutility of an average user is minimized, but also the disutility of the worst situated users must be taken into account. To cope with both

objectives, we suggest a composed method. In the first phase, the disutility of the worst situated user is minimized. The second phase is based on

the min-sum approach to optimize the average user’s disutility. To formulate the mathematical models, the radial approach is used mainly for

its excellent performance characteristics. Within this paper, we concentrate on effective usage of the radial approach to develop an algorithm for

robust emergency service system design. A robust service system design is usually performed so that the design complies with specified scenarios

so that the maximal objective function value of the individual instances corresponding with particular scenarios is minimized. To find the value

paid for making the system resistant to catastrophic events, a new conception called the price of robustness is introduced.

Keywords: Emergency service system, min-max approach, radial formulation, robustness.

1. Introduction

Emergency service system design for a given road network
in serviced area locates limited number of service centers at
positions from a given set of possible locations to satisfy future
system users’ demands for service in case of emergency [1].
Different objectives can be applied on the design. A traditional
one is minimal disutility perceived by an average user. In such
a case, the perceived disutility is assumed to be proportional to
the distance of a user location from the nearest located service
center and then, sum of distances from particular system users
to the nearest located service center is minimized. Such objective
is referred to as min-sum criterion and is broadly used in private
service system designs, where service delivering is provided and
paid by system owner. In contrast to the private systems, users of
an emergency public service system share cost of the system by
paying tax, which approves them to claim the equal or fair access
to the provided service. In general, the fairness emerges whenever
limited resources are to be fairly distributed among participants
[2, 3 and 4]. Plethora of fairness schemes were studied, but the
strongest one applicable in the public service system design
is so called lexicographic min-max criterion [5, 6, and 7]. As
the lexicographical min-max approach produces such a system
design, where the price of fairness, i.e. relative deterioration of the
average user’s disutility, is too high, composed approaches were
designed to mitigate this drawback [8]. A composed approach

* Jaroslav Janacek, Marek Kvet

usually performs two phases, where the first one strives to
minimize disutility perceived by the worst situated users using
min-max objective and the second phase applies the min-sum
approach under condition that the disutility of the most exposed
user must not be worsened.

As traversing time between service center and an affected
user might be impacted by various random events following
weather or traffic, the system designer must face the demand
for system resistance to such critical events [9 and 10]. Most of
the approaches to increasing the system resistance are based on
making its design resistant to possible failure scenarios, which
can appear in the road network as a consequence of random
failures due to congestion, disruptions or blockages. An individual
scenario is characterized by particular time distances between
the users’ and possible service center locations. A robust service
system design has to comply with all the specified scenarios.
The usual way of taking into account all scenarios is based on
minimizing the maximal objective function of the individual
instances corresponding with the particular scenarios. The
min-max link-up constraints represent an undesirable burden in
any integer programming problem due to bad convergence of
the branch-and-bound method, which dominates solving tools
of available IP-solvers. Thus these approaches to the robustness
constitute a big challenge to family of operational researchers and
professionals in informatics.

Faculty of Management Science and Informatics, University of Zilina, Slovakia

University Science Park, University of Zilina, Slovakia
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Within this paper, we focus on the emergency service
system design, which is robust considering given finite set of
scenarios. The basic design problem is formulated as min-max
first and min-sum second composed approach, which means
that the accented objective is to minimize disutility perceived
by the worst situated user and the point of the average user is
of secondary importance. The basic design is computed for the
original scenario, which corresponds to the usual situation in the
network, i.e. situation, which does not correspond to any of the
above-mentioned possible failure scenarios.

Complexity of location problems with limited number of
facilities to be deployed and the necessity to solve large instances
of the problem led to searching for a suitable algorithm. It was
found that in contrast to original location-allocation formulation,
the radial formulation of the problem can considerably accelerate
the associated solving process [11 and 12]. Simultaneously, an
attention was paid to the radial formulation with homogenous
system of radii [13]. As this approximate approach used for
the “system optimal” public service system design proved to be
a suitable and enough precise tool, we decided to apply the radial
formulation with homogenous system of radii also on the robust
emergency system design.

The remainder of the paper is organized as follows: Section
2 is devoted to the description of original composition of robust
min-max and min-sum method including the radial formulation.
The customization of the suggested method is described in Section
3 and the associated numerical experiments are performed in
Section 4. The results and findings are summarized in Section 5.

2. Min-max optimal robust design of emergency service
system

The min-max public service system design problem can be
described by the following denotation. Let symbol J denote the
set of users’ locations and symbol I denote set of possible service
center locations. We denote by bj the number of users, who share
the location j. To solve the problem, at most p locations must
be chosen from / so that the maximal disutility perceived by
the worst situated user be minimal. The value of user’s disutility
is given by the mutual positions of the users” location and the
location of the service center providing them with service. Let
symbol U denote the set of possible failure scenarios. We assume
that user’s disutility grows with increasing distance between
the user and the service center. Disutility following from the
distance between locations / and j under a specific scenario u&
U is denoted as dﬁ”. The decisions, which determine the designed
public service system, can be modeled by further introduced
decision variables. The variable y &{0,1} models the decision on
service center location at place /& /. The variable takes the value
of 1 if a service center is located at / and it takes the value of 0
otherwise.

COMMVINICIONS

We use also the variable /2, as the upper bound of the all
perceived disutility values under scenario u € U. To obtain an
upper or a lower bound of the original objective function, the
range [d, d ] of all m+1 possible disutility values d, < d, <..<d
from the matrix [dij“] is partitioned into v+1 zones according
to [13 and 14]. The zones are separated by values from a finite
ascending sequence of so called dividing points D, D, ... D, chosen
from the sequence d, < d, <..<d , where 0 =d =D <D, and also
D <D _,=d .The zone s corresponds to the right-closed interval
(D, D,,,]. The length of the s-th interval is denoted by e_for s =0
... v. Further, auxiliary zero-one variables X, forj € J,u € Uand
s =0, ..., v are introduced. The variable X, takes the value of 1, if
the disutility of the user located at j € J under scenario u € U
from the nearest located center is greater than D_and it takes
the value of 0 otherwise. Then the expression eXtex, tex,,
tootex, constitutes an upper approximation of the disutility
d*/_u perceived at user location j from the nearest located service
center under scenario u € U. If the disutility d*/_u belongs to the
interval (D, D], then the value of D, is the upper estimation
of d*ju with the maximal possible deviation e. Let us introduce
a zero-one constant a, under scenario u € U for each triple
[, /, s], where i € I,j € J, s =0, ..., v. The constant a,’ is equal
to 1, if the disutility d‘_/_u perceived at the user location j from the
possible center location i is less or equal to D, otherwise a,’ is
equal to 0. Then the radial-type min-max public service system
design problem under given scenario u € U can be formulated
as follows:

Minimize h. (1)
Subjet t0: X, + Y. ayy: = 1

il (2)
for jel,s=0,1,...,v

2 yi=p 3)
z:‘)e.yx,-mﬁhu for jel )
y,»E{O,l} for iel (5)
Xuw=0 for jelJ,s=0,1,...,v (6)
h.=0 (7

In this model, the objective function (1) represented by
single variable & gives the upper bound of the all perceived
disutility values. The constraints (2) ensure that the variables X,
are allowed to take the value of 0, if there is at least one center
located in radius D_from the user location j and constraint (3)
limits the number of located centers by p. The link-up constraints
(4) ensure that each perceived disutility is less than or equal to
the upper bound /.
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As concerns the obligatory constraints (6), only values zero
and one are expected in a feasible solution, but it can be seen that
the model has integrality property regarding the variables X, It
can be noticed that in the optimization process all relevant values
of X, are “pushed down” and the constraints (2) and (6) bound
the variable xj_mfrom below by value of one or zero. It follows that
the relevant values of x,, stay at one of these values.

The above-described way of modeling the min-max problem
will be called “standard” min-max approach in the remainder of
the paper.

Having solved the above problem, we denote h”* the optimal
value of the objective function (1), then we can formulate the
second phase of the composed approach to the design problem
under the given scenario u by the following model:

Minimize Z b; Z €,X jus (8)
jel  s=0

Subject to: Zexx w < hy for jEJ 9
5=0

and (2), (3), (5), (6).

Let us denote the set of all feasible solutions (x, y) of the
constraint system (2), (3), (5), (6) by O, then the first phase of
the robust approach for the set U of scenarios can be modeled
according to [9 and 10] as:

Minimize h (10)

Subject to: Ze,fxlm <h frje,uelU (11)
5=0

(xwy) €Qu for ueU (12)

h=0 (13)

The second phase of the approach to the robust emergency
system design can be performed in several ways due to the point
of the average user is of secondary importance. We will study here
the simplified approach, which consists in minimization of the
average user disutility, when each combination user location and
scenario is taken into account. This approach makes use of the
optimal value 4" of (10) subject to (11)-(13) and the associated
model can be stated in the following form.

Minimize Z Zb,i&xm

(14)
uel jel 5s=0
Subject to: Ze:xl‘m <h forjel,uclU (15)
5=0
(xwy) € Qu for ueU (16)

3. Bisection radial approach to design of robust
emergency service system

The bisection radial approach makes use of the radial model,
but it uses only its reduced form to find whether there is any
solution with the objective function value less than or equal
to a prescribed disutility value D. The bisection is performed
according to subscript s from the subscript range from 0 to v with
the goal to determine the lowest subscript, for which the objective
function (17) equals to 0.

In the following model, the zero-one variables y, €{0, 1} for
i€ are also used to the decisions on locating or not a service
center at the location 7. Next, the variables x, are introduced to
indicate, whether user’s disutility at location j&J following from
the nearest located center under scenario u & U is greater than D .
If user’s disutility at location j&J under scenario u& U is greater
than D, then the variable X, takes the value of 1, and it takes the
value of 0 otherwise. The corresponding model can be formulated
as follows.

Minimize ) > X, (17
uel jel
Subject to: X+ ) ayy: = 1 for jE€J,ueU (18)
iel
dyvi<p (19)
iel
vi€{0,1} or i€l (20)
xu =0 for jeJ,uelU (21)

In this model, the objective function (17) represents the
number of user locations, where the perceived disutility is greater
than D under scenario u & U. The constraints (18) ensure that the
variables X, are allowed to take the value of 0, if there is at least
one center located in radius D, from the user location j under
scenario u€ U and constraint (19) limits the number of located
service centers by p.

Having performed the above bisection process, we denote
s" the minimal value of the subscript s, for which the objective
function (17) equals to zero, we can formulate the second phase
of the composed approach by the following model:

s =1

Minimize ), Y b; D €:Xju

uel jeJ 5=0

(22)

Subject to: X jus + Z auy =1
i€l (23)
for jel,s=0,....ss—lLueU

dawyi=1 forjeuelU

i€l

2 v<p

i€l

(24)

(25)

14 ® COMMUNICATIONS 3/2016



vi€{0,1} for i€l (26)

Xw=0 for j€J,s=0,....,s—l,uelU (27)

4. Numerical experiments

To compare studied approaches based on the radial
formulation and their usage for basic and robust design of the
emergency service system, we performed the series of numerical
experiments. To solve the problems described in the previous
sections, the optimization software FICO Xpress 7.9 (64-bit,
release 2015) was used and the experiments were run on a PC
equipped with the Intel® Core™ i7 5500U processor with the
parameters: 2.4 GHz and 16 GB RAM.

The used benchmarks were derived from the real emergency
health care system, which was originally implemented in eight
regions of the Slovak Republic. For each self-governing region,
i.e. Bratislava (BA), Banska Bystrica (BB), Kosice (KE), Nitra
(NR), Presov (PO), Trencin (TN), Trnava (TT) and Zilina (ZA),
all cities and villages with corresponding number of inhabitants
b/, were taken. The coefficients b/_ were rounded to hundreds.
These sub-systems cover demands of all communities - towns and
villages spread over the particular regions by a given number of
ambulance vehicles. In the benchmarks, the set of communities
represents both the set J of users’ locations and also the set / of
possible center locations. The cardinalities of these sets vary from
87 to 664 according to the considered region. The number p of
located centers was derived from the original design and it varies
from 9 to 67. The network distance from a user to the nearest
located center was taken as an individual user 's disutility.

The first set of numerical experiments was performed to
compare the standard and bisection radial approaches to the
emergency service system design. This comparison was performed
for the basic situations (basic scenarios) in all eight self-governing

COMMVINICIONS

regions. The obtained results are summarized in Table 1. Studied
parameters of the experiments were:

CT - computational time in seconds, which was recorded for the
individual phases

h -maximal disutility perceived by the worst situated users
minSum - min-sum objective function value according to (8) for
the basic scenarios of the individual self-governing regions.

Since convergence of the standard optimization process
is very slow and the demanded computational time exceeds
acceptable limit, the process was prematurely terminated after
1 hour. In this case, the standard approach did not reach the
optimal solution, but only a near-to-optimal one. To estimate the
possible difference between the obtained value of the maximal
disutility perceived by the worst situated users and the optimal
one, the associated lower bound LB on the optimal solution is
presented.

The achieved results reported in Table 1 show that the
bisection radial approach enables to overcome the weakness of
the standard approach as regards the computational time and the
min-max objective as well. In addition, the bisection approach
yields exact min-max solution contrary to prematurely terminated
standard approach. It must be noted that the min-sum objective is
a secondary indicator, which does not enter the above comparison
of min-max approaches. Therefore, the bisection approach was
used in the following experiments aimed at the robust emergency
service system design.

As far as the robust design is concerned, various scenarios
for each solved instance must be defined. Due to the lack of
common benchmarks for study of robustness, the scenarios used
in our computational study were created in the following way. We
chose 25 percent of matrix rows so that these rows correspond
to the biggest cities concerning the number of users. Then we
chose randomly from 5 to 15 rows and the associated disutility
values in the individual rows were multiplied by the randomly
chosen constant from the range 2, 3 and 4. This way, 20 different

Comparison of the standard and bisection approach to emergency service system design applied on basic scenarios Table 1
. . STANDARD MIN-MAX APPROACH BISECTION APPROACH
region E 11| =1J]| E composed composed
i i ©CT | minSum CCT | minSum
BA 87T | | | vo416 1 26229 0.02 ;26229
BB sls | : : CToar s | 03 L B 025 | 2780
TKE | 460 | : : Ceor D awsa | es o1 4 025 | 4l
TNR 30 ) : : T U | Teas 056 | 26894
Tho L 664 | : : T a |Tes 027 | 24467
TN : : CThas e | ons 005 | 23476
T w9 : : o o | Tea0 020 | 21067
AU 3 |aseess i oms 4 asi | oaan | 023 L W 019 | 244
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scenarios were generated for each self-governing region. It must
be noted that the robust design was computed also for the whole
road network of Slovakia, but only 10 scenarios were generated in
this case due to the size of disutility matrix.

The comparison of the basic and robust designs of emergency
service system for all self-governing regions of Slovakia is reported
in Table 2. Table 3 contains the results obtained for the self-
governing region of Zilina, where different values of parameter
p were considered. The parameter p limits the number of service
centers to be located. Both tables follow the same notation as
used in Table 1. As above, CT denotes the computational time
in seconds. It must be noted that the reported value contains the
computational time of both phases, i.e. min-max and min-sum
optimization processes. The maximal disutility perceived by the
worst situated users is denoted by 4 , for the basic design and the
symbol /_is used for the robust design. The associated value of the
min-sum objective function (8) is given in the columns denoted by
mS, and mS_ respectively.

An individual experiment was organized so that the basic
design was computed first. This way, the values /4, and mS, were
obtained. The resulting design, especially the values of location
variables y, were applied on all generated scenarios and for each
scenario the maximal disutility perceived by the worst situated

users was computed. The worst (highest) maximal disutility value
out of all scenarios is denoted by wh. The associated value of the
min-sum objective function (8) is given in the column denoted
by wmS.

After the basic approach was computed and applied on
all scenarios, the robust problems were solved. Here, the
computational time is several times bigger, because the models
of the solved problems contain much more variables and
structural constraints as well (all scenarios are taken into account
simultaneously). The resulting vector of location variables y, was
substituted into the objective functions (primary and secondary)
associated with the basic scenario and the maximal disutility
perceived by the worst situated users as well as the associated
min-sum objective function were computed. These values are
denoted by s and mS respectively. Similarly to the basic
approach, the worst (highest) maximal disutility value out of all
scenarios is reported in the column denoted by wh. The associated
value of the min-sum objective function (8) is given in the column
wmsS.

The basic and robust approaches to the emergency service
system design were compared from two points of view. First, the
vectors of location variables y, were compared by the Hamming
distance HD, which is defined as follows. Let * denote the vector

Results of numerical experiments comparing the basic and robust design of emergency service system for the self-governing

regions of Slovakia Table 2

o 1 BASIC DESIGN ROBUST DESIGN

S =1 p T T T T T !

én: ' CT : h  mS,  wh : wnmS CT  h v mS i wh wmS HD: PoR : PoR
BA L 87 i 9 | 007 141 26229 . 41 1 41207 | 124 1 15 ;53567 i 15 i S3567 | 14 : 7.4 10423
BB i 55 i 52 | 062 . 13 : 21780 , 28 i 22640 | 17.69 : 14 . 26890 . 14 i 27867 | 68 : 7.69 : 2346
KE: 460 i 46 [ 078 . 12.: 24117 , 26 . 27864 | 5167 : 13 ; 28391 . 13 : 30076 | 52 : 833 : 1772
NR: 350 i 35 [ 081 : 13 : 26894 . 28 : 29497 | 1429 : 14 . 31584 . 14 : 31994 | 50 : 7.69 : 1744
POy 664 i 67 | 134 12 i 24467 ; 29 : 24901 | 3519 i 13 . 29137 . 13 i 30365 | 78 : 833 i 1909
AN 26 1 28 | 020 . 12.: 23476 , 24 : 27496 | 685 i 14 . 23489 . 14 i 24000 | 40 : 16.67 : 0.06
TT 249 1 25 | 040 13: 21067 ; 23 : 23931 | 410 : 13 : 30332 . 13 : 30783 | 44 : 000 : 4398
ZA 315 0 32 042 . 14 24424 © 29 . 30859 6.02 .+ 15+ 26517 .+ 15 1 27758 34 0 714 0 857
SR . 2916 . 273 4707 13 7 193715 © 22 1194599 | 573.22 ¢ 13 1 203988 . 13 . 204450 86 . 0.00 . 530
Results of numerical experiments comparing the basic and robust design of emergency service system for the self-governing
region of Zilina and different numbers of located service centers Table 3

‘ BASIC DESIGN ROBUST DESIGN

I =|J] 1 , , , , , , , , , , ,
||\|:17 CT  h  mS  wh wnS CT  h v mS wh; wmS HD:@ PoR : PoR,
LA 18] 000 3 4 i 3213 0 12 ;3446 | 412 0 4 ;4329 ;4 1 4389 ] S50 i 000 ;3473
L35 i 105y 02l qo6 i 6s12 i Moy 6882 | 428 i 6 i 10539 i 6 . 10842 | 58 . 000 ; 6184
L3657y e n 7 12428 1 20 o 13637 | 44l i 8 i 15090 i 8 ., 15339 | 92 . 1429 ; 2142
S35 63 [ 035 ;8 1 20960 i 23 ;22996 | 505 ;10 : 15297 i 10 . 15873 ) 74 : 2500 ; 27.02
J315 132 | 044 i My 24424 036 0 30N3 ) 556 ¢ 15 i 29522 i 1S i 30666 | 42 i 704 : 20.87
J35 20 ] 044 16y 37887 3 36 ;43340 ) T3 i 18y 44350 ;18 o 46190 | 34 ;1250 17.59

315 16 0.50 20 . 46647 . 42 . 49636 8.67 . 21 . 53884 . 21 . 53884 26+ 500 & 15.51
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of location variables for the basic design and let y” denote the
vector for the robust one. Then the Hamming distance HD takes
the form of (28).

HD =3 (yi = y!)

i€l

(28)

Hamming distance evaluates the structural difference between
two designs in the sense that it informs of number of locations, in
which the designs differ, but it does not refer to the quality of the
designs. Therefore, we have compared the basic and robust design
also from the viewpoint of other characteristics. Similarly to the
price of fairness introduced and studied in [4 and 14] to evaluate
the loss of min-sum objective function value caused by application
of measures for fairness improvement, we introduce here so-called
price of robustness. The primary price of robustness PoR, expresses
the difference between the maximal disutility values perceived by
the worst situated users in the solutions obtained by the basic
and robust approaches applied on the basic scenario. The value
of PoR, is given in percentage and it can be computed according
to (29).

PoR, = 100 * -1t

b

(29)

The secondary price of robustness PoR, (30) is similar to the
primary one, but it takes into account the min-sum objective
function values mS, and mS.

PoR, = 100 * ’"Sm;&’)"‘?b (30)

As concerns the comparison performed in Tables 2 and 3, it
must be noted that the primal criterion in the designed emergency
systems is the maximal disutility perceived by the worst situated
user. It means that the primary objective of the robust system
design should be resistant to changing scenarios as much as
possible. Therefore, the values of wh in the basic and robust
designs give the substantial information for the comparison. The
value wh gives the highest maximal disutility out of all scenarios.

5. Conclusions

We have suggested and verified a useful tool for robust design
of emergency service system. The suggested tool is able to comply
with the problem which size is several times bigger than the size
of the standard emergency system design problem. The bigger
size of the robust problem is caused by cardinality of the set of
studied scenarios. Good time performance of suggested approach
follows from smart bisection process applied in the first phase
of the suggested algorithm. Usage of the radial approach proved
its usefulness especially in the second phase, where the min-sum
problem is solved. As can be noticed, the computational time
stays acceptable even if the size of the problem is several times

COMMVINICIONS

swollen. To be able to answer the question what we have paid for
the robustness of the designed system, we have introduced the
price of robustness. The primary price of robustness expresses the
relative difference between the maximal disutility values perceived
by the worst situated users in the standard solution and the robust
solution. The robustness measure has similar meaning as the
price of fairness commonly used to evaluate the loss of min-sum
objective function value caused by application of measures for
fairness improvement. The price of robustness might help the
designer to find the value paid for making the system resistant to
catastrophic events.

The future research in this field may be aimed at finding
relevant scenarios, which can significantly impact the performance
of emergency service system. In connection with possible high
price of robustness, it can be valuable to focus future research on
development of such compromising approach, which can limit
the price of robustness not to spoil the standard solution too
much. From the practical point of view, we will try to find such
method, which allows to change only limited number of service
center locations in comparison with the standard solution. This
algorithm may be useful when current service system is subjected
to a reengineering process and stability of current service center
deployment is required.

Acknowledgement

This work was supported by the research grants VEGA
1/0518/15 “Resilient rescue systems with uncertain accessibility
of service”, VEGA 1/0463/16 “Economically efficient charging
infrastructure deployment for electric vehicles in smart cities and
communities”, APVV-15-0179 “Reliability of emergency systems
on infrastructure with uncertain functionality of critical elements”
and by the project University Science Park of the University
of Zilina (ITMS: 26220220184) supported by the Research &
Development Operational Program funded by the European
Regional Development Fund. We would also like to thank to
“Centre of excellence for systems and services of intelligent
transport” (ITMS 26220120050) for built up the infrastructure,
which was used.

* X % XX
s % 0@ 1
* *
S SOl
* oy x Operaény program
L VISV
- — ,\FV\VSKUMaWV(\)L,g
Eurépska unia ST
Eurdpsky fond regiondlneho rozvoja -r
7
Agentura

Ministerstva Skolstva, vedy, vyskumu a Sportu SR

pre $trukturalne fondy EU

COMMUNICATIONS 3/2016 o 17



COMMVINICIONS

References

(1]

[2]
[3]

[4]
[5]

[6]

[7]

[8]

[91

[10]

[11]

[12]

[13]

[14]

JANOSIKOVA, L.: Emergency Medical Service Planning. Communications - Scientific Letters of the University of Zilina, ISSN 1335-
4205, vol. 9, No. 2, pp. 64-68, 2007.

NASH, J.: The Bargaining Problem. Econometrica, vol. 18, No. 2, pp. 155-162, 1950.

MARSH, M., SCHILLING, D.: Equity Measurement in Facility Location Analysis. European J. of Operational Research, 74, pp.
1-17, 1994.

BERTSIMAS, D., FARIAS, V. F., TRICHAKIS, N.: The Price of Fairness. Oper. Res., 59, pp. 17-31, 2011.

OGRYCZAK, W., SLIWINSKI, T.: On Direct Methods for Lexicographic Min-Max Optimization. In: Gavrilova M. et al. (Eds.):
ICCSA 2006, LNCS 3982, (pp. 802-811). Berlin: Heidelberg: Springer, 2006.

BUZNA, L., KOHANI, M., JANACEK, J.: Proportionally Fairer Public Service Systems Design. Communications - Scientific
Letters of the University of Zilina, ISSN 1335-4205, vol. 15, No. 1, pp. 14-18, 2013.

CEBECAUER, M., BUZNA, L.: Re-Aggregation Heuristics for the Large Location Problems with Lexicographic Minimax
Objective. Communications - Scientific Letters of the University of Zilina, ISSN 1335-4205, vol. 17, No. 2, pp. 4-10, 2015.
JANACEK, J., KVET, M.: Emergency System Design with Temporarily Failing Centers. SOR 15: Proc. of the 13" Intern. Symposium
on Operational Research, Ljubljana: Slovenian Society Informatika: Section for Operational Research, ISBN 978-961-6165-45-7,
pp. 490-495, 2015.

PAN, Y., DU, Y., WEI, Z.: Reliable Facility System Design Subject to Edge Failures. American J. of Operations Research, 4, pp.
164-172, 2014.

CORREIA, I., SALDANHA da GAMA, F.: Facility Locations under Uncertainty. Location Science, eds. Laporte: Nikel, Saldanha
da Gama, pp. 177-203, 2015.

GARCIA, S., LABBE, M., MARIN, A.: Solving Large p-median Problems with a Radius Formulation. INFORMS - J. on Computing,
vol. 23, No. 4, pp. 546-556, 2011.

JANACEK, J.: Approximate Covering Models of Location Problems. Lecture Notes in Management Science: Proc. of 1% Intern.
Conference ICAOR 08, vol. 1, Sept. 2008, Yerevan, pp. 53-61, 2008.

JANACEK, J., KVET, M.: Relevant Network Distances for Approximate Approach to the p-median Problem. Operations Research
Proceedings 2012: Selected Papers of the Intern. Conference of the German operations research society (GOR), September 2012,
Leibniz: Univesitat Hannover : Springer, pp. 123-128, 2014.

KVET, M., JANACEK, J.: Price of Fairness in Public Service System Design. Mathematical Methods in Economics 2014, Olomouc,
ISBN 978-80-244-4209-9, pp. 554-559, September 2014.

18 ® COMMUNICATIONS 3/2016



Zuzana Borcinova - Stefan Pesko®
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NEW EXACT ITERATIVE METHOD FOR THE CAPACITATED

VEHICLE ROUTING PROBLEM

The aim of the Capacitated Vehicle Routing Problem is to find a set of minimum total cost routes for a fleet of capacitated vehicles, to

serve a set of customers. This problem belongs into category of NP hard problems that can be exactly solved only for small instances. In this

paper we propose an exact iterative method for the CVRP based on the solution of Mixed Linear Programming model, which is able to solve

problem for relatively larger instances in acceptable computing time.

Keywords: Capacitated vehicle routing problem, mixed linear programming model.

1. Introduction and problem description

The Capacitated Vehicle Routing Problem (CVRP) is one
of fundamental problems in combinatorial optimization with
a number of practical applications in transportation, distribution
and logistics. The aim of CVRP is to find a set of minimum total
cost routes for a fleet of capacitated vehicles, based at one depot,
to serve a set of customers under the following constraints:

(1) each route begins and ends at the depot,
(2) each customer is visited exactly once,
(3) the total demand of each route does not exceed the capacity

of the vehicle [1].

Figure 1 shows an example of a feasible CVRP solution with
seven customers and equal capacity Q = 50 of vehicles.

NG
5 %@
&;@

Fig. 1 A feasible CVRP solution, n =7, Q = 50

* Zuzana Borcinova, Stefan Pesko

2. Mathematical formulation

Let G = (V, H) be a complete directed graph with
V=10, 1, 2,..., n} as the set of nodes and H = {(;, j): i,j] € V, i #}}
as the set of arcs, where node 0 represents the depot for a fleet of
identical vehicles of capacity Q and remaining » nodes represent
geographically dispersed customers. Each customer i € V - {0}
has a certain positive demand d, < Q and d, = 0. Non negative
travel cost ¢ is associated with each arc (i, j) € H. The cost
matrix is symmetric, i.e. ¢ = ¢ for all i, j € V, i+ and satisfies
the triangular inequality, ¢t e, <¢, forallj j k € V[2]. The
minimum number of vehicles needed to serve all customers is

Two-index decision variables x, are used as binary variables
equal to 1 if arc (7, /) belongs to optimal solution and 0 otherwise.
For all pairs of nodes i, j, i #j we calculate the savings 5 for joining
the cycles 0—i—0 and 0—;— 0 using arc (i, j):

Sij = Cio+ Coj—Cy

as in Clarke and Wright’s saving method [3]. The saving 5 is
illustrated in Fig. 2. In the left part, customers i/ and j are served
by their own vehicle, in the right part, customers 7/ and j are served
by one vehicle.

Now, instead of minimizing the total cost, we can maximize
the total saving. To ensure continuity of route and to elimininate
subtours we define an auxiliary continuous variable y, d <y, <0
fori€f1, 2, ..., n}, y, =0, which shows (in the case of collection of
the goods) the vehicle load after visiting customer i [4]. To make
modeling easier, each feasible route 0—vy,—v,—..—v, —0 we

Department of Mathematical Methods and Operations Research, Faculty of Management Science and Informatics, University of Zilina, Slovakia

E-mail: zuzana.borcinova@fri.uniza.sk
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Fig. 2 Saving 5, for customers i and j in cycle 0—i—j—0

replace by path from node 0 to node v,, i.e. 0=y, —v,—..—.

For example, a feasible solution is illustrated in Fig. 3. Two
values are assigned to each node / - the demand d, of customer
i and the load y, of vehicle after visiting customer / (inside the
brackets). The path 0—2— 3 represents the route 0—2—3—0,
where customer 2 has demand d, = 10, customer 3 has demand
d, = 20, the value of the vehicle load in node 2 is y, = 10 and in
node 3 is y, = 30.

10(40)
4 30(30)
20(20) ﬁ)

20(40) 2 /@\

%
\©

10(50)

3
3
\@ 20(30)
[ ®
o
10(10)
Fig. 3n=70=50

The CVRP can be formulated as following mixed linear
programming model (CVRP 1):
Maximize Z Z

i=1 j=1j#i

SiXi @8]

Subject to i:Xoj =p vie{l,2,...,n} )
j=1
> =1 vie{l,2,.n} 3
i=0,i#j
D ox <1 vie{l,2,...,n} (4)
i=0,i#j

yitdix;—0(l—x;) <y, Vje{L,2,...n}i #j (5

d<y,<0Q vie{l,2,...,n} (6)

x; €{0,1} v(i,j)eH %)

In this formulation, the objective function (1) maximizes
the total travel saving. The constraints (2) impose that exactly p
vehicles leave the depot, (3) and (4) are indegree and outdegree

constraints for customers. Constraints (5) are route continuity
and subtour elimination constraints, ensuring that the solution
contains no subtour disconnected from the depot and that the
vehicle load is non decreasing step function in accordance with
the demand of the customers which are on the route of the vehicle.
Constraints given in (6) are capacity bounding constraints and
restrict the upper and lower bounds of .

The Capacitated Vehicle Routing Problem belongs into
category of NP hard problems that can be exactly solved only
for small instances of the problem. We propose an exact iterative
method for the CVRP based on the solution of Mixed Linear
Programming model, which is able to solve problem for relatively
larger instances in acceptable computing time.

3. Exact iterative method

The essence of our method is the iterative improvement of
initial feasible solution S by replacement of some of the arcs with
the other ones, obtained by exact solution of the simpler problem.

Algorithm:

Step 1: Apply a fast heuristic method to find an initial (feasible)
CVRP solution S, Set S =S,

Create a list £ of arcs which belong to solution S and are
not incident with the depot. Let m = | E |

Set values k=1, m,=m -8 and m,=m -1, where § is
a predetermined integer value 1< 0 < m.

Find an optimal solution S, so that the set £, of arcs
which belong to solution S, and are not incident with the
depot contains minimally 7, and maximally m, of arcs
from E, i.e. we add to (CVRP I) the constraints:

Step 2:
Step 3:

Step 4:

D X =2 ®)

(ij)eE

m <z<m, 9)

where integer variable z determines how many arcs from
E are retained in E,.
If the solution S, is better than the solution S, then set
§ =S, and continue to Step 2.
Else set values k =k + 1,m,=m, - 6and m,=m, -6 and
go to Step 4.

The algorithm can be stopped after a predetermined
computational time or number of iterations without improvement.

Step 5:

4. Computational experiments

Our improved model was coded in Python 3.4 [5] and solved
using Gurobi 6.5 [6] on PC with Intel Xeon 32 cores, 2.4 GHz,
256 GB RAM. We have done our experiments on 7 instances

9) ©* COMMUNICATIONS 3/2016



taken from classical sets of CVRP benchmark from Augerat et al.
(1995). The input data is available online at [7].

For finding the starting solution we applied the well known
heuristic proposed by Clarke and Wright (1964). Each instance
data was solved to optimality for various values of parameter 9. In
Table 1 the corresponding computational times are shown.

Results of computational experiments with parameter & Table 1
time (sec.)
Instance n Q p Start Opt. 6=2 0=3 0=4
An32k5 31 100 5 901 784 9 6 7
An34k5 32 100 S5 886 778 335 136 50
An36kS 35 100 5 870 799 12048 3458 1847

A-n38kS 37 100 5 828 730 81 76 134
A-n44-k6 43 100 6 1100 937 718 748 302
An53k7 52 100 7 1167 1010 1165 5608 18134
AnS55k9 54 100 9 1291 1073 37884 4964 165540

n - number of the customers, Q - capacity of the vehicles, p - number
of the vehicles, Start - cost of the initial solution, Opt - cost of the
optimal solution from literature

A-n38-k5

cost

time (sec)

Fig. 4 Time evolution of solution improvement for various d
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Figure 4 illustrates time evolution of solution improvement
for A-n38-k5 instance with 37 customers and 5 vehicles, from
initial cost 828 to optimal cost 730.

5. Conclusions

We have proposed an exact iterative method for the CVRP
based on the solution of Mixed Linear Programming model.
From our computational experiments is evident that it is not
possible to determine which value of parameter delta is the most
appropriate for given instance. This led us to the idea of parallel
computation with respect to the parameter delta. Our method
seems to be promissing, because it is able to exactly solve problem
for relatively large instance and we plan to develop it in the further
research.
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Vojtech Graf - Dusan Teichmann - Michal Dorda*

MATHEMATICAL MODEL FOR CHARTER FLIGHTS PLANNING
AT AIRPORTS WITH HIGH AIR TRAFFIC VOLUME

The article is devoted to a problem of flight timetable planning for charter airlines if air transport is operated at airports with high air

traffic volume. It is typical for such airports that air transport is subject to time slots. That means aircraft can take-off or land only in given

time intervals. A suitable tool for solving such type of the task is linear programming which has been successfully employed for planning in

other transport systems. In the article a mathematical model which is able to plan a flight timetable for a given set of flights is presented.

Keywords: Aircraft scheduling, linear programming, timetable planning.

1. Introduction

To provide reliable and regular operation of air transport all
round the world, it is necessary to plan flight timetables. The flight
timetables are planned not only by airlines that provide regular air
transport but also airlines providing charter air transport.

Planning flight timetables is a complex and time-consuming
process. The process of flight timetable preparation is usually
started a year before its year of validity. The whole process is
influenced by many factors. The most important factors are
demands of travel agencies, operating times of airports and
time slots for taking-off and landing. By means of the time slots
(time intervals) airports dictate to airlines when it is possible to
plan taking-off or landing at the airport. The problem of flight
timetable planning can be considered to be a task of planning
service of a given set of flights under different time constraints.
Therefore, mathematical modelling can be successfully employed
for solving the task.

The article continues in article [1]; in the article
a mathematical model that enables to plan flight timetables if two
time slots are available for each flight was presented. The original
mathematical model was generalised as regards the number of
available time slots for the flights; the improved mathematical
model is described in the article. The improvement lies in the fact
that for each flight any finite number of time slots can be given.
Please note that the number of the available time slots can differ
for the individual flights.

* Vojtech Graf, Dusan Teichmann, Michal Dorda

2. State of the art

Transport processes in air transport that have to be planned
by airlines can be divided into several groups of elementary
problems:

* Schedule design problems.

* Fleet assignment problems.

* Aircraft maintenance routing problems.
*  Crew scheduling problems.

* Rostering problems.

Approaches that are used for solving the basic above
mentioned problems in air transport can be divided into two
basic groups - approaches that are used only for solving one of
the above mentioned problems (single purpose approaches) and
approaches that solve several basic problems at the same time
(integrated approaches).

From the broad spectrum of publications devoted to the single
purpose approaches we can mention, for example, publications
[2, 3,4 or 5].

Source [2] presents a model for daily operational flight
planning. The total costs of an airline including the costs of
passengers caused by flight delays are used as an optimisation
criterion. To solve the model the authors proposed a special four-
step heuristic.

Publication [3] is devoted to aircraft maintenance planning.
The total unused legal flying time of the critical aircraft is an
optimisation criterion. The publication presents a mathematical
model that minimises the value of the optimisation criterion. To
solve the model a metaheuristic named compressed annealing

Institute of Transport, Faculty of Mechanical Engineering, VSB - Technical University of Ostrava, Ostrava-Poruba, Czech Republic

E-mail: vojtech.graf@vsb.cz
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is employed, the metaheuristic is based on simulated annealing
metaheuristic.

The crew scheduling problem is discussed in publication
[4]. The publication is based, in contrast to other publications
employing mathematical programming methods, on an
unconventional approach that uses artificial neural networks.

The last publication devoted to the single purpose approaches
we would like to mention is work [5]. The publication presents
a model of the crew scheduling problem. The publication does
not apply the model in air transport but the results can be also
used for air transport. To solve the model an approach based on
column generation technique is applied.

The integrated approaches include models and algorithms for
solving different combinations of the above mentioned elementary
problems. We can mention, for example, publications [6, 7 and 8].

An approach published in [6] is the simplest approach; the
approach is sequential. It is based on sequential optimisation of
the individual problems in a pre-defined order. The individual
problems are solved in the order as given above in the section.

Publication [7] includes an integrated approach to the flight
scheduling problem together with maintenance planning and crew
scheduling within a period of a week. To solve the task a heuristic
named cycle checking strategy is employed. The applied strategy
splits flight plans in subsets and the subsets are matched one
another. Maintenance limitations are checked when splitting the
flight plans.

Publication [8] discusses an integrated approach to aircraft
routing and crew scheduling. To solve the problem a three-step
algorithm based on Benders’ decomposition, column generation
technique and dynamic constraint generation procedure is
employed.

3. Time slots in air transport

The article deals with a modification of the mathematical
model which enables to plan flight timetables in situations for
which it is typical that several time slots for each flight are given.
Firstly, let us discuss the time slots in air transport.

In general, time slots are defined as time intervals in which
certain tasks connected with flights (taking-off or landing) or
some aircraft services have to be carried out. The fact whether
the airline has to make a request for the time slot or not depends
on the airport where the task should be done. From the point of
view of assigning the time slots, all the airports can be divided
into uncoordinated, partially coordinated and fully coordinated
airports. For the uncoordinated airports it is typical that the time
slots are not applied for the tasks. The time slots are used for the
partially or fully coordinated airports. For such airports high air
traffic volumes are typical. The partially coordinated airports can
apply the time slots only for some days or seasonally. The fully
coordinated airports assign the time slots to the airlines during
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the whole year; that means each airline needs a free time slot for
taking-off or landing at the airport.

Each airport can employ several types of the time slots. We
can have the time slots for arrivals, departures, using passenger
boarding steps or ramps, refuelling and so on. In the mathematical
model presented in the article it is not necessary to consider
such dividing the time slots. We can assume that each time slot
used in the model corresponds to the intersection of all the
above mentioned categories of the time slots. That means during
the time slot the plane can land or take-off, the passengers can
disembark from the plane or board the plane and the plane can
be refuelled.

From the point of view of charter airlines that plan flight
timetables for the whole season in advance, it is decisive that some
airports (especially during the peak season or in seaside resorts)
may be loaded by higher air traffic volumes. Therefore, the airline
has to take into account the fact that the airport permits arrivals
and departures only in the assigned time slots. Because the
numbers of the time slots and their lengths may be different for
the individual flights, it is necessary to incorporate the fact into
the mathematical model.

Demands for the time slots are submitted to the airports
in advance. The time slots at the airports are assigned to the
airlines by an airport slot coordinator. After evaluations of all the
demands submitted before the season the airport slot coordinator
creates a preliminary flight plan to coordinate the individual time
slots one another and assigns the time slots to each applicant (the
charter airlines). That means the charter airline already knows
its assigned time slots when planning the flight timetable and,
therefore, has to use the time slots in order not to be sanctioned

[9].

4. Problem formulation and mathematical model

Let a set I of flights be given, the set contains all the flights
that have to be dispatched. For each flight i € [ aset J; is given;
the set contains all the possible time slots. The time slots define
time periods in which the flight { € [ can depart (that means the
flight has to be dispatched in one of the pre-defined time slots).
Each time slot is defined by two values - a value dj; is the lower
bound of the time slot j € J; assigned to the flight i € [ and
a value hj; is the upper bound of the time slot j € J; of the
flight i € [.

For each flight i € [ its flight time 7 is given. It corresponds
to the time between taking-off and landing. A so-called preparation
time is included in the model. The preparation time is a time that
is needed for carrying out all tasks after landing the flight and
for preparing a consecutive flight j € [ . In order to simplify it,
the preparation time consists of three sub-times. The first sub-
time T, includes stopping the aircraft, placing wheel chocks,
putting passenger boarding steps or ramps, connecting the
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aircraft to a ground power unit (GPU), getting off the passengers
and unloading the baggage. The second sub-time depends on
services which are demanded by the aircraft’s operator and
on the flight time of the consecutive flight. The dependence is
expressed by a product 7 - k, where T is the flight time of the
flight j € I and k is a relative constant. The relative constant
expresses the ratio of the flight time 7; of the consecutive flight
and the time that is needed for preparation the flight ] € [.The
second sub-time contains cargo unloading, cleaning the aircraft,
catering replenishment, cabin service (water replenishment,
toilette emptying and so on), refuelling, a technical inspection and
cargo loading. The third sub-time T, includes loading passengers’
baggage, boarding the passengers, removing passenger boarding
steps or ramps, disconnecting the ground power unit and taxiing
the aircraft from a terminal to a runway.

In order to model required decisions and to create necessary
logical links 3 groups of variables 7;,X; and Z; are defined in
the model. The variables 7; model the departure times of the
individual flights [ € I; the variables f; can take non-negative
real values. The variables x; model decisions about links between
the flights i € [ and j € . If x; = 0, then the aircraft is not
assigned to the flight j &€ [ after serving the flight i € [. If
x; = 1, then the aircraft is assigned to the flight j & I after
serving the flight { € /. That means both flights are served by
the same aircraft in the order i~j. Please note that if xo = 1
then a new aircraft is assigned to the flight ] & . The last group
of the variables z; gives information which time slot j € J; is
chosen for dispatching the flight / € [ (that means the departure
time of the flight i € I lies in the interval (d;, h;)). 1f z; = 0,
then the time slot ] € J, is not used for dispatching the flight
i € 1. On the other hand, if z; = 1, then the departure time
of the flight i € [ lies in the time slot j € J;. P is a very large
positive number.

Our goal is to assign the aircraft to the individual flights so
that the number of the assigned aircraft is as minimal as possible.
The mathematical model of the problem can be defined in the
following form:

min Zxo_, (D
jel
Z x;=1 Jjel (2)
ieru{o}
Dox; <1 iel 3)
jel

L=+ T+T + T k+7T,)=P-(xi;— 1)
iel,jel (4

Dodiz <t iel (5)
jed;
Doz =t iel (6)
jed;
D=1 iel )
=

x;€{0,1} ielu{0},jel ¥
z;€{0,1} ieljel, )
=0 el (10)

Formula (1) corresponds to the optimisation criterion of
the mathematical model. As written earlier in the text, we try
to minimise the number of the aircraft we need to serve all the
planned flights. Constraints (2) ensure that each flight ] el
has to be dispatched. Constraints (3) model that only one of
two possible tasks is assigned to the aircraft after serving the
flight i € [- the aircraft can be assigned to the consecutive flight
j & [ or is idle. Constraints (4) ensure that if a consecutive
flight is assigned to the aircraft, the assignment is admissible in
terms of time. The term on the left side of constraint (4) equals
to the departure time of the consecutive flight j € [ minus the
sum of the departure time of the preceding flight i € [ (t ;),
the flight time of the flight € [ (T,) and the preparation time
before serving the flight j € I (T, + T k + T). Constraints
(5) and (6) ensure the admissible departure times of the flights
i € [. That means the departure times #; have to lie in the pre-
defined time slots <d,;,-,h,;,»>. Constraints (7) assure that only
single time slot j € J; is chosen for dispatching the flight i € /.
Constraints (8), (9) and (10) define the domains of definition of
the variables used in the model. In general, the total number of
the variables of the model is equal to m°n + m* + 2m, where
m is the number of the planned flights and » is the number of
the time slots for the flight with the maximum number of the pre-
defined time slots. The number of the constraints in the model is
m*n+2m’+ Tm.

5. Experiments

Calculation experiments were carried out on model examples.
The experiments were aimed at finding a dependence of the
calculation time on the number of the planned flights and the
length of the pre-defined time slots. In addition, we also tried to
find out solvability limits of the mathematical model - to estimate
for how many flights the model is able to find an optimal solution
within a given time limit. In total 39 optimisation calculations
were carried out with the model. All the experiments were run on
a student (demo) version of optimisation software Express-IVE
[10]. To run the experiments we employed a personal computer
with processor AMD-8300 Eight-Core 3.3 GHz and 8GB RAM.

For each flight i € [ its flight time 7}, the length of the
time slots and their bounds dj,; are known. A summary of
all the values is provided in Table 1. The length of the time slots
was not constant during the experiments. For the first group of
the experiments the length was 5 minutes (see Table 1), for the
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Input data Table 1
Flight | ©ught 4 h,
time 1 2 3 4 5 1 2 3 4 5
1 100 0 600 1000 5 605 1005
2 150 400 1150 405 1155
3 180 0 300 700 950 5 305 705 955
4 120 0 350 800 900 1300 5 355 805 905 1305
5 110 450 1200 455 1205
6 200 200 550 650 205 555 655
7 180 600 605
8 100 150 340 900 155 345 905 0 0
9 130 500 1100 505 1105
10 160 1300 1305
11 90 0 250 350 450 650 5 255 355 455 655
12 195 180 620 850 185 625 855
13 120 860 1050 1200 1350 865 1055 1205 1355
14 140 1260 1320 1400 1265 1325 1405
15 115 50 230 300 450 520 55 235 305 455 525
16 175 90 470 830 1370 95 475 835 1375
17 95 490 495
18 135 360 430 1230 365 485 1235
second group the length was 10 minutes and for the third group 15 | Results of experiments for 5-minute time slots Table 2
minutes. Please note that all the values are expressed in minutes Number of flights | Order of flights Number of aircraft
with beginning at midnight. That means, for example, 6:30 is 0-1-6
expressed as 390 minutes. 6 03549 2
For each group of the experiments 13 optimisation
calculations were carried out; the calculations differed in the 7 0-1-5-6-3-4 2
number of the planned flights - each group of the experiments 0-72
was started with 6 flights and ended with 18 flights. For all the 0-1-5-6-8-2
optimisation calculations we observed the calculation time. 8 0-3-7-4 2
0-1-6-9-4-5
9 2
5.1 Results of the experiments 03782
0-3-2-1-49-10
10 2
Within the experimental part 39 optimisation calculations 0-6-7-8-5
were carried out. Table 2 presents results of the experiments 0-3-11-7-4-9-10
for which the length of the time slots was 5 minutes. Table 3 1l 0-8-2-6-1-5 2
summarises results for 10-minute time slots and Table 4 for 0112742
15-minute time slots. Each table consists of three columns. The 12 2
L . . 0-3-11-5-6-8-9-10
first column gives information about the number of the flights
that have to be served. The second column shows orders in 0-1-2-35
which the planned flights should be served. And finally, the 13 0-8-4-7-13-9 3
third column presents how many aircraft we need to serve all the 0-12-11-6-10
planned flights. One can notice that in the tables results for 18 0-3-8:9-12-10
flights are missing. That is because for 18 flights the limitations 14 04715 3
of the student (demo) version of Xpress-IVE were exceeded; the
e . . 0-11-6-13-2-14
limitations are given by the maximum number of constants and
constraints.
COMMUNICATIONS 3/2016 o 9
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Results of experiments for 5-minute time slots Table 2 Number of flights Order of flights Number of aircraft
0-1-12:56:3-10 6 0-1-46 5
15 0-8-9-42 3 0235
0-15-11-7-13-14 4 0-1-475 5
0-3-2-6
0-3-11-7-13-2-14
16 0-4-6-15-8-9-10 3 8 018745 2
0-16-1-12-5 0632
0-1-7-8-2
0-1-8-15-6-3-5 9 2
0-3-5-6-9-4
17 0-12-17-11-13-9-10 3 1575
0-16-4-7-2-14 I R 2
0-4-2-3-9-10
0-3-2-6-1-5
Results of experiments for 10-minute time slots Table 3 1 0-8-11-7-4-9-10 2
Number of flights Order of flights Number of aircraft 0-1-8-4-7-12-2
12 2
p 0-1-4-2 s 0-11-6-5-3-9-10
0-6-3-5 3 0-1-8-5-6-4-9-10 s
; 0-4-2-6-1-5 5 0-3-11-7-12-2-13
0-7-3 0-1-6-4-5-14
g 0-1-5-32 5 14 0-11-8-2-3-9-10 3
0-6-7-8-4 0-12-7-13
o 0-1-3-7-8-2 5 0-1-12-5-13-9-14
0-6-9-4-5 15 0-11-6-8-10 3
" 0-1-8-7-4-9-10 ) 0-15-3-7-4-2
0-6-5-3-2 0-4-15-7-12-16
I 0-1-6-5-3-2 ) 16 0-8-2-1-5-14 3
0-8-11-7-4-9-10 0-11-6-9-3-13-10
” 0-1-12-7-4-5 5 0-1-12-7-4-9-10
0-3-11-2-6-8-9-10 17 0-3-11-15-16-2-13 3
0-1-7-8-2 0-6-17-8-5-14
13 0-4-3-6-9 3 Fig. 1 The dependence of the calculation times on the number
0-11-12-5-13-10 of the flights and the length of the time slots
0-1-12-5-11-8-10 -
14 0-2-6-3-4 3
10000
0-7-13-9-14 -
% 1000
0-4-6-7-3-10 £
15 0-11-12:9-85 3 g™ /
0-15-2-1-13-14 5 0"
0-3-2-1-16:5-14 : =7
16 0-6-7-13-10 3 01
6 7 8 9 10 11 12 13 14 15 16 17 18
0-11-8-15-12-9-4 The number of flights
0-3-5-6-1-10 -5 =10 15
17 0-11-8-15-17-12-2-14 3
0-16-7-13-9-4 . . .

Table 5 and Fig. 1 summarise results of the experiments as
regards the dependence of the calculation time (in seconds) on
the number of the flights and the length of the time slots. Please
note that the length of the time slots is expressed in minutes in

Results of experiments for 15-minute time slots Table 4 | Table 5 and the calculation times in seconds. Due to large range
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Results of experiments - calculation times (in seconds) Table 5
Time slot length Number of flights
6 7 8 9 10 11 12 13 14 15 16 17
5 0.2 0.2 0.3 0.4 0.4 0.7 1.0 17.3 118.6 105.1 1162.2 372
10 0.2 0.2 0.3 0.4 0.4 0.8 1.9 9.0 93.9 290.7 133.0 26.0
15 0.2 0.2 0.3 0.4 0.5 0.7 2.3 7.0 18.8 1972.8 15943.5 851.7

of the calculation times the logarithmical scale is used for the
vertical axis of Fig. 1.

6. Conclusions

The presented article is devoted to planning flight timetables
for charter airlines using mathematical modelling. In the paper
the mathematical model that enables to plan flights in situations
where due to capacity limitations at the airport the time slots for
serving the flights are applied. The model is universal in terms of
the number of the time slots. That means the individual flights can
have different numbers of the possible time slots.

The calculation experiments carried out with model were

focused on the calculation times needed to get an optimal
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CUSTOMER CAPITAL AS A KEY FACTOR OF E-COMMERCE

MARKET DEVELOPMENT

The importance of customer satisfaction has always been crucial to development of every single market in general. E-commerce market

has gained importance during the last few years - especially in terms of annual turnover of e-commerce market. This trend is the result of

changes in customer behavior. Increasing customer loyalty is one of the keys to business success. Active customer policy is necessary for the

development of the market in individual states. The central point of the issue is to find concrete social constructs which can explain customer

behavior in recent years. The main objective of the research is to define the area of selected variables which can be regarded as crucial in

the process of predicting development of e-commerce market. By using Theory of Planned Behavior (TPB), the dependence of development of

e-commerce market on customer capital has been confirmed.

Keywords: Communication, customer capital, e-commerce, B2C market.

1. Introduction

The effort of each company and of any market is to guarantee
the highest possible level of customer satisfaction [1]. The issue
of consumer behavior in relation to possible prediction of the
behavior of market development is dealt with by the means of
intellectual capital and customer capital in particular, as it is
a part of the intellectual capital [2 and 3].

E-commerce market has gained importance during the last
few years, especially in terms of annual turnover of e-commerce
market of individual states. This trend is important especially
when taking into account the fact that the transition to this new
way of doing business is associated with a wide range of activities
[4, 5 and 6]. Within these activities, there exists a considerable
scope for reduction of individual cost elements [7, 8, 9 and
10]. E-commerce market can be divided in terms of direction
of the transaction - individual subjects stand on the side of
supply or demand [11, 12 and 13]. Timeliness of this research
is evident from the number of studies dealing with the analysis
of e-commerce market trends on global basis. Dieke et al. from
the company WIK Consult GmbH have dealt with the issues of
designing and development of initiatives to promote the growth of
e-commerce market via better functioning parcel delivery systems
[14]. Burkl from the Gfk company addresses in his study the

* 1Dalibor Gottwald, 'Libor Svadlenka, 2Hana Pavlisova

current state of the consumer surroundings in selected countries
of European Union (EU) [15].

The main objective of this article is associated with the
above defined topics. It is to define the area of selected variables
which can be regarded as crucial in the process of predicting
development of e-commerce market. It means to carry out
analysis of indicators of development of turnover B2C (business
to customer) e-commerce market from selected member states
of the EU in relation to dependent variables which define the
social constructs that may affect customer capital of e-commerce
market. The general model called Theory of Planned Behavior
(TPB) will be used for verification of the defined area. At present,
this model is not used for research of components of intellectual
capital.

2. Material and methods

TPB is often used as a theoretical basis for prediction of
human (social) behavior. TPB is based on the Theory of reasoned
action [16 and 17]. Both theories are based on the assumption
that individual’s intention to perform a specific act of behavior
is the result of the determinants of that behavior. The intent is
understood as the “expression of the difficulty of performing
a specific act of behavior” or the “expression of the effort which

'Department of Transport Management, Marketing and Logistics, Jan Perner Transport Faculty, University of Pardubice, Czech Republic,
’Department of English and American Studies, Faculty of Arts, Palacky University Olomouc, Czech Republic

E-mail: libor.svadlenka@upce.cz
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individuals plan to make in order to perform this act of behavior.”
For the general expression of TPB, it is necessary to define the
following areas:
attitudes towards behavior: the degree of individual’s favorable
or unfavorable evaluation of performance of a specific act of
behavior;
subjective norms determining the intent: the social pressure
perceived in regards to the performance of a specific act of
behavior [18].

Over the past few years, the TPB and the Theory of reasoned
action were applied in a number of research articles [19, 20,
21 and 22]. Their aim was to predict the future intentions and
specific behaviors. Later on, the TPB theory was expanded by
the construct of Perceived Behavioral Control, which can be
understood as a general attitude of the individual or a society
towards the investigated act of behavior [19 and 23]. Now
the TPB theory is used as a general theoretical framework for
prediction of behavior (Fig. 1).

Aftiude

Subjective norms Behavior |

Independent variable

Intention H

Perceived behavioral control

Fig. 1 General model Theory of Planned Behavior
Source: [18]
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It is clear from the above mentioned model that behavior
is determined by the intent, which is constituted by three
components. To ensure the maximum relevance of predicted
expected behavior, it is necessary to compare the current state of
area under consideration with findings from the previous periods
of time [24].

Nowadays, TPB is frequently used especially in social
sciences, especially in research of predicting the behavior of
individuals in terms of health straight behavior [25 and 26].Given
the fact that TPB is used to predict the behavior of individuals,
it will be necessary to take over a general methodology with an
overlap to allow the prediction of the behavior of e-commerce
market in selected member states of the EU.

Attitude: Variables which can be considered adequate
in regards to compliance with the general TPB model are
“Households with internet access at home - percentage of
households with at least one member aged 16 to 74” and “Last
internet use: within last 12 months”. Using these indicators,
it is possible to gain information about society-wide attitudes
towards online shopping in individual states. The Internet is an
infrastructure of online shopping and the access to Internet can
be seen as society’s attitude towards a specific act of behavior
(online shopping).

Subjective norms: “Annual Net Earnings: single person
without children, 50 % of average wage” variable can be understood
as a subjective norm for the possibility of online shopping
(the higher the society’s earnings, the bigger the assumed total
turnover of e-commerce market). Also the “Enterprises selling
via Internet: all enterprises without financial sector (10 persons
employed or more)” variable is relevant, this time for its relation

B2C turnover (bn EUR) Table 1
2011 2012 2013 2014
United Kingdom 84.107 96.193 110.890 127.190
France 37.700 45.000 51.100 56.800
The Netherlands 10.927 11.869 12.877 13.961
Ireland 3.040 3.800 4.600 5.300
Belgium 2.200 3.040 3.820 4.368
Germany 41.085 50.000 63.400 71.200
Austria 8.405 9.800 10.970 11.685
Poland 3.349 4.183 5.225 6.541
Czech Republic 1.505 1.800 2.160 2.874
Spain 10.916 12.969 14.414 16.900
Italy 8.078 9.565 11.268 13.278
Greece 1.800 2.560 3.200 3.850
Portugal 2.000 2.300 2.600 2.945
Sweden 6.418 7.221 8.622 9.938
Denmark 6.172 7.339 8.367 9.886
Finland 6.005 6.137 6.500 7.290
Source: [27].
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to the number of such companies (the bigger the number of such

companies, the bigger the assumed total turnover of e-commerce

market). These defined variables comply with the assumptions of
the general model, i.e. the possibility, and not the necessity, of
performance of a specific act of behavior (online shopping).

Perceived behavioral control: The “Last online purchase in
the last three months (percentage of individuals)” variable is
a factor informing about the attitude of an individual towards the
area under consideration and can also be understood as a factor
which directly influences the resulting behavior. It is, however,
essential to examine its influence in combination with factors
from previous areas.

Due to the nature of the research, one independent variable
was determined as a meaningful variable for determining the
behavior of e-commerce market, namely B2C e-commerce
turnover in 2011, 2012, 2013, and 2014 (Table 1 and Fig. 2).

Data presented in Table 1 reflect the results of research into
total turnover of B2C market in years 2011, 2012, 2013, 2014,
which were taken from various sources:

- National associations and International associations:
Netcomm (Italy), FDIH (Denmark), KAUPPA (Finland),
SDH (Sweden), Adigital (Spain), BeCommerce (Belgium),
Hiandlerbund (Germany), FEVAD (France), Apec (Czech
Republic), etc.

- Corporate sources: Deloitte, Forrester, Google, Innopay,
Social Bakers, I-Research, GfK, Planet Retail, etc.

- Other sources: Digital Hub Development Agency (DHDA),
Eurostat, European Central Bank (ECB), National Statistic
offices, World Economic Forum, etc.

EU member states which had turnover less than 1 billion
EUR were excluded from the research, as well as the European
states which are not members of the EU. Defined dependent
variables were used to demonstrate their dependence on the
independent variable in years 2011-2014. This was done to ensure
the maximum relevance of the intention, which is the basis for the
expected behavior prediction.

Households with internet access at home

Last internet use

Annual net earnings

Enterprises selling via internet

Intention |_.| Behavior |

v

Last online purchase

=
=
@
<
o
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>
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@

Fig. 2 Modified model Theory of Planned Behavior
Source: authors

Pearson’s correlation coefficient was used to find the
correlation between the independent variable determining the
behavior of e-commerce of the market and the defined dependent
variables, which are guaranteed by the respective indicators in the
three basic categories of TPB model.

L =N —)
JI(x=xVZ(y-y)
The final determination of significance of correlation was

established on the basis of calculation of P value with significance
level at 5 %.

(D

3. Results and discussion

The indirect measurement method was used in the research
of three components of TPB, i.. the stated results reflect
values taken from studies of international non-governmental
organization OECD and the Directorate-General of the European

Measurement of Attitudes Table 2
ATTITUDE Households with internet Last internet use
access
Country P value P value
Pearson’s (r) Pearson’s (r)
0.0514 0.0205
0.9486 0.9795
France 0.0261 0.0120
0.9739 0.9880
0.0473 0.0662
0.9527 0.9338
0.1069 0.0103
0.8931 0.9897
0.0477 0.3173
0.9523 0.6827
Germany 0.0043 0.0126
0.9957 0.9874
Austria 0.041 0.0212
0.9599 0.9788
0.0076 0.1695
0.9924 0.8305
0.0730 0.0096
0.9270 0.9904
Spain 0.0017 0.0013
0.9983 0.9987
Italy 0.0410 0.0106
0.9590 0.9894
0.5810 0.0083
0.9419 0.9917
0.0142 0.0739
0.9858 0.9261
Sweden 0.7387 0.6542
0.2613 -0.3458
0.1166 0.0250
0.8834 0.9750
Finland 0.1512 0.1253
0.8488 0.8747

Source: authors
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Commission - Eurostat between years 2011 and 2014 (Tables 2,
3 and 4).

Measurement of Subjective norms Table 3

Annual net earnings | Enterprises selling
SUBJECTIVE NORMS via internet
Country P value P value
Pearson’s (r) Pearson’s (r)
United Kingdom 0.1963 0.1158
0.8037 0.8842
France 0.0212 0.0489
0.9788 0.9511
0.0038 0.8372
0.9962 0.1628
0.0445 0.2406
0.9555 0.7594
0.0069 0.2997
0.9931 -0.7003
0.0229 0.1386
0.9771 0.8614
0.0183 0.6700
0.9817 0.9330
Poland 0.0615 0.0542
0.9385 0.9458
Czech Republic 0.1050 0.2574
-0.8950 0.7426
Spain 0.0237 0.0436
0.9763 0.9564
Italy 0.0630 0.0698
0.9370 0.9302
Greece 0.0189 0.2406
-0.9811 0.7594
Portugal 0.1439 0.2407
0.8561 -0.7593
Sweden 0.2165 0.6444
0.7835 -0.3556
0.0388 0.9448
0.9612 0.05521
Finland 0.2131 0.1759
0.7869 0.8241

Source: authors

It was found in the research that in the area of “Attitude”
(Table 2), the dependence of defined variables on the independent
variable (B2C turnover) has been confirmed as statistically
significant in both variables (“Households with Internet access”
and “Last Internet use”) in France, Germany, Austria, Spain,
and Italy. Defined dependence has then shown to be significant
in at least one of the variables in the United Kingdom, The
Netherlands, Ireland, Belgium, Poland, Czech Republic, Greece,
Portugal, and Denmark. Results of the statistical testing of the
area of “Subjective norms” in Table 3 confirm the dependence
of both variables (“Annual net earnings” and “Enterprises selling

COMMVINICIONS

via Internet”) on the independent variable in France and Spain.
Defined dependence has then shown as significant in at least one
of the variables in The Netherlands, Ireland, Belgium, Germany,
Austria, and Denmark.

From the above tables it is clear that Sweden and Finland
(both states are insular states in the north of Europe) do not
confirm this dependence in either variable in both areas, which
could be used as input data for further research.

Measurement of Perceived behavioral control Table 4
PERCEIVED Last online purchase
BEHAVIORAL
CONTROL
Country P value Significance
Pearson’s (r) of correlation?
(alfa = 0.05)

United Kingdom 0.0748

0.9252 NO
France 0.0436

0.9564 YES
The Netherlands 0.1102

0.8898 NO
Ireland 0.0797

0.9203 NO
Belgium 0.0431

0.9569 YES
Germany 0.0205

YE

0.9795 S
Austria 0.1070

0.8930 NO
Poland 0.0160

0.9840 YES
Czech Republic 0.0037

0.9963 YES
Spain 0.0134

0.9866 YES
Italy 0.0272

0.9728 YES
Greece 0.0135

0.9865 YES
Portugal 0.0087

0.9913 YES
Sweden 0.1214

0.8786 NO
Denmark 0.0478

0.9522 YES
Finland 0.0141

0.9859 YES

The research of statistical dependence of the behavior of
e-commerce market (B2C turnover) on the variable defining
Perceived behavioral control has shown dependence in France,
Belgium, Germany, Poland, Czech Republic, Spain, Italy, Greece,
Portugal, Denmark, and Finland.

COMMUNICATIONS 3/2016

* 3l



COMMVINICIONS

Only one variable has been established as a dependent
variable in Perceived behavioral control. It was due to insufficient
data basis of other potential variables which could define this
area. On the other hand, there is no requirement for minimal
amount of dependent variables defining a given area in the
application of TPB [18 and 19].

General result of application of TPB model can be expressed
via the correlation of independent variable on the behavior of
e-commerce market expressed by the B2C turnover indicator. In
Tables 1 and 2, states which show positive correlation in both
variables defining the given area of TPB are marked in yellow,
while states that show positive correlation at least in one of these
variables are marked in green.

Table 3 shows in yellow-green color the states that show
positive correlation with the indicator defining behavior of
e-commerce market.

Based on the results it can be stated that defined model
TPB can be applied to the markets of France and Spain (where
correlation was shown in all areas of research), and for Belgium,
Germany and Denmark (where positive correlation was shown at
least in one variable of the three researched areas of TPB).

The values found in other states can be considered partial
results and cannot be applied to prediction of e-commerce market
behavior through TPB model. With regards to the fact that the
given theory has not been used for prediction of e-commerce
market of the EU states so far, these results can be seen as
innovative and can be used as a basis for further research of
application of this theory on the given area of research.

References

4. Conclusions

The main objective of this article was to highlight the key
variables which can be determined as crucial for the prediction
of development of e-commerce market from the point of view of
the customer capital. It also establishes selected variables which
can be understood as relevant in the prediction. TPB is commonly
used in social sciences to predict development of a specific
phenomenon and in this research was used to define the area of
research. TPB was used in this context to innovate the scientific
approach towards prediction of e-commerce market behavior.

It can be concluded that TPB has proved to show results in
some states. The results can be used in further research, especially
in establishment of other variables applicable to the general
model of TPB. Another topic for further research would be
a closer look at results in a more general context of the currently
turbulent e-commerce market.

The results have shown that the influence of customer capital
in the selected group of states is statistically significant, and thus
the prediction of development of e-commerce market must take
into account selected social constructs (determined by specified
variables) which influence the individual customer.
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Zoran Cekerevac - Zdenek Dvorak - Ludmila Prigoda - Petar Cekerevac*

BIG VS SMALL DATA IN MICRO AND SMALL COMPANIES

This article deals with the challenges that are faced by micro and small enterprises using data. After naming main hypotheses of the

research, the attention is paid to definitions of big and small data and to their comparison. In the paper, analyses of the connections between

big data and Internet are given. The main attention is paid to the use of big data in micro and small enterprises through the analyses of

needed skills, organizational changes and big data management including possible pros and cons. As a special item, the analysis of risks and

implementation is given. The analyses are supported with a lot of research results and numerous literature sources. At the end of the article

there are conclusions about directions how micro and small enterprises should use big data and how to invest rationally in big data.

Keywords: Big data, small data, micro enterprises, small enterprises, cloud computing.

1. Introduction

Today‘s globalized society is developing together with the
development of information and communication technologies.
Development of information technologies, especially in the
fields of big data, cloud computing and data mining is very
dynamic. This is well doccumented by publications of Asay,
M. [1], Thomas, J. W. [2], Carter, K. B. [3] which defines
technical and technological aspects of big data, cloud computing
and datamining. These technologies are gradually used in real
life and all institutions and companies try to implement these
technologies.

Every company, independently of its size, tries to collect as
much information as possible, not only in the field of its activities,
counting that the possession of data is a capital that will pay off
sooner or later. Possession of data represents significant potential.
So one can conclude that, based on reliable data, manager is able
to timely make right decisions. However, is it always possible?
Many companies, although able to collect a number of relevant
data, are not able to successfully exploit them. In their analyses,
there remain a lot of unused data, not only from the group big
data, but, even, data from the group small data.

In the very beginning of the collection of big data, the main
beneficiaries were big companies, which used data primarily for
the prevention of fraud, or for tracking and retail management.
Big companies had to develop complex sophisticated methods
and software for processing of big data. Nowadays, big data are

*

1Zoran Cekerevac, 2Zdenek Dvorak, *Ludmila Prigoda, ‘Petar Cekerevac

available also to micro and small enterprises (next MSEs) and
they also have to develop systems and procedures for their proper
and effective exploitation. Due to their sizes and the limited area
of interest, it is quite possible that MSEs find a new specific, and
more convenient and efficient methods to benefit from the data
collected. Computer resources are no longer a challenge, because
MSEs can use cloud computing at an affordable price. The main
challenge is now of the strategic and organizational nature. MSEs
do not need to deal with creating of their own systems to handle
big data. It is enough to properly choose open source software
that will suit their current needs and be scalable enough to
accommodate their future growing needs. Although it looks so
simple, the challenge lies in the word ,properly“. The question
is, whether the MSEs are able to ,properly” choose and apply
the software.

In this paper, after a brief comparison of small and big data,
here will be discussed micro and small enterprises’ abilities to use
big data and the Cloud.

Microenterprises are categorized here in accordance
with the Commission Recommendation 2003/361/EC [4] as:
“A microenterprise is defined as an enterprise which employs
fewer than 10 persons and whose annual turnover and/or annual
balance sheet total does not exceed EUR 2 million”. According
to the same recommendation, “A small enterprise is defined as
an enterprise which employs fewer than 50 persons and whose
annual turnover and/or annual balance sheet total does not exceed
EUR 10 million” [4].
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In Serbia 95% of all enterprises are micro enterprises, with
more than 270,000 private entrepreneurs and micro companies
[5]. According to Forbes: "Small businesses are driving the U.S.
job recovery”... “Small businesses have led our comeback from
the downturn,” Bagley writes. “For 15 straight quarters, small
firms have contributed to employment growth - accounting for as
much as 80 percent of job gains in any given quarter” [6]. For this
reason, this issue is becoming more important.

2. Research question - hypotheses

The creation and organization of infrastructure largely
depends on the type of activities of the company and may be
substantially different from industry to industry. This is why it can
be difficult to formulate general conclusions. In order to obtain
more general and realistic picture, this paper will deal with the
general principles of using small and big data.

The working hypothesis was that MSEs due to their limited
resources are not able to effectively use big data for the benefit of
their business.

H, The null hypothesis of this analysis is: MSEs are not
able to form their own infrastructure in order to be able to
take advantage of big data in order to form their strategies of
development and doing business.

H, The alternative hypothesis is: There are MSEs that can
form their infrastructure so that they are able to take advantage
of big data in order to form their strategies of development and
doing business.

In the research, there were applied methods of induction and
generalization, as explained in [7].

3. Small and big data definition and comparison

From the definition of small and big data arise their essential
differences, but also achievements that by their use can be
achieved. According to Techopedia [8]: “Small data describes
data use that relies on targeted data acquisition and data mining”,
and “Big data refers to a process that is used when traditional data
mining and handling techniques cannot uncover the insights and
meaning of the underlying data.”

Big data acquisition is a result of the desire of the company
to gather as much information as possible about anything and
everything, and then to process the data collected to come to
the conclusion what its customers want, may want and when.
A company wishes to get an opportunity to project needs and
desires of its customers in the future and define its own strategy
and action. A very demanding task in every respect: in collecting
data, in resources for data storage and processing, and in the
models and software for processing and presentation of results.
This task can be compared with the weather forecast. As with
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weather forecasting, on some level, collecting of data must be
stopped, because the further collection of data, below this level,
brings enormous costs and practically no impact on the result
obtained. In weather forecasting, there will not be taken into
account, for example, the impact of heat given by individual
buildings, or damping the wind by a single tree, or causing
of air movement from a single man breathing. Consequently,
when processing mass data, data with minor impacts will not
be considered. Or, maybe, they will? The answer depends of
the decision of one who defines the strategy. In contrast to this
approach, companies may limit the collection to the specific data
which will allow them, according to their beliefs, to make the
right decisions with considerably less effort and cost. Big data
provide a greater potential to drive business intelligence in key
ways, but no one can guarantee that the results won't be similar
to the results of weather forecasts. Because of the sudden changes
in business environment, it is possible that the predictions won'‘t
be met.

Reviewing small data IBM concluded that small data are
connected with [9]:

- low volumes,
- batch velocities,
- structured varieties

On the other hand, big data are characterized by [9]:

- into Petabyte volumes,
- realtime velocities,
- multistructured varieties.

Both, small and big data, must be first brought under control.
There