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The article presents and describes research results concerning determination of an impact of the ionospheric 
correction upon the positioning accuracy of an aircraft. The main objective of examinations was to verify three 
ionospheric models (the Klobuchar model, SBAS model and IONEX model) in determining aircraft coordinates. In the 
framework of the conducted simulations, the authors determined the aircraft coordinates by means of the SPP code 
method in the GPS system. The article presents a comparison of the determined aircraft coordinates in the SPP code 
method in relation to an accurate solution in the RTK-OTF differential technique. Based on the obtained results, it 
was found that e use of the SBAS and IONEX model is exploited to improve the positioning accuracy of an aircraft in 
relation to the Klobuchar model, from 20% to 72%, in the geocentric XYZ frame. The obtained findings of a simulation 
indicate that the ionospheric correction in the SBAS and IONEX models may be used to improve the performance of 
aircraft coordinates in air navigation. 
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is steadily increasing, there is a need to develop accurate 
models of the ionospheric delay as well as specifying 
an influence of this phenomenon on the positioning of 
an aircraft. Within the research conducted in Poland for 
modelling of the ionospheric delay, the Klobuchar and 
SBAS models were used for the EGNOS system [12-14]. In 
the above-mentioned works, value of the ionospheric delay 
in execution of flight tests in eastern Poland was examined. 
Based on the presented research findings in articles [12-14], 
it was found that monitoring the state of the ionosphere for 
air operations is indispensable and necessary.

The aim of this article was to specify an impact of 
the ionospheric delay in order to determine the aircraft 
coordinates. In the work the authors used the Klobuchar 
model, SBAS EGNOS model and the global ionospheric 
model GIM in the IONEX format for checking the impact 
of the ionosphere delay on the GPS kinematic data. In 
particular, the article presents results of an impact of the 
ionospheric delay on accuracy of the GPS positioning in 
aviation. The computations exploited real observations and 
navigation data from an on-board GPS receiver mounted 
in a Cessna 172. The solution to the problem of modelling 
the ionospheric delay in the GPS kinematic measurements, 
presented in the article, is extremely interesting and may be 
used on a larger scale in air tests. 

2 The research method

In order to determine the aircraft 
coordinates, the SPP code method was used as  
a primary and universal technique of the GPS positioning in 

1 Introduction

Use of the GPS satellite technology in aviation leads 
to designation of numerous systematic errors in satellite 
measurements. In general, the systematic GPS errors can be 
divided in geometry errors of the satellite-receiver system, 
errors associated with an accurate transfer of time and 
atmospheric errors [1]. Among the atmospheric errors it is 
possible to differentiate the tropospheric delay error and 
the ionospheric delay error. 

The previous scientific investigations of determination 
of the ionospheric delay in aviation are mostly concerned 
with: 
• impact of the ionospheric scintillation upon availability 

parameters and reliability of the GPS positioning 
within the approach procedures LPV-200 [2],

• determination of the slant value of the ionospheric 
delay STEC in kinematic measurements in aircraft 
positioning in aviation [3],

• determination of the slant value of the ionospheric 
delay STEC in the GPS single-frequency differential 
measurements in aircraft positioning in aviation [4],

• developing a methodology of determining the 
ionospheric delay STEC in single frequency code-phase 
GPS measurements within the NPA procedure and the 
APV indirect procedure [5],

• determination of the ionospheric delay in the GPS 
measurements within the GBAS augmentation system 
in air transport [6-11].
The problem of modelling the ionospheric delay in 

aviation is a huge challenge for scientists who are primarily 
focused on air navigation. In Poland, in which the air traffic 
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Ion MF w VTECn n$ $= | , (3)
where: 
MF - mapping function,
w

n
 - weight, function of distance between the GRID 

coordinates and current ionosphere pierce point 
coordinates,
VTEC

n
 - Vertical TEC at GRID SBAS coordinates.

In precise geodetic measurements, the IONEX format 
is exploited. It contains data of the global ionospheric 
model GIM in the form of ionosphere maps 2.5o by 5o of 
one mesh unit [18]. Efficiency of this model in geodetic 
solutions remains at a level of 80-90%. Thus, translating the 
ionospheric IONEX format into air navigation may prove 
crucial in improving the designation of aircraft coordinates. 
The ionosphere delay in the IONEX model is described as 
below:

Ion MF w VTECn n$ $= | , (4)

where: 

k - coefficient of time rate, k
dT
dt T

T T
ti

i o
= = -

- ,
t - current time epoch, 
(T

i
, T

0
) - reference time epoch of VTEC GRID maps,

VTEC
n
 - Vertical TEC at GRID maps from IONEX file.

Impact of ionosphere on the aircraft positioning is 
visible in conducting navigation in the horizontal LNAV 
plane. Therefore, the ionospheric delay exerts an impact on 
determination of the aircraft horizontal coordinates. It has 
a direct influence during the aircraft take-off and landing at 
an airport. Thus, the ionospheric delay is a key navigation 
parameter in aircraft positioning.

3 The research test

In the framework of the research test, authors 
made a simulation of impact of the ionospheric delay 
on designation of an aircraft position. The computations 
exploited real observations and the GPS navigation data 
from an on-board GNSS receiver mounted in the Cessna 
172 [19]. The Cessna 172 executed a test flight around the 
military airport EPDE in Deblin. In the framework of the 
conducted simulation, authors determined the aircraft 
position, using different models of the ionospheric delay, 
i.e. the Klobuchar model, SBAS EGNOS model and the 
global model GIM in the IONEX format. The research used:
• the RINEX observation file with the GPS code 

measurements,
• the GPS navigation file,
• the file from the EGNOS correction in the EMS format,
• the IONEX file with ionosphere maps.

In the first step, the aircraft position was determined, 
using the Klobuchar model from the GPS navigation 
message. In the second case, the aircraft position was 
determined, using the SBAS EGNOS ionospheric model 
within the format of EMS corrections. In the third case, 

aviation. The mathematical model of the SPP code method 
is shown below [15]:

R

C c dtr dts Ion

Trop TGD el Mp

1 $t= + - + +

+ + + +

^ h
 , (1)

where: 
C1 - code observations on the L1 frequency in GPS system 
(expressed in metres), 
c - speed of light (expressed in m/s),
t  - geometric distance between the satellite and a receiver 

on the L1 frequency in GPS system (expressed in metres), 

X X Y Y Z Zrec sat rec sat rec sat
2 2 2t= - + - + -^ ^ ^h h h , 

, ,X Y Zrec rec rec^ h - coordinates of the aircraft in XYZ 
geocentric coordinates, 

, ,X Y Zsat sat sat^ h -  satellite coordinates in the GPS system, 
dtr - receiver clock bias in the GPS system (expressed in 
seconds), 
dts - satellite clock bias in the GPS system (expressed in 
seconds), 
Ion - ionosphere delay in the GPS system (expressed in 
metres), 
Trop - troposphere delay in the GPS system (expressed in 
metres), 
TGD - Time Group Delay in the GPS system (expressed in 
metres), 
Rel - relativistic effect in the GPS system (expressed in 
metres), 
Mp - multipath effect and measurement noise in the GPS 
system (expressed in metres).

In Equation (1), the ionospheric delay is referred to as 
a standard in aircraft positioning by means of the Klobuchar 
model, which reduces the effect of the ionospheric impact 
by merely 50-60% [16]. Therefore, it is necessary to make 
a precise application of the ionospheric model to improve 
the performance of aircraft coordinates. The ionosphere 
delay in Klobuchar model is described as:

, .

, .
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X X
F X
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a z= + - +-

-

c m; E* |  

 (2)

where: 

na - coefficients of the ionosphere delay from Broadcast 
ephemeris,
fmn - geomagnetic latitude of ionosphere pierce point,
XI - phase of the ionospheric delay,
F - the mapping function.

One solution to this problem is to exploit the SBAS 
model for the EGNOS system, which relies on a regular 
grid (GRID), 5o by 5o of one mesh unit [17]. Values 
of the ionospheric corrections in the SBAS model are 
retransmitted in real time from EGNOS satellites to 
the onboard GPS receiver in the universal EMS format. 
Efficiency of the SBAS ionospheric model is considerably 
higher than in the Klobuchar model. The ionosphere delay 
in the SBAS model is described as:
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• for the Y component as an absolute value of formula:

dY
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, (6)

where: 
YSPP
Klobuchar - Y coordinate of aircraft based on the SPP code 

solution with the Klobuchar model, see Equation (1),
YSPP
SBAS - Y coordinate of aircraft based on the SPP code 

solution with SBAS model, see Equation (1),
YSPP
IONEX - Y coordinate of aircraft based on the SPP code 

solution with the IONEX model, see Equation (1),
YRTK OTF- - Y coordinate of aircraft based on the RTK-OTF 
differential solution, reference coordinate of aircraft,
dY - accuracy of aircraft positioning along the Y axis. 

• for the Z component as an absolute value of formula:

dZ

Z Z

Z Z

Z Z
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RTK OTF
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IONEX

RTK OTF
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-
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, (7)

where: 
ZSPP
Klobuchar - Z coordinate of aircraft based on the SPP code 

solution with the Klobuchar model, see Equation (1),
ZSPP
SBAS - Z coordinate of aircraft based on the SPP code 

solution with SBAS model, see Equation (1),
ZSPP
IONEX - Z coordinate of aircraft based on the SPP code 

solution with the IONEX model, see Equation (1),
ZRTK OTF- - Z coordinate of aircraft based on the RTK-OTF 
differential solution, reference coordinate of aircraft,
dZ - accuracy of aircraft positioning along the Z axis. 

Figure 1 shows accuracy of the GPS positioning along 
the X axis for different ionospheric models, based on 
Equation (5). In the case of using the Klobuchar model, 
the GPS positioning accuracy ranges from 0.3 m to 9.1 m, 
with the value of arithmetic mean being equal to 4.6 m. 
In the case of using the SBAS model, the GPS positioning 
accuracy is between 0.1 m and 11.1 m, with the value of 
arithmetic mean being equal to 4.0 m. However, in the case 
of using the global model in the IONEX format, the GPS 
positioning accuracy ranges from 0.1 m to 5.8 m, with the 
value of arithmetic mean being equal to 1.3 m. Based on the 
obtained research results it can be observed that exploiting 
the SBAS model increased the positioning accuracy by 
approximately 13% in relation to using the Klobuchar model 
in the SPP code method. In addition, using the IONEX 
model increased the positioning accuracy by approximately 
72% in relation to the exploitation of the Klobuchar model 
in the SPP code method. 

Figure 2 shows accuracy of the GPS positioning along 
the Y axis for different ionospheric models, based on 
Equation (6). In the case of using the Klobuchar model, 
the GPS positioning accuracy ranges from 0.1 m to 2.6 m, 
with the value of arithmetic mean being equal to 0.5 m. 
In the case of using the SBAS model, the GPS positioning 
accuracy is between 0.1 m and 2.1 m, with the value of 
arithmetic mean being equal to 0.4 m. However, in the case 
of using the global model in the IONEX format, the GPS 
positioning accuracy ranges from 0.1 m to 2.1 m, with the 
value of arithmetic mean being equal to 0.4 m. Based on the 

the aircraft position was determined, using the global 
ionosphere model GIM as a part of the universal IONEX 
format. The computations of the aircraft position were 
made in the RTKLIB v.2.4.3 programme in the RTKPOST 
library. In the computing strategy in the RTKPOST library, 
the following were used [20]:
• positioning method: single,
• elevation mask: 5o,
• source of ionospheric adjustments: on-board ephemeris 

Klobuchar model, SBAS model, IONEX format,
• source of tropospheric correction: Saastamoinen 

model,
• source of ephemeris data and satellite clocks data: 

on-board ephemeris data,
• coordinate frame: XYZ geocentric coordinates,
• mean error of pseudorange a priori: 1 m,
• type of observations: code on L1 frequency,
• weighting: in the function of the elevation angle: 

applied,
• maximum DOP coefficient: 30,
• observation interval: 1 s.

4 Results and discussion

The designated aircraft coordinates in the SPP code 
solution for different ionospheric models were compared 
to a precise reference position in order to determine the 
accuracy of the GPS positioning in aviation. The reference 
position of the aircraft was determined using the RTK-OTF 
differential technique for accurate GPS phase observations 
[21]. The reference position was designated in the Trimble 
Total Control v.2.7 programme. The coordinates of the 
aircraft reference position were also specified at a 1-second 
interval in the geocentric XYZ frame. 

Within the conducted investigations, the authors 
analysed the impact of the ionosphere model on accuracy 
of the GPS positioning in aviation. Therefore, the accuracy 
of the GPS positioning was determined, taking into 
account an impact of an individual ionospheric model on 
designating the aircraft coordinates. The accuracy of the 
GPS positioning was specified as [22]:
• -for the X component as an absolute value of formula:

dX

X X

X X

X X

SPP
Klobuchar

RTK OTF

SPP
SBAS

RTK OTF

SPP
IONEX

RTK OTF

=

-

-

-

-

-

-

Z

[

\

]]]]]
]]]]

, (5)

where: 
XSPP
Klobuchar - X coordinate of aircraft based on the SPP code 

solution with the Klobuchar model, see Equation (1),
XSPP
SBAS - X coordinate of aircraft based on the SPP code 

solution with SBAS model, see Equation (1),
XSPP
IONEX - X coordinate of aircraft based on the SPP code 

solution with the IONEX model, see Equation (1),
XRTK OTF- - X coordinate of aircraft based on the RTK-OTF 
differential solution, reference coordinate of aircraft,
dX - accuracy of aircraft positioning along the X axis. 
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the value of arithmetic mean being equal to 3.1 m. In the 
case of using SBAS model, the GPS positioning accuracy 
is between 0.1 m and 5.8 m, with the value of arithmetic 
mean being equal to 1.6 m. However, in the case of using 
the global model in the IONEX format, the GPS positioning 
accuracy ranges from 0.1 m to +5.7 m, with the value of 
arithmetic mean being equal to 2.2 m. Based on the obtained 
research results it can be observed that exploiting the SBAS 
model increased the positioning accuracy by approximately 
47% in relation to using the Klobuchar model in the SPP 
code method. In addition, using the IONEX model increased 

obtained research results it can be observed that exploiting 
the SBAS model increased the positioning accuracy by 
approximately 20% in relation to using the Klobuchar model 
in the SPP code method. In addition, using the IONEX 
model increased the positioning accuracy by approximately 
20% in relation to the exploitation of the Klobuchar model 
in the SPP code method. 

Figure 3 shows accuracy of the GPS positioning along 
the Z axis for different ionospheric models, based on 
Equation (7). In the case of using the Klobuchar model, the 
GPS positioning accuracy ranges from 0.3 m to 5.3 m, with 

Figure 1 Accuracy of aircraft  positioning along the X axis

Figure 2 Accuracy of aircraft positioning along the Y axis
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smallest for e application of the IONEX model. In addition, 
the RMS parameter is the highest for the Klobuchar model.

In the next stage of the research, authors defined 
a shift in the aircraft position in the 2D plane and 3D space, 
as illustrated below [24-25]:

D error dX dY

D error dX dY dZ

2

3

2 2

2 2 2

- = +

- = + +
) , (9)

where: 
2D - error - shift in aircraft position in the horizontal 2D 
plane on the flight path,
3D - error-  shift in aircraft position in 3D space on the flight 
path.

Figure 4 shows a shift in the aircraft position in the 
horizontal 2D plane. Therefore, the value of the parameter 
2D-error was specified based on the obtained findings (dX, 
dY, dZ). For application of the Klobuchar model, the shift in 
the aircraft position in the horizontal 2D plane ranges from 
0.7 m to 9.4 m. Then, for the application of the SBAS model, 
the shift in the aircraft position in the horizontal 2D plane 
ranges from 0.5 m to 11.2 m. In addition, for the application 
of the IONEX model, the shift in the aircraft position in the 
horizontal 2D plane is between 0.1 m and 6.2 m. Based on 
values of the parameter 2D-error it can be concluded that 

the positioning accuracy by approximately 29% in relation 
to the exploitation of the Klobuchar model in the SPP code 
method. 

After specifying the accuracy, authors determined the 
RMS errors of the aircraft position for the obtained results 
of parameters (dX, dY, dZ) as shown below [23]:

RMSdX N
dX

RMSd N
d

RMSd N
d

Y
Y

Z
Z

2

2

2

=

=

=
6

6

6

@

@

@Z

[

\

]]]]]]]]
]]]]]]]]

, (8)

where: 
RMSdX - total RMS error along the X axis on the flight path,
RMSdY - total RMS error along the Y axis on the flight path,
RMSdZ - total RMS error along the Z axis on the flight path,
N - number of determinations of aircraft position.

Results of the RMS errors in the geocentric XYZ frame 
are shown in Table 1. For the application of the Klobuchar 
model, the RMS errors of the aircraft position range from 
0.5 m to 4.8 m. For SBAS model, the RMS errors of the 
aircraft position range from 0.5 m to 4.3 m. For the IONEX 
model, the RMS errors of the aircraft position range from 
0.7 m to 2.4 m. Based on Table 1, the RMS parameter is the 

Figure 3 Accuracy of aircraft positioning along the Z axis 

Table 1 RMS error for the aircraft position in the XYZ geocentric coordinates

Klobuchar model SBAS model IONEX model

Coordinate X [m] 4.8 4.3 1.7

Coordinate Y (m) 0.5 0.5 0.7

Coordinate Z [m] 3.1 1.8 2.4
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5  Conclusions

The article describes results of research concerning 
specification of an impact of the ionospheric delay on 
determining the aircraft coordinates. The computations 
exploited the real observation and navigation GPS data 
from an on-board GNSS receiver. In the course of the 
conducted research, a number of computer simulations 
were made with regard to determination of the impact of the 
ionospheric correction in the SPP code solution. In order to 
determine the position of the aircraft, the SPP code method 
in the software RTKLIB v.2.4.3 in the RTKPOST library was 
used. In the SPP code method, three different ionosphere 
models were used, i.e. the Klobuchar model from the 

the smallest dispersion of results is for the application of 
the IONEX model and the largest for the SBAS model.

Figure 5 shows a shift in the aircraft position in the 
3D space. Therefore, the value of the parameter 3D-error 
was specified based on the obtained findings (dX, dY, dZ). 
For the application of the Klobuchar model, the shift in 
the aircraft position in the 3D space ranges from 2.2 m to 
10.4 m. Then, for application of the SBAS model, the shift 
in the aircraft position in the 3D space ranges from 0.9 m to 
12.3 m. In addition for application of the IONEX model, the 
shift in the aircraft position in 3D plane is between 0.5 m 
and 7.0 m. Based on values of the parameter 3D-error it 
can be concluded that the smallest dispersion of results is 
for application of the IONEX model and the largest for the 
SBAS model.

Figure 4 Displacement of the aircraft position in the 2D horizontal plane

Figure 5 Displacement of the aircraft position in the 3D space
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47% for the coordinate Z in relation to the Klobuchar 
method,

• application of the SBAS and IONEX models causes the 
smallest shift in aircraft coordinates in relation to the 
accurate reference position,

• the SBAS and IONEX model can be used to determine 
the ionospheric delay in air navigation,

• the SBAS and IONEX models can be used to reduce 
the ionosphere delay and improve the aircraft position 
in air navigation.

on-board GPS message, the SBAS model from the EMS 
format in the EGNOS system and the global ionospheric 
model GIM in the IONEX format. The designated aircraft 
position using different ionosphere models in the SPP code 
method was compared to an accurate reference position 
determined in the RTK-OTF differential technique. Based 
on the conducted investigations, it was found that:
• application of the SBAS and IONEX models increases 

the accuracy of the SPP code positioning accordingly 
by 72% for coordinate X, 20% for coordinate Y and 

References

[1] HOFMANN-WELLENHOF, B., LICHTENEGGER, H., WASLE, E. GNSS - global navigation satellite systems: GPS, 
GLONASS, Galileo and more. Wien, Austria: Springer Wien New York, 2008. ISBN 978-3-211-73012-6.

[2] SEO, J. Overcoming ionospheric scintillation for worldwide GPS aviation. PhD thesis. Stanford, CA: Stanford 
University, 2010.

[3] COLOMBO, O. L, HERNANDEZ-PAJARES, M., JANSSEN, V., GARCIA-RIGO, A. Comprehensive ionospheric delay 
modelling for single-frequency GNSS precise positioning: first steps. In: IGS Workshop : proceedings. 2016.

[4] WEBSTER, I. R. Regional model for the prediction of ionospheric delay for single frequency users of the Global 
Positioning System. Technical report no. 166. New Brunswick: Department of Geodesy and Geomatics Engineering, 
University of New Brunswick, 1993.

[5] OUZEAU, C, MACABIAU, C., ROTURIER, B., MABILLEAU, M., AZOULAI, L., LEVAN, J., BESSE, F. Ionospheric delay 
estimation in a single frequency mode for Civil Aviation. In: 21st International Technical Meeting of the Satellite 
Division of the Institute of Navigation ION GNSS 2008 : proceedings. 2008. P. 1148-1158. 

[6] VENKATA RATNAM, D. Estimation and analysis of user IPP delays using bilinear model for satellite-based augmented 
navigation systems. Aviation [online]. 2013, 17(1), p. 65-69. ISSN 1648-7788, eISSN 1822-4180. Available from:  
https://doi.org/10.3846/16487788.2013.805864

[7] DATTA-BARUA, S., LEE, J., PULLEN, S., LUO, M., ENE, A., QIU, D-S., ZHANG, G., ENGE, P. Ionospheric threat 
parameterization for local area global-positioning-system-based aircraft landing systems. Journal of Aircraft [online]. 
2010, 47(4), p. 1141-1151. eISSN 1533-3868. Available from: https://doi.org/10.2514/1.46719

[8] HARRIS, I. L., MANNUCCI, A. J., IIJIMA, B. A., LINDQWISTER, U. J., MUNA, D., PI, X., WILSON, B. D. Ionospheric 
specification algorithms for precise GPS-based aircraft navigation. Radio Science [online]. 2001, 36(2), p 287-298. 
eISSN 1944-799X. Available from: https://doi.org/10.1029/1999RS002428

[9] YOSHIHARA, T, FUJII, N., SAITO, A. A Study of the ionospheric effect on GBAS (Ground-Based Augmentation System) 
using the GPS nation-wide network date in Japan. In: National Technical Meeting of the Institute of Navigation : 
proceedings. 2004. p. 502-511.

[10] SAITO, S., SUNDA, S., LEE, J., PULLEN, S., SUPRIADI, S., YOSHIHARA, T., TERKILDSEN, M., LECAT, F. Ionospheric 
delay gradient model for GBAS in the Asia-Pacific Region. GPS Solutions [online]. 2017, 21, p. 1937-1947.  
ISSN 1080-5370, eISSN 1521-1886. Available from: https://doi.org/10.1007/s10291-017-0662-1

[11] SAITO, S. Ionospheric effects on GBAS and mitigation techniques. In: Workshop on Ionospheric Data Collection, 
Analysis and Sharing this Support GNSS Implementation : proceedings. ENRI. 2011.

[12] KRASUSKI, K., WIERZBICKI, D. The impact of atmosphere delays in processing of aircraft’s coordinates 
determination. Journal of KONES [online]. 2016, 23(2), p. 209-214. ISSN 1231-4005. Available from:  
https://doi.org/10.5604/12314005.1213594

[13] GRUNWALD, G., CIECKO, A., BAKULA, M., KAZMIERCZAK, R. Examination of GPS/EGNOS integrity in north-eastern 
Poland. EIT Radar, Sonar and Navigation [online]. 2016, 10(1), p. 114-121. ISSN 1751-8784, eISSN 1751-8792. Available 
from: https://doi.org/10.1049/iet-rsn.2015.0053

[14] GRZEGORZEWSKI, M., SWIATEK, A., OSZCZAK, S., CIECKO, A., CWIKLAK, J. Study of EGNOS safety of life service 
during the period of solar maximum activity. Artificial Satellites [online]. 2012, 47, p. 137-145. eISSN 2083-6104. 
Available from: https://doi.org/10.2478/v10018-012-0019-5

[15] SANZ SUBIRANA, J., JUAN ZORNOZA J. M., HERNANDEZ-PAJARES M. Fundamentals and algorithms. Vol. 1. In: GNSS 
data processing. Noordwijk, Netherlands: ESTEC, ESA Communications, 2013. ISBN 978-92-9221-886-7, p. 139-144.

[16] XU, G., XU, J. GPS theory, algorithms and applications [online]. 3. Ed. Berlin Heidelberg: Springer Verlag, 2016.  
ISBN 978-3-662-50365-2. Available from: https://doi.org/10.1007/978-3-662-50367-6

[17] International Civil Aviation Organization Asia and Pacific Office. SBAS safety assessment guidance related to 
anomalous ionospheric conditions. Ed 1.0. 2016. Adopted by APANPIRG/27.



10  C W I K L A K  e t  a l .

C O M M U N I C A T I O N S    3 / 2 0 2 0  V O L U M E  2 2

[18] SCHAER, S. Mapping and predicting the Earth’s ionosphere using Global Positioning System. PhD thesis. Zurich, 
1999.

[19] KRASUSKI, K. Aircraft positioning using SPP method in GPS system. Aircraft Engineering and Aerospace Technology 
[online]. 2018, 90(8), p. 1213-1220. ISSN 0002-2667. Available from: https://doi.org/10.1108/AEAT-03-2017-0087

[20] RTKLIB ver. 2.4.3 Manual, RTKLIB: an open source program package for GNSS positioning - TAKASU T. [online]. 2013. 
Available from: http://www.rtklib.com/prog/manual_2.4.2.pdf

[21] CWIKLAK, J., JAFERNIK, H. The monitoring system for aircraft and vehicles of public order services based on GNSS. 
Annual of Navigation. 2010, 16, p 15-24. ISSN 1640-8632.

[22] KRASUSKI, K., CWIKLAK, J., JAFERNIK, H., Aircraft positioning using PPP method in GLONASS system. Aircraft 
Engineering and Aerospace Technology [online]. 2018, 90(9), p 1413-1420. ISSN 0002-2667. Available from:  
https://doi.org/10.1108/AEAT-06-2017-0147

[23] CHAI, T., DRAXLER, R. R. Root mean square error (RMSE) or mean absolute error (MAE)? - Arguments against 
avoiding RMSE in the literature. Geoscientific Model Development [online]. 2014, 7, p. 1247-1250. ISSN 1991-959X, 
eISSN 1991-9603. Available from: https://doi.org/10.5194/gmd-7-1247-2014

[24] HENNING, W. User guidelines for single base real time GNSS positioning. Version 2.1. National Geodetic Survey, 
2011.

[25] JACOBSEN, K. S., DAHNN, M. Statistics of ionospheric disturbances and their correlation with GNSS positioning errors 
at high latitudes. Journal of Space Weather and Space Climate [online]. 2014, 4, A27. eISSN 2115-7251. Available from: 
https://doi.org/10.1051/swsc/2014024

Annex - Nomenclature

The abbreviation The full name

GPS Global Positioning System

LPV Localizer performance with vertical guidance

STEC Slant TEC

NPA Non-Precision Approach

APV Approach with Vertical Guidance

GBAS Ground Based Augmentation System

SBAS Satellite Based Augmentation System

EGNOS European Geostationary Navigation Overlay Service

GIM Global Ionosphere Maps

IONEX The IONospheric EXchange Format

SPP Single Point Positioning

XYZ Global geocentric coordinates

EMS EGNOS Message

LNAV Lateral Navigation

GNSS Global Navigation Satellite System

EPDE ICAO airport code

RINEX Receiver Independent Exchange System

DOP Dilution of Precision

RTK-OTF Real Time Kinematic - On The Fly

RMS Root Mean Square

VTEC Vertical TEC
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technique in order to determine the coordinates of the reference station using the real GPS code-phase observations. The 
computations of the coordinates of the GPS reference station were carried out in numerical applications CSRS-PPP, 
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construction of the GBAS system infrastructure is costly 
and time consuming and it requires appropriate training for 
air traffic control personnel. In Poland, the GBAS system is 
currently being implemented for Cracow Balice Airport [6].

According to ICAO, the GPS measurements in the area 
of an airport should be realized with accuracy better than 
0.1 m. In addition, in the carrier phase DGPS technique, 
typical accuracy of the GPS navigation system is about 
0.01÷0.05 m, whereas, in static measurements in the post-
processing mode, the GPS navigation system accuracy is 
around 0.01÷0.02 m [7]. The reference station coordinates in 
an airport must be estimated with the high level accuracy. 
In this way, the GPS reference station can be applied in 
conception of the GBAS technical infrastructure in the 
airport.

The aim of this article was to determine coordinates 
of the base station RTK GPS as one of the components 
of the GBAS augmentation system in the air transport. 
The precise coordinates of the RTK GPS reference station 
were determined using the PPP universal measurement 
technique for the GPS code-phase observations. The 
precise coordinates of the reference station REF1 were in 
calculations specified in the geocentric XYZ frame. A flight 
test was conducted for the reference station REF1, located 
within the military airport EPDE in Deblin. 

2  Research method

The mathematical model of the GPS reference 
station coorrdinates determination is based on using 
the observation equations from the PPP measurement 
technique, as follows [8]:

1  Introduction

One of the elements of activating the GBAS 
augmentation system in air transport is the construction 
of a network of the RTK GPS permanent stations, located 
in the vicinity of both civil and military airports [1]. 
Ultimately, the GBAS augmentation system should consist 
of three components: the base station RTK GPS located 
at the airport, the mobile GPS receiver installed on board 
of an aircraft and transmission links of satellite data 
between the base station and the mobile receiver [2]. Such 
a configuration of components in the GBAS system ensures 
optimum utilization, during the precise positioning of an 
aircraft in the air transport. Within the GBAS augmentation 
system, it is possible to differentiate two basic methods of 
aircraft positioning: the DGPS differential technique and the 
RTK-OTF differential technique [3]. In the DGPS differential 
technique, the position of an aircraft is determined based 
on the GPS code observations, registered by the base 
station and the mobile receiver. On the other hand, in the 
RTK-OTF differential technique, the position of an aircraft 
is determined based on the GPS phase observations, 
registered by the base station and the mobile receiver [4].

The rules for the implementation and operation of the 
GBAS augmentation system in the air transport are clearly 
defined by the International Civil Aviation Organization 
ICAO [5]. In the framework of the ICAO guidelines and 
recommendations, the GBAS system finds its practical 
application in the procedure of a precision approach (PA) 
to landing. Among the types of a precision approach, it is 
possible to distinguish a precision approach, Category I, 
Category II and Category III. It is worth mentioning that the 
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Sx A P A C PA lPPP
T

PPP PPP X PPPPPP
T

PPP
1$ $ $ $= + -^ h , (2)

where:
Sx- vector of searched parameters,  
A

PPP
  - matrix of plan,

P
PPP

 - matrix of weights,
C

x
 - variance-covariance matrix of determined parameters 

in the XYZ geocentric frame in the PPP measurement 
technique,
C A P A C Cx PPP

T
PPP PPP x n

1 1
$ $= + +- -^ h ,

Cn  - variance matrix of  disturbances of the measurement 
process,
lPPP  - vector of constant terms.

In the stochastic process, in the PPP measurement 
technique, the determined parameters are modelled as [10]:
• coordinates of the receiver of the GPS reference 

station as a constant value in the stochastic model,
• receiver clock bias correction as a stochastic white 

noise model.
• ZWD parameter as a stochastic model of a random 

walk,
• phase uncertainty as a constant value in a stochastic 

model.

3 Research experiment

In the research experiment, the authors verified an 
application of the described research method in an accurate 
determination of coordinates of the reference station RTK 
GPS. In the analyzed example, coordinates of the reference 
station REF1 were determined, located at the military 
airfield in Deblin EPDE (see Figure 1). In test, the daily GPS 
observations data from REF1 GNSS station were applied, 
with time interval of 1 s. The experiment was realized on 
1st June 2010.

The research experiment exploited the GPS navigation 
data recorded by the Topcon HiperPro receiver, mounted at 
the reference station REF1 in Deblin. In particular, in this 
research the P1/P2 and phase L1/L2 code measurements in 
the GPS system were used. In the calculations, there was 
the PPP precise measurement technique was used in order 
to determine coordinates of the reference station REF1 in 
the XYZ geocentric frame. Within the conducted studies, 
the numerical calculations were made in three independent 
geodetic programmes, using the PPP measurement 
technique in order to determine the position of the GPS 
receiver in a static mode. In the calculations, the available 
free geodetic programmes were used: CSRS-PPP, APPS and 
GAPS [12].

For the purposes of the conducted numerical 
calculations, the configuration of the CSRS-PPP programme 
was set, as below:
• GNSS system: GPS,
• linear combination: „Ionosphere-Free”,
• type of positioning: PPP absolute method,
• positioning mode: static,
• computational mode: post-processing,

technique, as follows [8]:

RP c dtr dts Trop el M

L c dtr dts Trop Rel B M
P

wu L

3 3

3 3 3

$

$

t
t d
= + - + + +

= + - + + + + +^
^
h

h)

 (1)

where:            
P P P1 23 1 2a a= + - linear combination “Ionosphere-

Free” for the GPS code measurements,
L L L1 23 1 2a a= + - linear combination “Ionosphere-
Free” for the GPS phase measurements,
,P P1 2^ h - GPS code measurements,
,L L1 2^ h - GPS phase measurements,

f f
f

1
1
2

2
2

1
2

a =+
-

, linear coefficient,

f f
f

1
2

2
2

2

2
2

a =-
-

, linear coefficient,

,f f1 2^ h - carrier frequencies in the GPS system,
t - geometric distance between the GPS satellites and the 

receiver; it contains information about the parameters of 
the Earth’s rotation, accurate coordinates of the satellite 
antenna and receiver, satellite antenna phase centre and 
receiver antenna phase centre, geodynamic and tidal 
effects, speed of the continental plate, etc.

X X Y Y Z Zs s s
2 2 2t= - + - + -^ ^ ^h h h ,

, ,X Y Z^ h - coordinates of the GPS reference station in the 
XYZ geocentric frame,
, ,X Y ZS S S^ h - position of the GPS satellite in orbit,

c - speed of light,
dtr - receiver clock bias for the GPS observations,
dts - satellite clock bias for the GPS observations,
Trop- tropospheric delay for the GPS observations,
Trop = SWD + SHD,
SHD - Slant Hydrostatic Delay,
SWD - Slant Wet Delay,

,SHD mf ZHDH $=

,SWD mf ZWDW $=

,mf mfH w^ h - mapping function for hydrostatic and wet 
delay,
ZHD - Zenith Hydrostatic Delay,
ZWD - Zenith Wet Delay,
Rel - relativistic effects for the GPS observations,

wud - phase wind up,
B3 - real value of uncertainty phase,
MP3 - multipath effect for the GPS code measurements,
ML3 - multipath effect for GPS phase measurements.

The searched parameters in the PPP measurement 
technique are: coordinates of the receiver , ,X Y Z6 @  
(3 parameters), receiver clock bias correction dtr  
(1 parameter), phase uncertainty principle B

3
 (determined 

for each visible GPS satellite, from 1 to n, n-number of 
satellites), Zenith Wet Delay ZWD (1 parameter). The 
mentioned parameters are determined by the least squares 
method in the sequential process, as below [9]:
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• time of observation: GPS Time,
• hardware delay DCB: eliminated with the linear 

combination „Ionosphere-Free“.
For the purposes of the conducted numerical 

calculations, the configuration of the APPS programme was 
set, as below:
• GNSS system: GPS,
• linear combination: „Ionosphere-Free”,
• positioning mode: absolute method PPP,
• positioning mode: static,
• computational mode: post-processing,
• type of the GPS observations: dual-frequency, non-

difference, code-phase observations,
• format of the GPS observations: RINEX 2.xx,
• precise satellite ephemerides and satellite clocks:  JPL 

„Final“-type precise products,
• characteristics of the phase centre of the satellite/

receiver antenna: based on the IGS ANTEX file,
• ultimate coordinate frame: ITRF2008 (reference epoch 

2005.0),
• elevation mask: 7.5o,
• interval of calculations: 1 s,
• confidence level of solution: 95%
• final recording of determined coordinates of the 

receiver antenna:  geocentric XYZ and ellipsoidal BLh 
coordinates,

• gross error detection with the GPS measurements: 
based on the programme TurboEdit,

• multipath effect: applied,
• relativistic effects: applied,
• Sagnac effect: applied
• the receiver clock bias: determined at an interval of 

300 s,
• tropospheric delay: ZWD parameter (Zenith Wet 

Delay) and tropospheric gradients are determined at 
an interval of 300 s,

• uncertainty phase: determined for each tracked 
satellite,

• type of GPS observation: dual-frequency, non-
difference, code-phase observations,

• format of GPS observations: RINEX 2.xx,
• precise satellite ephemerides and satellite clocks: 

NRCan „Final“-type precise products,
• characteristics of the phase centre of the satellite/

receiver antenna: based on the IGS ANTEX file,
• ultimate coordinate frame: ITRF2008 (reference epoch 

2005.0),
• elevation mask: 10o,
• interval of calculations: 1 s,
• confidence level of the solution: 95%
• source of ephemeris and clock data: based on “SP3” 

and “CLK” formats
• weighting of measurement results: applied;
• gross error detection in the GPS measurements: 

applied,
• multipath effect: applied,
• relativistic effects: applied,
• Sagnac effect: applied
• correction of the GPS signal time from satellite to 

receiver: applied
• meteorological data for the tropospheric model: based 

on the GPT model
• model of troposphere: GPT (Global Pressure and 

Temperature) model,
• mapping function: GMF (Global Mapping Function),
• ionospheric delay: eliminated with the linear 

combination “Ionosphere-Free”
• accuracy of the GPS code observations a priori: 2 m,
• accuracy of the GPS phase observations a priori: 

0.015 m,
• correction of receiver clock: determined,
• final recording of determined coordinates of the 

receiver: geocentric XYZ and ellipsoidal BLh 
coordinates.

• ZWD parameter: the hydrostatic delay is determined,
• uncertainty phase: determined for each tracked 

satellite,

Figure 1 Localization of the REF1 reference station [11]
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• mapping function of the tropospheric delay: Vienna 
mapping function.

4  Results and discussion

Findings of obtained results of the reference station 
REF1 coordinates, based on the CSRS-PPP, APPS and GAPS 
are shown in Tables 1, 2 and 3, respectively. 

Table 1 shows results of the X coordinate for the 
reference station REF1. The scatter of results of the 
X coordinate, for the reference station REF1, in the 
solution CSRS-PPP, APPS and GAPS, equals approximately 
±0.02÷0.03 m. Table 2 shows the results of the Y coordinate 
for the reference station REF1. The scatter of results for the 
Y coordinate, for the reference station REF1, in the solution 
CSRS-PPP, APPS and GAPS, also equals approximately  
± 0.02÷0.13 m.

Table 3 shows results of the Z coordinate for the 
reference station REF1. The scatter of results for the 
Z coordinate, for the reference station REF1, in the solution 
CSRS-PPP, APPS and GAPS, also equals approximately  
± 0.01÷0.06 m.

In Tables 4, 5 and 6 are presented the accuracy values in 
the form of standard deviations of determining the X, Y and 
Z coordinates of the reference station REF1, respectively. In 
Table 4 are shown results of the X coordinate mean values 
for the reference station REF1 in the CSRS-PPP, APPS and 
GAPS solution. The smallest value of the standard deviation 
for the X coordinate equals 0.01 m in the GAPS programme, 
whereas the largest one is equal to 0.03 m in the CSRS-PPP 
programme.

In Table 5 are presented results of the Y coordinate 
mean values for the reference station REF1 in the CSRS-
PPP, APPS and GAPS solution. The smallest value of the 
standard deviation for the Y coordinate equals 0.02 m in 
the GAPS programme, whereas the largest one is equal 
to 0.07 m in the CSRS-PPP programme. In Table 6, there 
are results of mean values of the Z coordinate for the 
reference station REF1 in the CSRS-PPP, APPS and GAPS 
solution. The smallest value of the standard deviation for 
the Z coordinate equals 0.01 m in the GAPS programme, 
whereas the largest one is equal to 0.03 m in the CSRS-PPP 
programme.

Within the conducted experimental research, 
the authors verified the determined coordinates of the 
reference station REF1 in the PPP measurement technique. 
In the control test, the coordinate values of the reference 
station REF1, in the PPP measurement technique, were 
compared to the catalogue coordinates determined in the 
AUSPOS programme. In particular, the article compared 
the values of determined coordinates of the REF1 station 
in the geodetic XYZ frame. The catalogue coordinates 
of the REF1 reference station were determined in the 
AUSPOS programme. The programme AUSPOS ver. 2.2 is 
a free application tool to make computations of the GNSS 
receiver in a static mode, for the GPS phase observations 
[13]. The computational strategy for the determination of 

• ionospheric delay: eliminated with the linear 
combination “Ionosphere-Free”

• time of observation: GPS Time,
• hardware delay DCB: eliminated with the linear 

combination „Ionosphere-Free“.
For the purposes of the conducted numerical 

calculations, the configuration of the GAPS programme 
was set, as below:
• GNSS system: GPS system,
• File Type: RINEX: RINEX 2.xx,
• positioning mode: static,
• computational mode: post-processing,
• source of precise orbital data and GPS satellite clocks: 

IGS „Final” type precision ephemeris,
• intervals of precision orbital data and the GPS satellite 

clocks: 15 minutes,
• method of determining the satellite position and 

the GPS clocks from precision ephemeris: Lagrange 
polynomial model,

• used GPS observations: code observations (P1/P2) and 
phase observations (L1/L2)

• linear combination: Ionosphere-Free,
• weighting of the GPS observations: applied, in the 

function of the elevation angle,
• a priori standard deviation of code observations: 2 m,
• a priori standard deviation of phase observations: 

1.5 cm,
• elevation cutoff angle (elevation mask): 10 degrees,
• interval of calculations: 1 s,
• maximum number of iterations in the stochastic 

process: 5,
• characteristics of the phase centre of the satellite/GPS 

receiver antenna: based on the IGS ANTEX file,
• initial values of aircraft coordinates: based on the 

RINEX file header,
• reference frame: global system ITRF2008,
• correction of receiver clock: eliminated,
• method of determination of the uncertainty phase: real 

Float value,
• final coordinates of the aircraft: geocentric coordinates 

(XYZ) and ellipsoidal coordinates (BLh)
• reference time: GPS Time,
• hardware delay DCB P1-P2: eliminated in the linear 

combination „Ionosphere-Free“.
• ionospheric delay VTEC: first term of expansion of 

ionospheric delay, eliminated in the linear combination 
Ionosphere-Free,

• higher order ionospheric effects: not applied,
• satellite receiver orientation effect: applied,
• relativistic effect: applied
• movement of the pole correction, tidal effects, sea 

level and atmospheric pressure, movement of the 
continental plate, etc.: applied, 

• Sagnac effect: applied
• model of troposphere: VMF1-gridded - VMFG_20100601,
• Zenith Hydrostatic Delay parameter: determined,
• value of the hydrostatic part of the tropospheric delay 

(ZHD) a priori: 2.332 m,
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• tidal effects: on the recommendation of IERS 2010, 
effect of sea-level pressure is disregarded,

• atmospheric pressure: applied,
• source of orbital data: on the basis of IGS products,
• information about the parameters of the Earth’s 

rotation: based on the IGS products,
• reference frame: ultimately ITRF2008,
• confidence level of solution: 95%,
• geoid model: EGM2008,
• method of determination of coordinates: method of 

least squares in the stochastic process,
• stochastic model of determining the GNSS receiver 

coordinates: modelling with boundary conditions 
imposed on the parameters, the change in horizontal 
deviation of horizontal coordinates equals 1 mm and 
for the vertical coordinate it is 2 mm.

• uncertainty phase solution: for vector’s length of 180-
6,000 km there is a strategy „Code-Based“, for vector’s 
length of 18-200 km there is a strategy „Phase-Based 
L5/L3“, for vector’s length of 18-2,000 km there is 
a strategy „Quasi-Ionosphere-Free (QIF),“ for vector’s 
length of 0-20 km there is a strategy „Direct L1/L2“.

• final recording of determined coordinates of 
the receiver:  geocentric XYZ and ellipsoidal BLh 
coordinates.
The catalogue coordinates of the reference station 

REF1 from the AUSPOS programme are as follows:
• for the X coordinate: 3687932.48 m with the standard 

deviation of 0.01 m,
• for the Y coordinate: 1480229.15 m with the standard 

deviation of 0.01 m,

the GNSS receiver coordinates in the AUSPOS programme 
is as follows:
• applied source software: Bernese GNSS Software 

Version 5.2,
• GNSS system: GPS system,
• preliminary GNSS data processing: elimination and 

repairing of cycle slips by means of triple difference 
phase technique for the phase observations L1/L2 in 
the GPS system; it is also possible to use various linear 
combinations to detect phase cycle slips,

• elevation mask: 70,
• interval of calculations: every 3 minutes, data cleaning 

every 30 seconds,
• weighting of the GPS observations: in the function of 

the elevation angle, 1/sin2(e), e- elevation angle,
• solution strategy: phase double-difference for the 

linear combination “Ionosphere-Free”,
• characteristics of the phase centre of the satellite/

receiver antenna: based on the ANTEX file,
• model of tropospheric delay: for the Zenith Hydrostatic 

Delay (ZHD), GMF model with DRY-GMF mapping 
function, tropospheric gradients G

N
 and G

E
 determined 

every 24 hours, Zenith Hydrostatic Delay determined 
every 2 hours with Wet-GMF mapping function,

• mapping function: GMF for tropospheric delay,
• ionospheric delay: the first term of expansion of 

ionospheric delay eliminated in the linear combination 
Ionosphere-Free, the 2nd and 3rd order ionospheric 
effects are used; moreover, it is possible to determine 
the global ionospheric maps to determine the 
uncertainty phase,

Table 1 Results of the X coordinate of the REF1 reference 

station  

Software X coordinate [m]

CSRS-PPP 3687932.49

APPS 3687932.46

GAPS 3687932.47

Table 2 Results of the Y coordinate of the REF1 reference 

station  

Software Y coordinate [m]

CSRS-PPP 1480229.26

APPS 1480229.13

GAPS 1480229.24

Table 3 Results of the Z coordinate of the REF1 reference 

station  

Software Z coordinate [m]

CSRS-PPP 4972325.89

APPS 4972325.83

GAPS 4972325.88

Table 4 Results of the X coordinate standard deviation of the 

REF1 reference station  

Software
Standard deviation of X 

coordinate [m]

CSRS-PPP 0.03

APPS 0.02

GAPS 0.01

Table 5 Results of the Y coordinate standard deviation of the 

REF1 reference station  

Software Standard deviation of Y 

coordinate [m]

CSRS-PPP 0.07

APPS 0.06

GAPS 0.02

Table 6 Results of the Z coordinate standard deviation of the 

REF1 reference station  

Software Standard deviation of Z 
coordinate [m]

CSRS-PPP 0.03

APPS 0.02

GAPS 0.01
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were determined using the PPP measurement technique 
for the GPS code-phase observations. In the research test, 
the authors determined the coordinates of the reference 
station REF1, localized on the grounds of the military 
airport EPDE in Deblin. Calculations of the reference 
station REF1 coordinates were performed in the CSRS-PPP, 
APPS and GAPS programmes. The paper presents results 
of determining the geocentric XYZ coordinates for the 
reference station REF1, in the PPP measurement technique. 
In addition, the article presents results of the geocentric XYZ 
coordinates standard deviations for the reference station 
REF1, in the PPP measurement technique. The article 
verifies the determined XYZ geocentric coordinates for the 
reference station REF1, in the PPP measurement technique 
against the catalogue coordinates, obtained in the AUSPOS 
programme. Based on the conducted examinations, it was 
found that the accuracy of the GPS positioning in the PPP 
measurement technique equals
• along the X axis up to ± 0.02m,
• along the Y axis up to ± 0.11m,
• along the Z axis up to ± 0.04my.

The research method presented in this paper can 
be fully exploited in the creation of the GBAS system 
for development of the air transport. Therefore, it is 
justified to use the PPP measurement technique for 
accurate determination of coordinates of the GPS reference 
stations, installed at airports. Determined coordinates 
of the GPS reference station in the PPP measurement 
technique seem to be reliable and accurate in relation 
to the catalogue coordinates, calculated using the dual-
frequency differentiation of the phase observations. It must 
be stressed that the GBAS system in Poland is at the stage of 
construction, which means that its particular components 
must be properly verified so that their quality should be the 
best possible in the age of development of aviation. In the 
future, the authors plan to perform further research tests 
on use of the PPP measurement technique in determining 
the GPS reference stations located in the vicinity of civil 
airports in Mielec and Chelm, in south-eastern Poland.
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• for the Z coordinate: 4972325.87 m with the standard 
deviation of 0.02 m.
Owing to determination of the catalogue coordinates in 

the AUSPOS programme, it was possible to make a reliable 
evaluation of use of the PPP measurement technique 
in the static positioning. In particular, the verification 
process assesses the PPP positioning accuracy assessment 
in the GPS static mode. Based on that, it was possible to 
determine the difference in geocentric XYZ coordinates for 
the reference station REF1, as below [14]:

dX X X

dY Y Y

dZ Z Z

i AUSPOS

i AUSPOS

AUSPOSi

= -

= -

= -

, (3)

where:   
, ,dX dY dZ^ h  - parameters of accuracy positioning in the 

geocentric XYZ coordinates, 
Xi - the X coordinate of the reference station REF1 from 
the solution of the CSRS-PPP, APPS and GAPS,
Yi - the Y coordinate of the reference station REF1 from the 
solution of the CSRS-PPP, APPS and GAPS,
Zi - the Z coordinate of the reference station REF1 from the 
solution of the CSRS-PPP, APPS and GAPS,
XAUSPOS - the X catalogue coordinate of the reference 
station REF1 from the AUSPOS solution,
YAUSPOS - the Y catalogue of the reference station REF1, 
from the AUSPOS solution,
ZAUSPOS - the Z catalogue coordinate of the reference 
station REF1 from the AUSPOS solution.

Table 7 shows results of the GPS accuracy positioning 
for the reference station REF1. Based on the obtained 
comparative results from Equation (3), it can be concluded 
that the highest positioning accuracy by means of the PPP 
measurement technique is visible along the X axis, being 
equal to approximately ±0.01÷0.02 m. On the other hand, 
the lowest accuracy of the GPS positioning is noticeable 
along the Y axis, particularly in the case of the CSRS-PPP 
and GAPS solution. Along the Z axis, the GPS positioning 
accuracy equals ± 0.01÷0.04 m.

5 Conclusions

The article presents results of determination of 
accurate GPS coordinates of the GPS reference station 
as one of the GBAS augmentation system elements in 
the air transport. The GPS reference station coordinates 

Table 7 The positioning accuracy of the REF1 reference station  

Parameter CSRS-PPP vs AUSPOS APPS vs AUSPOS GAPS vs AUSPOS

dX [m] 0.01 -0.02 -0.01

dY [m] 0.11 -0.02 0.09

dZ [m] 0.02 -0.04 0.01
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Annex - Nomenclature

The abbreviation The full name

EPDE ICAO airport code

GPS Global Positioning System

PPP Precise Point Positioning

CSRS-PPP Canadian Spatial Reference System - Precise Point Positioning

GAPS GPS Analysis and Positioning Software

APPS Automatic Precise Positioning Service

GBAS Ground Based Augmentation System

RTK Real Time Kinematic

DGPS Differential GPS

OTF On The Fly

ICAO International Civil Aviation Organization

PA Precision Approach

RINEX Receiver Independent Exchange System

ANTEX Antenna Exchange Format

NRCan Natural Resources Canada

ITRF International Terrestrial Reference Frame

DCB Differential Code Biases

VTEC Vertical TEC

VMF Vienna Mapping Functions

AUSPOS The Australian Surveying and Land Information Group‘s Online GPS Processing Service

IERS International Earth Rotation and Reference Systems Service

IGS International GNSS Service

XYZ Global geocentric coordinates

BLh Latitude, Longitude, ellipsoidal height

EGM The Earth Gravitational Model

GNSS Global Navigation Satellite System

JPL Jet Propulsion Laboratory
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Tomasz Matyja

The paper presents a simulation model of a loading unit dynamics, with a layered structure, wrapped with 
a stretch film. Stretch film wrapping is the most commonly used and cheap method of securing the load unit. The model, 
proposed by the author, allows assessing the stability of the unit during the transport operations, when the loading 
unit is subjected to inertial forces. Deformations of a unit and prediction of its disintegration in extreme cases can 
be evaluated based on results of a simulation. The value of the necessary containment force as well as the number of 
wraps with the pre-stretched film, can also be estimated. In effect, simulations can reduce the amount of film used and 
the number of stability tests performed experimentally.

Keywords: load unit, stability, stretch film
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shapes and are the least susceptible to being protected by 
foil [3].

During the transportation, even under the normal 
operating conditions, inertial forces act on the loading 
unit, what may cause displacement of individual packages, 
deformation of the unit treated as a solid and, in extreme 
cases, its disintegration. This problem occurs in all the 
modes of transport [4-6]. Stability, or also called rigidity, of 
the load unit is defined in literature and in transport safety 
standards as the integrity of the packages included in the 
unit and keeping unchanged shape [7]. Accidents involving 
trucks are very often caused by inadequate load securing 
[8-9]. Suitably rigid and properly secured against shifting in 
the vehicle’s cargo space load unit improved human safety 
and protects products against damage. This problem has 
been noticed in the European Union, which has issued 
Directive 2014/47 [10]. 

The load unit stability is checked by experimental 
methods. Simple static tilt tests on an inclined plane or 
dynamic impact tests are carried out. Standard EUMOS 
40509 recommends conducting dynamic tests [11]. Because 
real life truck braking tests are too expensive, they are 
carried out on special mobile platforms accelerated 
and braked. Typical laboratory stand is equipped with 
a fast camera for documenting the load’s behavior and 
sensors measuring forces between packaging and film. 
The results of such tests depend not only on the stretch 
film performance and wrapping methods, but also on the 
weight and dimensions of the packages, friction coefficients 
and on packages arrangement pattern on the pallet [12]. 
Rationalizing film consumption, based on dynamic tests, 
requires at least several trials to be performed and is 
therefore time consuming.

The properties of the stretch film can vary widely and 
depend largely on the materials used and the production 

1  Introduction

In the supply chain, a unit load is understood as 
a single mass that can be easily stored, mechanically 
stacked and moved between the two locations [1]. A load 
unit is usually made up of a series of smaller loads that are 
properly integrated and secured against disintegration. The 
pallet is the most commonly used platform for forming load 
units, which facilitates the transportation and storage of 
broadly understood material goods. Wrapping the unit load 
with the stretch film is the most frequently used method 
of protecting it against disintegration. The main advantage 
of the stretch film is its very low weight compared to the 
weight of the load and the fact that it is possible to apply the 
film both manually and mechanically using wrappers. The 
force bonding the whole load, called in the literature the 
containment force, is created by suitable pre-stretching the 
stretch film [2]. Of course, the more film layers the greater 
the force will be. However, the use of excessive numbers of 
layers unnecessarily increases packaging costs, contributes 
to redundant waste production and negatively affects the 
environment. Due to huge amounts of the stretch film used 
worldwide, it is important to apply the film as optimally as 
possible.

Pallet load units are classified into three classes due 
to the shapes of packages from which the unit is formed 
and their dimensional adjustment to the size of the pallet 
surface. Class A pallet units are made of identical packages, 
stacked in columns or bridges, which perfectly fill the 
surface of the pallet. The load on the A-class pallet creates 
a rectangular block, which is easy to effectively protect 
with stretch film. For Class B units, the individual load 
layers may differ in dimensions. The stretch film protection 
is still effective, but the film is more exposed to puncture. 
Class C pallet units are formed from packages of various 
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region (Figure 1.a). The test is carried out in accordance with 
the direction of winding the film on the roll (MD - Machine 
Direction).  The results obtained for the perpendicular 
direction (CD - Cross Machine Direction or Transverse 
Direction) are usually different.

Pre-stretching of film in the load wrapping process 
should be planned so as to reach the strain hardening zone, 
on the rising part of the tensile test graph. In technical 
jargon this point is referred to as a “sweet spot” [14]. 
Usually this point corresponds to a strain between 200% and 
350%. By pre-stretching the film, an adequate value for the 
containment force is obtained. An additional positive effect 
of the pre-stretching is less film consumption. Based on the 
value of the tensile force at the sweet spot and the slope 
of the ascending part of the tensile graph, the approximate 
relationship between the containment force and the current 
stretch of the film can be determined as:

F F
d l
dF l lC S l SST

T T. + -T^ ^h h , (1)

where ,F lS ST  - the initial value of the containment 
force and the elongation corresponding to the sweet spot, 
respectively. The derivative value (curve slope) can be 
considered as the spring stiffness.

Stresses in the stretch film relax very quickly and 
decrease by up to 50%. Therefore, some authors recommend 
interrupting the tensile test after reaching the sweet spot 
for one hour and then continue until the film breaks [2]. 
Thanks to this procedure, both the initial value of the 
containment force and the slope of the graph are closer to 
reality (Figure 1.b).

3 Equations of motion

The problem of investigation of the dynamics of 
packages forming the load unit is a complex issue of the 
multi-body contact (MBS) with friction [15]. The solution of 
this problem is complicated by the interaction between the 

technology. Any change of the film distributor usually 
requires new braking tests. For this reason, it is important 
to search for effective calculation methods to estimate the 
necessary number of film layers to ensure the load stability. 

The simple simulation model of a loading unit secured 
with stretch film is presented below. This model is adapted 
to class A pallet with a layered structure. Performing the 
simulation requires collecting several experimental data. 
Among others, measurements of the stretch films strength 
properties are necessary. However, such tests are much 
cheaper and faster than the acceleration tests.

2  Basic properties of the stretch film

The stretch film is the most effective and efficient 
packaging material. The specific properties of the stretch 
film, such as: significant elongation of 400% and a certain 
type of shape memory - elastic recovery, result from its 
layered structure. Usually, the foil sheet is made of a few 
to several layers. Polyethylene and vinyl-based plastics, 
such as PVC, LDPE, EVA, LLDPE, are used for the film 
production. The final properties of the film depend on 
the selection of the above-mentioned materials and the 
production process and can be significantly variable.

A number of tests are performed to determine the 
properties of the film: classical ultimate tensile test; 
retention test, which measures the maximum load holding 
force and reduction in force over time; puncture test, which 
measures the maximum force required to puncture the 
film; cling test, which measures ability of a film to stick to 
itself at a selected pre-stretch level; quality test a selected 
stretch level, which checks homogeneity of the film along 
its length based on the measurement of the current stretch 
at a constant tensile force [13].

The stretch film tensile tests indicate that the film 
behaves like a hyper elastic body. On a typical graph 
obtained from a tensile test can be distinguished: linear 
elastic region, yield stress, necking and strain hardening 

a)                                                                                                b)

Figure 1 The stretch film tensile tests: a) determining the sweet spot (sweet spot stretch level . ,0 75s u u.f f f  - ultimate 
stretch), b) interruption of the tensile test to allow the stress relaxation 
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several subsequent top layers extend beyond their base. 
This particular case is shown in the Figure 7.

The issue of the stacked block stability is well known 
from elementary physics [17]. The condition of continuing 
the simulation can be written as the following product of 
logical expressions:

,
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where L - is the length of the load layers.

4 Friction force modeling

The slip-stick friction was considered in the model. The 
friction force is defined by Equation [18]:
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where:  
x x xi i i 1T = - -o o o  - it is the speed of layer "i" with respect to 

the layer located below, V
break

 - is the velocity of the layers 
breaking.

When the relative velocity of the layers is lower than 
the assumed very low speed of the break x Vi breakT 1o  
then stick occurs and the force of static friction should be 
determined from the condition of balance of the upper layer 
relative to the lower one:
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input

i
input

i
break2

#
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-_ _i i* , (5)

where: 
F Qi
break

si in=  is the maximum static friction value,
,Qsi in  - are the static friction coefficient and normal force 

between the surfaces of the layer "i" and "i - 1", respectively.

practically massless stretch film and packages. One way to 
consider the stretch film in the load unit model is to replace 
it with a cloud of equidistant points connected by springs 
of known stiffness [16]. At each step of simulation, both 
the positions of the packages relative to each other and the 
packages relative to the point cloud should be controlled. 
This type of simulation requires considerable computing 
power and is time consuming.

The paper proposes a simplified model of a class 
A pallet load unit, which has a layered structure. The 
assumption of a layered structure simplifies the model 
and means that the layers can only move horizontally with 
respect to each other.

Based on the free body diagram of the load layers 
(Figure 2), equations of motion of the individual layers can 
be written in the form:

, , ,

,

m x m a F F R i N

F

1

0

i i i i i i

N

1

1

f=- - + + =

=

+

+

p
 (2)

where:
mi  - mass of the layer,
a - acceleration of the global system (vehicle cargo space),
Fi  - friction force between layer i and i-1,
Ri  - the resultant reaction (restoring) force of the stretch 

film acting on the layer (appears from the containment 
force and film tensions),
xi  - displacement of the layer i relative to the global 

system.
The proposed layered model of the loading unit takes 

into account only the horizontal displacement of the layers. 
This is sufficient when the purpose of the simulation is to 
choose the appropriate value of the containment force. 
If the containment force is insufficient or the load is not 
wrapped in the film, one or more adjacent layers may lose 
their stability due to significant displacements. Therefore, 
the simulation stops automatically when it detects a loss 
of stack stability when the center of gravity of the top or 

Figure 2 Free body diagram of the load layers
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The hyperbolic tangent in Equation (7) guarantees the 
continuity of the friction force when the relative velocity 
passes through zero. In the model it was assumed that [19]:

.V V V V2 0 1stribeck break coulomb break$= = , (8)

5 Restoring force modeling

A two-dimensional problem was considered. Mobile 
control points have been introduced on both sides of the 
film, which are always at the same height regardless of the 
vertical stretching of the film. These points correspond 
to boundaries of the layers. In Figure 4 the edges of the 
deformed foil are visible in the form of polylines. The 
control points on the left and right of the palette are also 
shown.

To determine the position of the film, relative to the 
displaced layers of cargo, a simple recursive algorithm for 
subsequent stretch film tension was proposed. Algorithm 
does not require solving the contact problem.  The foil, 
represented by the control points, is stretched successively 
to the most protruding vertices of the packages.  The adopted 
algorithm requires additional simplifying assumptions. 
Friction between the foil and the load was omitted. Due to 
that, it can be assumed that the film is uniformly tensioned 
in the vertical direction. This tension results from the 

The force Fi
input  can be determined from the 

equilibrium equation of a layer "i", which is temporarily at 
rest, relative to the layer "i - 1", i.e. in a non-inertial system 
moving with acceleration a xi 1+ -p (Figure 3):

, , ,F m a x F R i N 1i
input

i i i i1 1 f=- + + + =- +p^ h , (6)

To determine the force Fi
input  one must know the 

friction force Fi 1+  from the upper layer. The task is 
statically determined. However, the process of calculating 
the value of the friction force must take place from top to 
bottom.

In the case of slip x Vi breakT $o , the friction force is 
determined from Equation [19]:
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where:
F Qi
coulomb

ki in=  - kinetical friction force,

kin  - kinetical friction coefficient between layers  "i" and 
"i - 1", 
Vstribeck  - speed threshold of the Stribeck phenomenon,
Vcoulomb  - Coulomb speed threshold,
f - viscous friction coefficient.

Figure 3 The local non-inertial coordinate system for determining the stick friction force

Figure 4 Assumed tensions distributions in the stretch film as a result of mutual displacement of the load layers and control 
points on the edge of the foil
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The horizontal film tension force per unit of length at 
selected control points can be expressed by formula:

n n k x x Li H Ri Li0= + - -^ h , (9)

where:
n0  - tensile force obtained initially in the wrapping process 
(containment force),
kH  - horizontal stiffness of the wrapped film,

,x t x tLi Ri^ ^h h  - coordinates of the foil control points on 
the left-hand and right-hand side.

Similarly, the vertical force of film stretching per unit 
length on the left- (right-hand) side of the loading unit is

t t k l HL R iv L R i
N

10= + -
=

`^ ^ jh h| , (10)

where: 
t0  - pre-tension of the film due to wrapping,
kv  - vertical film stiffness,
lL R i^ h  - distance between the control points on the left 
(right) side.

The individual layers are affected by the resultant 
force due to the film tensions. Part of the force from 
the horizontal tension of the film can be expressed by 
formula:

current length of the polyline, whose vertices are the 
control points. The curvature of the foil between the control 
points was also omitted (Figure 5). The operation of the 
algorithm explains the following pseudo code:

StretchFoilOverPoints(StartPoint, EndPoint)
{ FindPoint = {Find the node of the rectangle representing 

the layer of cargo located furthest on the left (right) 
side relative to the current position of the left (right) 
polyline representing the foil edge};

If exist FindPoint
{ Move the left (right) polyline nodes to stretch the foil 

on the nodes: (StartPoint, FindPoint, EndPoint);
 StretchFoilOverPoints(StartPoint, FindPoint);
 StretchFoilOverPoints(FindPoint, EndPoint);
 }
}

When the load is undeformed, the film pressure acts 
evenly on all sides. After the load layers have moved, the 
pressure distribution changes. The foil now presses on the 
most shifted layers of charge. When the layer moves away 
from the edge of the film, the pressure quickly decreases to 
zero. However, when the layer presses against the edge of 
the film, an additional pressure increase occurs as a result 
of stretching the film in the horizontal direction.

Figure 5 Additional forces acting on layers due to the 
vertical stretching of the film
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Figure 6 Acceleration graph during the emergency  
braking test
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Figure 7 Displacements of unsecured layers
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T  - assumed distance of the containment force 
disappearance.

where: Hi  - layer height,
a  - dimensionless containment force vanishing factor 
e.g. .ln 0 01a=^ h ,
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Figure 8 Deformation the of loading unit (first variant of wrapping)
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Figure 10 Comparison of the displacements of layers (4 wraps, variant 1 left and variant 2 right)
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6 Examples of simulation results

The mathematical model described above has been 
implemented in Matlab environment. In most cases, the 
differential equations were solved numerically using 
a standard ode45 solver and an automatically chosen 
variable time step. However, it has been observed that 
when the containment force is much higher than necessary 
and it significantly limits the movement of the load layers, 

Horizontal projections of forces caused by the vertical 
tension of film will additionally modify values of the 
restoring forces. However, the vertical projections will 
change the value of normal forces and consequently also 
the friction forces (Figure 4).

The containment force and required stiffnesses of the 
stretch film can be estimated from the film tensile tests, 
pre-stretching level and number of wraps. The containment 
force can be also measured [20].
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Figure 11 Comparison of the total kinetic energy (4 wraps, variant 1 left and variant 2 right)
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Figure 12 Comparison of the displacements of layers (10 wraps, variant 1 left and variant 2 right)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

5

10

15

20

25

30

35

40

45

50

Time [s]

Ki
ne

tic
 E

ne
rg

y 
[J

]

Number of wraps:10

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

10

20

30

40

50

60

70

Time [s]

Ki
ne

tic
 E

ne
rg

y 
[J

]

Number of wraps:10

Figure 13 Comparison of the total kinetic energy (10 wraps, variant 1 left and variant 2 right)
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A medium heavy unit made of 9 identical layers 
was considered. The length and height of the layer were 
1.2m and 0.15m, respectively. The layer weight 50kg. The 
coefficient of kinetic friction between layers was equal 
0.3, while between layer and pallet 0.4. To model the 
Stribeck effect, it was assumed that the coefficient of 
increase in friction force is equal 120% and breakaway 
speed is equal 10 -5 m/s. The coefficient of viscous friction 
was assumed to be equal to 20Ns/m. The containment 

the time of numerical calculations increases rapidly. In this 
case, solvers dedicated to stiff problems are much more 
effective.

The test was carried out in accordance with EUMOS 
guidelines. These types of tests are usually carried out 
in real conditions using special mobile platforms [21]. 
Emergency braking of a vehicle transporting a load unit 
with retardation of 0.8g during the first 400ms and next 
acceleration of 0.2g was simulated (Figure 6). 
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Figure 14 Comparison of the displacements (14 wraps, variant 1 left and variant 2 right)
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Figure 15 Comparison of the total kinetic energy (14 wraps, variant 1 left and variant 2 right)
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Figure 16 Comparison of the displacements (20 wraps, variant 1 left and variant 2 right)
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7  Conclusions

The model of dynamics of the load unit, secured with 
the stretch film, presented in the paper is greatly simplified 
due to assumed layered structure and the method of 
modeling the impact of film on packages. If the load on the 
pallet is stacked in columns or on bricks, then obtained 
results can be treated only as a rough approximation of 
reality. The model guarantees more accurate results when 
the layer is one package or panel. 

The smaller the range of movements performed by 
the layers, the higher the stability (also called rigidity) of 
the load unit. Of course, rigidity in the context of solid 
mechanics will never be achieved. At the same time, the 
smaller the displacements, the more accurate the method 
of determining the force of the package’s interaction with 
the stretch film. Because the main purpose of the simulation 
was to estimate the value of the containment force (or the 
number of film layers if initial pre-stretching is known) 
guaranteeing the stability of the loading unit, the proposed 
model seems to be sufficiently effective. The goal is not to 
accurately determine the displacement of individual layers 
if the stability is not achieved.

Wrapping the load together with the pallet is a common 
practice. Studies have shown that this effectively blocks 
the movement of the bottom layer, but it is not strictly 
necessary to ensure the stability of the loading unit. More 
important is how many layers of film were used. This note 
applies when there is increased friction between the bottom 
layer of the load and the pallet. 

It was also noted that there is a certain limit quantity 
of the stretch film wraps beyond which the results will no 
longer improve. This is the basis for optimizing the stretch 
film consumption.

The numerical investigation suggests that a good 
measure of the load unit stability assessment can be the 
maximum kinetic energy generated as a result of movement 
of individual layers. The lower kinetic energy, the better the 
load protection and stability.

force per wrap and per unit length was equal 85N/m. 
Assumed distance of the containment force disappearance 
was 0.02m.

Figure 7 shows the visualization and values of the 
layers displacements if the cargo is unsecured with stretch 
film. The simulation stops automatically when it detects 
a loss of stack stability when the center of gravity of the top 
or several subsequent top layers extend beyond their base.

Wrapping the load four times with foil reduces the layer 
displacement. However, the loading unit is significantly 
deformed in the braking phase. Two variants were analyzed: 
the first when only the load is wrapped and the second 
when the pallet is also partially wrapped. Figures 8 and 
9 visualize the deformation of the unit at the end of the 
emergency braking and at the end of the simulation test 
in both variants of wrapping. Comparison of displacement 
values (Figure 10) and total kinetic energies (Figure 11) 
does not allow to clearly determine which of the wrapping 
methods is better. Wrapping layers of packaging together 
with the pallet means that the final displacement of the 
load on the pallet is smaller and the bottom layer does not 
move. However, there is no doubt that the number of layers 
of stretch film is too small.

A simulation was then carried out in the case of 
wrapping the load with stretch film ten times. The results 
of both wrapping options are comparable. However, in the 
first variant the final displacement of the layers is slightly 
smaller (Figure 12). This is done at the expense of slightly 
shifting the first layer relative to the pallet. In addition, the 
peak of kinetic energy in the second phase of motion is 
smaller in the first variant, which is visible in the energy 
diagrams (Figure 13). Increasing the number of wraps to 
fourteen means that the results are practically identical in 
both variants (Figures 14 and 15).

Further increasing the number of wraps to twenty 
makes no sense, because it does not significantly improve 
the results (Figure 16). It can be considered that a load unit 
wrapped fourteen times is sufficiently stable. 
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This article presents an approach of improve logistics processes with the system dynamics modeling of two 
different processes scenarios. System dynamics is used, not only as a causal loop diagram, but calculated measures of 
end-user satisfaction indicators were provided by experts, as well. 

Literature review of fundamental definitions and recent ideas in subject of supply chain management (SCM), 
system dynamics (SD), business processes model and notation (BPMN) and distribution logistics for dozens of major 
sources, has been made.

In the work, methods of expert interviews, content analysis of recent publications, system-dynamic modeling and 
business process modeling, were used. Developed BPMN-models of distribution logistics business processes are given 
in Appendices #1 and #2.
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APPLICATION OF SYSTEM-DYNAMIC MODELING TO IMPROVE 
DISTRIBUTION LOGISTICS PROCESSES IN THE SUPPLY CHAIN

and medium ones, cannot always ensure full compliance 
with the above principles and goals of logistics, due to 
insufficient resources to improve the quality of service, 
dynamically changing needs of their customers and other 
complex factors. The task of supply chain management, 
according to Ivanov et al. [5], in this case is to provide 
a quick response to market changes and customer needs, 
while reducing the costs. 

In order to successfully apply the supply chain 
management strategy in their activities, companies must 
first carefully analyze their current activities and identify 
the main weaknesses, eliminating which can ensure 
a higher speed and quality of service delivery and 
increase the level of the customer satisfaction. One 
of the effective ways to carry out such an analysis 
can be business processes modeling in the company. 
Modeling processes by describing actions and measuring 
the results of their processes allows organizations to 
constantly analyze them, thereby contributing to their 
improvement [6].

Business process management, according to [7] helps 
organizations to achieve their strategic goals through 
analysis, modeling, implementation, execution, control 
and continuous improvement of processes, which leads to 
increased productivity, increased innovation and quality.

In the process of modeling existing and proposed 
business processes in companies, the Business Process 
Model and Notation (BPMN 2.0) [8] was used - the most 
popular notation of business process modeling today.

Sterman [9] also emphasizes that modeling is an 
iterative, ongoing process for testing and validating 

1 Introduction

Logistics is the process of planning, managing and 
implementing efficient and powerful flows, and storing 
goods and related information from the point of departure 
to the point of consumption, the purpose of which is to 
satisfy customer needs [1]. 

I. Gros [2] defines logistics as the planning, management 
and execution of goods flows, starting from development 
and purchase through production and distribution in 
accordance with the end customer, so that all the market 
requirements are met with minimal costs and capital 
expenditures. 

According to Straka [3], logistics is a system in which 
there is an effect on elements in order to coordinate 
material, information and financial flows, as a result of 
which the customer’s requirements are accordingly met and 
the corresponding economic effect is ensured.

As can be seen from the above definitions, one of the 
key objectives of logistics is to ensure the satisfaction of 
end consumers.

Importance of ensuring the customer satisfaction 
is also confirmed in the SCOR model (Supply Chain 
Operations Reference-model), proposed by the international 
organization - The Supply Chain Council (SCC), one of the 
five main attributes of which is response.

A response is the speed at which tasks are performed. 
The speed at which the supply chain delivers products to 
the customer [4].

Kazakhstan’s wholesale companies, which are elements 
of the supply chain of consumer goods, especially small 



30  M U T A N O V  e t  a l .

C O M M U N I C A T I O N S    3 / 2 0 2 0  V O L U M E  2 2

Ivanov et al. [19] expressing their opinion based on 
the works of Sheffi and Rice [20], Tomlin [21], Wilson [22], 
Klibi et al. [23], Hahn and Kuhn [24], Simchi-Levi and Wei 
[25], Baghalian et al. [26], called the main problems in 
supply chain management uncertainty and dynamics, which 
require an understanding of the effectiveness of the supply 
chain from a dynamic point of view as part of efficiency and 
flexibility / sustainability.

The modern concept of supply chain management, in 
addition to maximizing the level of service and minimizing 
costs, is complemented by the need to ensure flexibility and 
sustainability of the supply chainin the face of increasing 
environmental problems and limited resources [5].

2.2  Distribution logistics

Distribution logistics is an integral and one of the most 
important components of the entire supply chain. There are 
various definitions that describe the essence of distribution 
logistics.

Ihde [27] suggests that distribution logistics deals with 
issues related to temporal and spatial related transfers of 
real goods and among the systems of labour division.

Distribution logistics is responsible for all warehouse 
and transport movements of goods for consumers and 
related information, management and control of activities 
[28].

Distribution logistics, as stated by DHL Logbook [29], 
includes all types of activities related to the provision of 
finished goods for the client, which can be sent to the 
client immediately after their production, to a warehouse 
for further processing or, if necessary, to other regional 
distribution warehouses.

Distribution logistics should provide the most 
appropriate way to analyze, select and implement all the 
activities, as well as strategic and other decisions related to 
the provision of products to the client in such a way as to 
achieve error-free market activity [3].

A detailed definition of distribution logistics is described 
by Kappauf et al. [30], who describe it as a business process 
for selling goods, including delivery, transportation to the 
customer and subsequent billing. It links the production 
logistics of the company (and/or its external procurement 
department in the case of goods produced from outside) 
with the requirements (orders) of customers. The main 
objective of distribution logistics is the efficient provision 
of goods for customers according to established criteria, 
such as quantity, time and price (p. 171).

In general, distribution logistics plays an important role 
both at the strategic level, determining the sales policy, the 
distribution network structure of the company, regions of 
distribution of the product, the location of system elements, 
methods of order processing and at the tactical level, 
determining the most efficient use of resources in building 
warehouses and buying and the use of necessary equipment 
for storage and transportation of goods, types of vehicles, 
etc. [31].

models. Experiments in the virtual world determine the 
design and execution of experiments in the real world; in 
turn, experience in the real world leads to changes and 
improvements in the virtual world and in mental models [9].

According to Tolujew [10], the main purpose of modeling 
is to obtain numerical estimates of performance indicators 
in the system under consideration for such modes that have 
not yet been observed in reality. Continuous models based 
on differential equations as models of system dynamics are 
the most often used to reproduce production and logistics 
processes [11]. 

To determine the most effective scenario, which allows 
ensuring end-user satisfaction in the distribution chain of 
consumer goods, the system-dynamic modeling approach 
was applied. In the role of the end consumer for the 
company in the distribution chain, this article considers 
an independentdelivery point. Two process models in the 
BPMN 2.0 notation, which are considered in the work, act 
as scenarios of the system-dynamic model.

2 Literature review

2.1 Supply chain management

The term “supply chain management” (SCM) was first 
proposed by Oliver and Weber [12]. Oliver defined supply 
chain management as the process of planning, implementing 
and controlling the operations of the chain with the purpose 
to satisfy customer requirements as efficiently as possible. 
The SCM spans all the movements and storage of raw 
materials, work-in-progress inventory, and finished goods 
from point of origin to point of consumption [13].

Based on Chen et al. [14], Christopher [15], Harrison 
[16], managing a new type of logistics system called the 
supply chain in terms of minimizing total costs, increasing 
profits, improving customer service and reducing the 
impact of uncertainty on the system is called the chain 
management supplies [17].

Van Leeuwen and Tijssen [18] say that the supply 
chain management concept combines the tasks of various 
disciplines: logistics (minimizing costs in the supply 
chain), operational management (efficient inventory and 
production management), marketing (focus on creating 
values for the client) and market relationships (interaction 
with partners in the supply chain).

Akhmetkalieva [17] calls the concept of the supply 
chain management one of the most effective ways of 
managing commercial structures, which can significantly 
improve business optimization and help synchronize all 
the ypes of activities performed during production and 
distribution; optimization of added value for the end user; 
eliminate inefficient business activities. Currently, one of 
the main goals of the supply chain management concept 
is to optimize the entire system, which will achieve higher 
quality of service at lower overall costs, and not only 
maximize the productivity and profitability of individual 
business units of the chain [17].
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Distribution logistics usually crosses borders between 
organizations and an understanding of incentives and 
organizational barriers is a prerequisite for the successful 
application of any “scientific” solution [39], which also 
confirms the validity of applying the system dynamics 
methodology in modeling distribution logistics processes.

2.4 BPMN 2.0

Business Process Model and Notation (BPMN) - 
a system of conventions (notation) and their descriptions 
in XML for modeling business processes, which provides 
companies the opportunity to understand their internal 
business procedures in graphical notation and makes it 
possible to transfer these procedures in a standard way [8].

In addition, graphical notation will facilitate 
understanding of the interaction of productivity and 
business transactions between organizations. This ensures 
that enterprises will understand themselves and their 
business participants and will allow organizations to 
quickly adapt to new internal conditions and B2B business 
conditions [8].

The BPMN 2.0 is the latest, most relevant version of 
notation to date, which is widely used in modeling business 
processes.

Effectiveness of using this method in process modeling 
is confirmed by Bisogno et al. [40], where they say that the 
analysis of business processes using the BPMN notation can 
help to identify and correct the corresponding operating 
problems.

The BPMN is the leading language for noting 
business process modeling and allows business analysts 
and managers to increase the efficiency and quality of 
processes and performs the main function of modeling 
business processes - presenting processes so that the 
current process can be analyzed and improved in the 
future [41].

The advantage of the BPMN is that it is accessible to 
a wide range of users in the company - from analysts who 
create process diagrams and developers responsible for 
implementing business process execution technology, to 
managers and ordinary users who manage these business 
processes and monitor their implementation. Thus, the 
BPMN aims to bridge the gap between business process 
models and their implementation [42].

3 Methods and materials

The research object is a small and medium-sized 
production and wholesale trading companies of Kazakhstan, 
distributing goods to independent retail stores (delivery 
point). These retail stores, as the final consumer for 
the company in the chain of distribution of fast moving 
consumer goods (FMCG), are considered in this article. 
The subject of the study is the business process of receiving 
and processing an order from a delivery point by small 

Based on the presented definitions and opinions 
of various authors regarding distribution logistics, its 
importance is obvious not only in the logistics processes 
of the company, but also in general for the company’s 
activities, its successful development and gaining an 
attractive position in the market.

2.3  System dynamics

System dynamics was founded back in the late 1950s 
at the Massachusetts Institute of Technology under the 
direction of J Forrester [32]. In 1961, Forrester published 
the first classic book, which set out the concept of system 
dynamics, which is a direction in the study of complex 
systems, exploring their behavior over time and depending 
on the structure of system elements and the interaction 
between them, including causal relationships, feedback 
loops, reaction delays, environmental influences and others 
[33].

In part, system dynamics is a method for developing 
and testing formal mathematical models and computer 
modeling of complex nonlinear dynamic systems; it has 
much in common with other modeling methods [9].

Sterman [9] describes the key principles that must 
be considered when building models for the successful 
application of system dynamics:

A model should be created to solve a specific, existing 
rather than abstract problem;
1. The model needs to be integrated into the project at 

the very beginning of its implementation - the existing 
problem should be identified before the start of the 
project, based on past experience of the company;

2. The model must be constantly tested;
3. The main attention should be paid to the most 

significant, key elements of the model and not to focus 
on the details [9].
Importance of considering the project as a holistic 

system within the framework of the system dynamics 
methodology, without focusing on details and operations, 
was discussed by Rodrigues and Bowers [34].

According to Bendoly E. [35], the system dynamics 
methodology emphasizes the importance of considering the 
interaction and development of system elements, as well as 
providing a structured analytical image of processes.

Mutanov et al. [36] call the system dynamics 
methodology, which allows modeling complex systems 
at a high level of abstraction, without taking into account 
small details, the basis of an intelligent information system.

The methodology of the system-dynamic modeling is 
widely used in various fields of activity. Examples of the 
application of system dynamics can serve as the work of 
Sterman [9] - in building a car leasing strategy, Mutanov 
et al. [36] - in making investment decisions, Uehara et al. 
[37] - in the study and modeling of ecological and economic 
systems, Ivanov et al. [19] in the modeling and analysis of 
the supply chain, Tama et al. [38] - to optimize profits in the 
network of supplies of vegetable products and many others.
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The following indicators were used as input data 
for calculating the order processing time for each of the 
scenarios of the system-dynamic model:
• duration of the process - the time that each steptakes;
• waiting time - the time between the steps of the 

process;
• probability - the probability of a specified process 

event occurring.
All the indicators taken as the basis of the calculations 

were obtained as a result of an expert interview and are 
the average values of the data of experts from their real 
experience.

Results of this expert interview are also described in 
the work of Mutanov and Serikbekuly [43].

In the framework of this work, the following basic 
terms were adopted:
• Delivery point (DP) - a retail outlet selling goods to 

consumers;

and medium-sized manufacturing and wholesale trading 
companies of Kazakhstan.

In the process of modeling the existing and proposed 
business process diagrams, the BPMN 2.0 was used - 
a system of conventions and their descriptions in XML for 
modeling business processes [8].

Models in the BPMN 2.0 are used as the data source 
with two alternative scenarios for the system dynamic 
model.

In the process of modeling the distribution chain 
between companies and retail outlets, its main elements 
and the interaction between them, the system-dynamic 
modeling method was used [33].

The Ventana Systems’ simulation software “VenSim” 
was used for the system dynamics modelling and Microsoft 
Visio 2016 for modelling processes in the BPMN 2.0 
standard.

Table 1 Input data for scenario No. 1 of the system-dynamic model

Process step name
Time of 

execution, 
working hours

Time of waiting before 
previous process step, 

working hours
Probability, %

Visiting a delivery point by a sales agent 0.00 0.00 100

Reception and agreement of a DP’s order by a sales agent 0.17 0.03 88

Possible adjustments by the sales agent to the order 0.08 0.00 43

Transfer of an order by a sales agent to an accountant / operator 0.08 0.00 100

Reception of order by operator from a sales agent 0.08 4.00 100

The operator checks the availability of goods in the warehouse and 
overdue receivables at the DP

0.02 0.08 100

Notification by the operator of the DP if there is a debt or shortage of 
goods in the warehouse

0.08 0.00 3

Registration by the operator of the order and preparation of 
accompanying documents (invoice)

0.03 0.00 100

The operator transfers the order to the warehouse to form 0.00 0.00 100

Collection and order confirmation 0.08 0.00 100

Correction, if necessary, accompanied by the coordination of 
adjustments with the DP

0.08 0.00 3

Determination of transport for delivery of the order, printout of route 
and loading lists

0.02 0.00 100

Transfer of the order to the forwarder, accompanied by the transfer of 
the necessary documents and information

0.01 0.00 100

Forwarder receiving goods and documents from the warehouse 0.01 0.00 100

Delivery of goods to the DP 0.08 0.00 100

Transferring an order to an DP 0.08 0.03 96

Acceptance of payment and receipt of signed documents (invoice) 
depending on the financial conditions of cooperation with the point and 
payment

0.02 0.00 67

Transfer of payment and signed documents (invoice) to the operator / 
accountant to complete the process.

0.02 0.00 67

 Total duration per one order (in case of all events) 0.95 4.143

 Probability-adjusted duration per one order 0.71 4.139

Total average duration of the process, taking into account expectation 
and probability*

4.85

*average duration of the process, taking into account expectation and probability for the client - delivery point
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• making adjustments can take 10 minutes and does not 
have a waiting time, as it occurs immediately after 
receiving an order from a point in 50% of cases;

• the transfer of the order to operator takes 10 minutes, 
as it includes the transfer of information on all the 
commodity items and quantities for each, does not 
have a waiting time and is a mandatory process (100% 
probability);

• reception of order by the operator takes 5 minutes, has 
a 100% probability and the average waiting time is 4 
hours, given that this step of the process is carried out 
in parallel for many orders;

• checking the availability of goods and debt takes 
an average of 1 minute and is carried out using the 
accounting system, has a waiting time of 5 minutes and 
a probability of 100%;

• notification of the DP in the absence of goods or the 

• Sales agent (SA) - a representative of a trading company 
that periodically visits and receives orders from retail 
outlets (delivery points).
The numerical indicators, used in the model for 

calculating scenario No. 1 (the existing process), are shown 
in Table 1.

Details of the process steps:
• duration of the process of visiting a delivery point and 

duration of waiting are equal to zero, since it represents 
the moment the employee arrives at the point and has 
a 100% probability, due to the fact that it is the initial 
link in the entire process of receiving an order;

• reception and agreement of the order takes an average 
of 10 minutes and has a waiting time of about 2 
minutes. The expectation may be due to presence of 
buyers, sales agents of other companies or delivery of  
goods from other companies at the time of the visit;

Table 2 Input data for scenario No. 2 of the system-dynamic model

Process step name
Time of 

execution, 
working hours

Time of waiting 
before the previous 

process step, working 
hours

Probability, %

Visiting a delivery point by a sales agent 0.00 0.00 0

Reception and agreement of a DP’s order by a sales agent 0.00 0.00 0

Possible adjustments by the sales agent to the order 0.00 0.00 0

Transfer of an order by a sales agent to an accountant/operator 0.00 0.00 0

Reception of order byoperator from a sales agent 0.00 0.00 0

The operator checks the availability of goods in the warehouse and 
overdue receivables at the DP

0.00 0.00 0

Notification by the operator of the DP if there is a debt or shortage of 
goods in the warehouse

0.00 0.00 0

Registration by the operator of the order and preparation of 
accompanying documents (invoice)

0.00 0.00 0

The operator transfers the order to the warehouse to form 0.00 0.00 100

Collection and order confirmation 0.08 0.00 100

Correction, if necessary, accompanied by the coordination of 
adjustments with the DP

0.00 0.00 0

Determination of transport for delivery of the order, printout of route 
and loading lists

0.02 0.00 100

Transfer of the order to the forwarder, accompanied by transfer of the 
necessary documents and information

0.01 0.00 100

Forwarder receiving goods and documents from the warehouse 0.01 0.00 100

Delivery of goods to the DP 0.08 0.00 100

Transferring an order to an DP 0.08 0.03 96

Acceptance of payment and receipt of signed documents (invoice) 
depending on the financial conditions of cooperation with the point and 
payment

0.02 0.00 67

Transfer of payment and signed documents (invoice) to the operator/
accountant to complete the process.

0.02 0.00 67

Total duration per one order (in case of all events) 0.32 0.030

Probability-adjusted duration per one order 0.30 0.029

Total average duration of the process, taking into account expectation 
and probability

0.33



34  M U T A N O V  e t  a l .

C O M M U N I C A T I O N S    3 / 2 0 2 0  V O L U M E  2 2

trade companies. An important condition for the successful 
application of the second scenario is availability and use of 
a warehouse reservation system in a trading company. It 
will allow the delivery point to see the actual availability of 
goods in the warehouse of the supplier company.

It also excludes the step of adjusting the order and 
coordinating it with the point of sale when collecting at the 
warehouse, since the point cannot initially place an order in 
which there will be commodity items that are not in stock.

Otherwise, the steps of the process, including the 
duration of their fulfillment and expectations, as well as 
the probability, remain unchanged. The main indicator 
of the level of customer satisfaction (delivery points) is 
a processing time of the order - the period from the moment 
the order is received until delivery to the point.

The final satisfaction score is a score from 1 to 5, where 
5 is the best indicator and 1 is the worst indicator. The 
assessment depends on the processing time of the order 
and this compliance is shown in Table 3 

This correlation of the level of satisfaction with the 
processing time of the order was compiled on the basis of 
experimental data obtained by the author from experts in 
the wholesale industry. The basis of the correspondence 
between the values of the duration of order processing and 
customer satisfaction was the Fibonacci sequence.

4 Results and discussion

Based on the data obtained by Mutanov and Serikbekuly 
[43], on the structure of the process of receiving and 
processing orders in small and medium-sized wholesale 
trading companies of Kazakhstan, obtained as a result of 
a field study by expert interviews and as a continuation of 
this study and more and a detailed description and study 
of this process, modeling of the process of receiving and 
processing orders between participants in the studied 
supply chain was carried out.

The authors identified a standard scheme used by most 
of the studied production and wholesale trading companies 
in Kazakhstan. The process diagram in the BPMN 2.0 
notation is presented in Appendix 1.

As can be seen in Appendix 1, the process of receiving 
and processing an order consists of a large number of steps 
and is accompanied by many approvals and the transfer of 
data and documents at its various steps.

The process includes 5 participants, the main roles and 
functions of which are described in Table 4.

presence of debt may take 5 minutes, waiting time = 0, 
probability 3% - the process is quite rare;

• placing an order and preparing documents takes 2 
minutes, does not have a waiting time and is always 
carried out;

• the process of transferring an order to the warehouse 
has a duration of zero, since this process is carried out 
for all orders for the day at the same time and not for 
each separately;

• collection and confirmation of the order in the 
warehouse takes about 5 minutes;

• adjustment of the order when collecting it in the 
warehouse can take 5 minutes and is carried out quite 
rarely - in about 3% of cases;

• determination of transport for order delivery takes 
a short period of time - about 1 minute;

• the transfer of the order to the forwarder and its 
acceptance by the forwarder are also very short-term 
steps with a duration of approximately 30 seconds each, 
since it consists of loading the order into transport;

• delivery of the order to the DP has an average duration 
of 5 minutes, which is calculated taking into account 
the average number of freight forwarder orders per 
day, equal to 30 and the length of the working day;

• transferring an order to a point of sale takes 5 minutes, 
while waiting, as in the case of the process of receiving 
an order by a sales agent, lasting 2 minutes on average 
may be due to the presence of buyers, sales agents or 
forwarders of other companies at the point at the time 
of order transfer. The probability of this process is 
95%, since provided that the DP has a type of payment 
in cash, but does not pay for the order upon delivery, 
the forwarder does not leave the order and returns the 
goods to the warehouse;

• acceptance of payment and documents from the DP 
can take about a minute and is carried out in 50% 
of cases, which depends on the type of financial 
conditions for the DP (cash/cashless/consignment);

• transfer of payment and documents by the forwarder 
to the cash desk also takes 1 minute and has a 50% 
probability, which is confirmed by the conditions 
described in the previous paragraph.
The numerical indicators, used for scenario No. 2 (the 

proposed process scheme), are shown in Table 2.
The key difference between scenarios is that the first 

eight steps of the process have zero indicators (execution 
time, waiting time and probability). This difference is 
provided by the using of a different online-services by 

Table 3 Matching lead time and customer (DP’s) satisfaction

Order processing time,working hours Level of satisfaction

1 5

3 4

5 3

8 2

13 1
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The authors propose a more effective process of 
interaction with the DP, presented in Appendix 2.

The main improvement of the proposed interaction 
scheme, in comparison to the existing one at the moment, 
is the exclusion of a sales representative from the process, 
which automatically reduces a significant number of 
process steps previously performed by this participant. 
The exclusion of these steps from the process is ensured 
by use of a company information system that automatically 
performs these actions. Examples of such systems can be 
class systems: CRM (Customer Relationship Management), 
SFA (Sales Force Automation), OMS (Order Management 
System).

This change brings benefits such as:
1. Reduced costs of maintaining sales representatives
2. Reduced order lead time
3. Eliminated need to coordinate the order at the 

acceptance step, since the point makes the order on its 
own.
The next difference is the exclusion from the process 

of confirming the availability of goods in the warehouse, 
since this information is available at the initial checkout 
of the delivery pointand it is impossible to order the 
missing goods. This improvement is suitable for those 
companies in the information system of which there is 
a reservation system for orders - in this case, other agents 
and points will not be able to book the same product and 
the delivery pointwill receive its order. Accordingly, the 
steps of adjustment and confirmation of the order by the DP 
are also excluded from the process.

The operator’s task of placing an order and creating 
related documents is not available in the information 
system, since upon receipt of an order from a point of sale 
these actions can be performed by the program.

Changes and improvements after applying the proposed 
business process scheme occur not only in the composition 
of the participants and in the number of steps, but also in 
the methods of transferring and storing information:
1. Order data now comes into the system directly from 

the source, without going through several participants, 
which eliminates the risk of loss or distortion of this 
information.

In the majority of the small and medium-sized trading 
companies in Kazakhstan today, as shown in Appendix 1, 
the process consists of such main steps as:
1. Visiting a delivery pointby a sales agent
2. Reception and agreement of a DP’s order by a sales 

agent
3. Possible adjustments to the order by the sales manager
4. Transfer of an order by a sales agent to an accountant 

/ operator
5. Reception of order by operator from a sales agent
6. The operator checks availability of goods in the 

warehouse and overdue receivables at the DP
7. Notification by the operator of the DP if there is a debt 

or shortage of goods in the warehouse
8. Registration by the operator of the order and 

preparation of accompanying documents (invoice)
9. The operator transfers the order to the warehouse for 

picking goods for delivery
10. Collection and confirmation of the order with 

possible adjustment if necessary, accompanied by 
the coordination of adjustments with the point of sale 
(subject to the availability of goods in the accounting 
system, but its actual absence in the warehouse)

11. Determination of transport for delivery of the order, 
printout of route and loading lists

12. Transfer of the order to the forwarder, accompanied 
by the transfer of the necessary documents and 
information

13. Forwarder receiving goods and documents from the 
warehouse

14. Delivery of goods to the DP
15. Transferring an order to an DP
16. Acceptance of payment and receipt of signed documents 

(invoice) depending on the financial conditions of 
cooperation with the point and payment

17. Transfer of payment and signed documents (invoice) to 
the operator/accountant to complete the process.
As can be seen, the process contains many tasks, 

complicated by the need for approvals at various steps, 
which significantly increases its duration and also contains 
great risks of making mistakes and inaccuracies during the 
transfer of order information and documents at some steps.

Table 4 Functions and roles of participants in the process of receiving and processing an order

Participant role Main role function Workinglocation

Delivery point
gives the initial order, confirms it, expects, accepts, pays for this order, signs 
the supporting documents

Field

Sales agent
visits the point, accepts the order, communicates with the point on all issues 
(debts, balances, marketing campaigns, fulfillment of plans, legal relations), 
transfers the order to operator, makes adjustments to the order

Field

Operator
accepts an order from the merchant, checks the availability of goods and debts, 
prepares accompanying documentation, transfers the order to warehouse, 
monitors and accepts payment from the merchant/forwarder

Backoffice, office

Warehouse Manager acceptance, assembly and loading of an order Backoffice, office

Forwarder
receives goods and documents, delivers the order to the point, receives 
payment and supporting documents, transfers payment to the cashier

Field
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distribution of the FMCG that are of paramount importance 
to the end consumers, respectively, ensuring the timely 
availability of these goods in the required volume is also of 
social significance.

In the VenSim program, a system-dynamic model 
was calculated (Figure 1) according to the two described 
scenarios.

Based on results of the modeling processes and 
comparing their scenarios in dynamics, the results of each 
scenario were summarized in Table 5.

As one can see from results shown in Table 5, the 
level of satisfaction and time spent on one execution 
of one order are improving. Particularly noticeable is 
improvement in the speed of order completion from 4.85 to 
0.33 working hours.

5 Conclusion

Results of the study show an improvement in the speed 
indicators, and accordingly, satisfaction with the quality of 
logistics services due to implementation of the proposed 
scheme (Appendix 2).

The practical significance of the work is in the fact 
that the simulation results in the form of business process 
scenarios can be applied in creating and optimization of 
processes in real trading companies or distribution chains 
using information systems for managing the class orders:
• CRM (Customer Relationship Management),
• SFA (Sales Force Automation),

2. The format for providing the forwarder with a routing 
sheet is changing. Now there is no need to compile 
and print it. The route sheet, which is created by the 
system, is available for the forwarder in the mobile 
application. This not only reduces the time it takes to 
compile, print and transmit, but also ensures maximum 
efficiency when creating the most optimal routes for 
the system, as well as flexible and quick adjustment 
of the route sheet by the system during the delivery 
process when the route actually changes.

3. The need for transmitting information to the forwarder 
about the availability of debt and the financial 
conditions of the DP- all this information is also 
available to him in the mobile application in real time.
As one can see from the comparison results, 

implementation of the proposed business process scheme 
for receiving and processing orders in a trading company 
greatly simplifies one of its most basic and significant 
business processes, improves its quality, reliability and 
efficiency, reduces the labor costs, and the most importantly 
the implementation of the process reduces the length of 
the cycle, because this indicator can be considered one 
of the key, since the speed and timeliness of fulfillment of 
obligations to the client, especially for small and medium 
enterprises’ trade is of a great importance for the formation 
of positive and long-term relationship with the client and 
his loyalty to the company.

The importance of reducing such an indicator as the 
duration of the cycle is also confirmed by the fact that the 
companies that are considered are directly involved in 

Figure 1 System dynamic model for the two business process scenarios of order management in the distribution chain

Table 5 Results of comparison of the two scenarios

Time and speed Level of satisfaction

Scenario #1 4.85 3

Scenario #2 0.33 5
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the proposed methodology, it is possible to build a single 
complete model of the complete supply chain. 

Further areas of application and development of this 
research are the trade “digital twin” as a combination of 
process and dynamic models into a single synchronized 
one. This will require obtaining actual data from information 
systems for order management of companies in the entire 
supply chain in real time. Given development of IoT, BPMS 
and RPA technologies - this approach seems possible at the 
moment.

Additional benefits of implementing online supply 
chain management are:
• improving the quality of customer service,
• the provision of additional services due to ability to 

monitor the movement of goods,
• reduction of paper operations,
• reduction of labor costs at each automated section of 

logistics processes.

• OMS (Order Management System).
One example is ezapp.kz, popular among Kazakhstani 

trading companies, an online service designed to automate 
the process of accepting and processing orders.

Note that application of the proposed process scenario 
and use of the proposed tools would not be effective for 
absolutely all wholesale companies in Kazakhstan. There 
are such companies, processes, which have certain features 
and specifics and require a more thorough and individual 
approach to improving the organization of the process of 
receiving and processing orders.

To build a complete and high-quality supply chain 
model, one needs very accurate and detailed data for 
each individual supply chain process and each individual 
company. Receiving and processing an order is one of the 
important processes that were already carefully analyzed. 
Continuing the modeling of other logistics processes using 
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Appendix 1 

The scheme of receiving and processing an order used by trading companies is available online at:
http://journals.uniza.sk/data/MutanovEtAl/Appendix1.vsdx

Appendix 2 

The proposed scheme of the business process of receiving and processing orders is available online at:
http://journals.uniza.sk/data/MutanovEtAl/Appendix2.vsdx
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The paper deals with the issue of GNSS interference and its subsequent impact on airport approach procedures. 
It discusses the problem of GNSS signal interference and interference identification on a practical example of a small 
regional airport in Zilina, located close to the highway, through research aimed at its identification, a proposal for 
the location of a monitoring station and subsequent practical verification. The paper seeks to analyse and provide 
recommendations for enhancing safety and reliability in GNSS approaches. Given the need to develop the air transport, 
it is important to ensure the safety and continuity of service provision at small regional airports. The GNSS approach 
at airports with insufficiently equipped navigation infrastructure seems to be one of the most suitable. Introduction 
of the GNSS interference monitoring in the final instrument approach phase would increase the safety and reliability 
of the flight.
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misleading of the GPS L1 signal on May 1, 2000. The 
second significant milestone in development and use of the 
satellite navigation systems was introduction of enhanced 
satellite navigation systems, either based on a terrestrial 
augmentation called GBAS (Ground Based Augmentation 
System) or based on a satellite augmentation called SBAS 
(Satellite Based Augmentation System). Both variants of 
the satellite navigation system augmentation offer various 
aviation users a variety of options and benefits. Highlights 
include increased 3D positioning accuracy, continuity, 
integrity and safety.

The third milestone in development is integration of the 
new satellite navigation systems, Galileo and BeiDou, into 
air navigation and their application to aviation. This step 
will make it possible to switch from one L1C/A GPS signal to 
eight signals from four satellite navigation systems [1]. The 
US GPS system on L1C/A has so far provided the required 
Performance Based Navigation (PBN) in air navigation, 
aircraft positioning for Automatic Dependent Surveillance 
(ADS-B) and navigation support for safety systems (TAWS 
- Terrain Avoidance Warning Systems). In the future it 
is expected that in air or other types of navigation Dual 
Frequency Multi Constellation Services (DFMC) - combining 
two frequencies from different satellite navigation systems 
of American GPS, Russian GLONASS, European Galileo 
and Chinese BeiDou will be used to help civil aviation to 
improve navigation performance, continuity and integrity 
of the precision air navigation system. Therefore, DFMC 
GNSS in aviation means using a dual frequency signal from 
up to four GNSS sources. This will enable improvement 
of the Airborne Based Augmentation Systems (ABAS), 

1 Introduction

Satellite navigation systems have existed since the 
early 1960s when development of the first navigation 
satellites began. This resulted in the development of the 
Transit system in the US and development of the Cyclone 
navigation system and its civilian version of Cikada in the 
Soviet Union. Initially, those systems provided positioning 
in 2D space. The positional error of the first satellite 
navigation systems was approximately 500 m during the 
signal reception and had a relatively low time determination 
accuracy. Those navigation systems worked on the Doppler 
principle. In the US, after experience with the Doppler 
systems in the early 1970s, they decided to build a 3D 
navigation system with a precise time standard. This project 
has launched a new era of satellite navigation systems that 
are also suitable for use in civil aviation. The new navigation 
systems in the 1980s were the GPS NAVSTAR developed in 
the USA and the GLONASS system developed in the Soviet 
Union. Those two global satellite navigation systems set 
the foundation for the development and production of new 
satellite navigation systems Galileo (in the EU), BeiDou (in 
China) and Gagan (in India).

Development of the satellite systems and their 
implementation in aviation in the 1990s were also helped 
by the massive development of computer technology, 
the enhancement and implementation of new procedures 
in airspace management, but also problems with the 
navigation performance of existing terrestrial navigation 
systems. One of the first significant milestones in use of the 
satellite navigation systems was to switch off the deliberate 
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that the satellite signal has a very low signal strength on 
the earth’s surface, typically -120 to -130 dBW (the receiver 
is capable of processing up to -158.5 dBW) (Figure 1), the 
easiest attack on the GNSS signal is to generate interference 
or jamming. In the case of using meaconing or spoofing, 
this type of attack is much more demanding and therefore 
this type of interference requires relatively good technical 
equipment, provision of which is relatively expensive. 
Meaconing, sending a false signal with the aim of taking the 
target to another area, requires sophisticated know-how, as 
well as tens of thousands of euros of technical equipment 
(antenna system, GNSS signal generator, radar or LIDAR 
or camera system for detecting the location of interfered 
target). 

The GNSS signal interference can be divided into 
two categories. The first category consists of interference 
that is not intentional and arises from various electrical 
devices operating at harmonic frequencies close to 
the GNSS systems. Be it various radio relay links, TV 
transmitters, radars, but also damaged base stations of 
mobile operators (BTS). The second group consists of 
interference or jamming caused by deliberate interference 
in the frequency spectrum of the GNSS signals. These are 
either intentionally coordinated attacks, or people using 
personal radio jammers, also known as PPD (Personal 
Privacy Device). A typical jamming case is the GNSS signal 
jamming at Newark Airport in New Jersey in 2009, where 
the GBAS was newly installed. [2-3]. This system showed 
short-term system integrity failures due to the GNSS signal 
interruptions. After two months of investigation by the FAA 
(United States’ Federal Aviation Administration), it has 
been found that the interference was caused by a passing 
vehicle with a driver using a freely available PPD. There 
was no damage to property and lives during the incident, 
but this case showed how easily it is possible to disrupt 
such a sophisticated GBAS as long as it is based on 
receiving one GNSS (GPS L1) signal, see Figure 1 [4-5].

The interference itself can be defined based on the 
following characteristics:
• Depending on the type (sine wave interference, carrier 

wave - single tone, or interference by AM, FM, PM 

the Satellite Based Augmentation System (SBAS) and the 
Ground Based Augmentation System (GBAS). Introduction 
of the DFMC for use in civil aviation is expected in years 
2025 to 2028. The idea of introducing the DFMC is not new 
and its use has been common in geodesy and cartography 
for more than 10 years, with the first devices with this 
functionality being marketed by Leica and Trimble.

The problem of the GNSS systems dependence on 
only one data source, the GPS L1C/A, is very restrictive in 
terms of safety and regularity of air transport. From the 
economic efficiency point of view, such a monopoly in 
the provision of navigation information at first glance may 
seem advantageous, but it has limits in terms of the need to 
maintain the large-scale ground and airborne infrastructure 
based on the conventional VOR/DME or DME/DME 
navigation. This GNSS monopoly built on GPS L1C/A 
has only a little resistance to accidental and deliberate 
frequency interference. In Europe, but also elsewhere in the 
world, there were accidental local interference of satellite 
navigation systems, which were losing their navigation 
performance, continuity of service and, last but not the 
least, location and time accuracy. 

2 GNSS signal interference identification

Issue of the GNSS signal interference identification has 
been elaborated by several authors of publications. This 
issue can be divided into two partial problems. The first is 
the interference of the GNSS signal, which is undesirable, 
not only in the field of the air transport in real-time 
positioning, but in the intelligent transport systems, as well. 
The second partial problem is identification and location 
of GNSS signal interference. The non-public GNSS signals 
that are provided for military and special applications 
are usually encrypted. Their immunity to the interference 
signal is relatively greater due to use of the two or more 
carrier frequencies for the transmission of navigation data. 
However, in publicly available services, referred to as “open 
service” (OS), the signal is transmitted on one frequency, so 
the resilience of this system decreases significantly. Given 

Figure 1 Spectrum GPS L1 (C/A, L1C, P(Y) code, M-code) and spectrum of jammer with power -18dBm
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out by Boeing in 2017 and further elaborated by Geoffrey 
2018 [6]. In this analysis authors were mainly interested in 
the flight phase with the highest number of incidents and 
accidents. The largest percentage is in the Final approach 
and Landing phase.

As is apparent from the analyses of Zizka (2019) 
and Kalasova (2015), it is precisely the areas for the use 
of precision approach that are intersected by transport 
infrastructure (highways or high-traffic roads) or in 
densely built areas (industrial zones, production plants and 
specialized businesses) that are the most problematic [7-8]. 
According to Curran (2017), accidental signal interference 
occurs right above zones that are industrially active or 
where high-intensity transport infrastructures exist [2]. 
A typical example is Frankfurt Airport, where the GNSS 
signal interference occurs mainly from cars located on the 
A3 motorway, which runs parallel to the runway and airport 
infrastructure for precision instrument approach GBAS. 
Based on the results of experiments using the method of 
analogy, it is decided to test this model for the Zilina airport 
and thus identify a critical approach point for it. Based on 
results of measurements (experiment) analysed by Novak 
2018, it is possible to say, that from the personal jammers 
and car jammers point of view, the critical point is where 
the road infrastructure (highway) intersects the glide path 
for the instrument approach [5]. The height was calculated 
by applying a numerical method based on propagation of 
the signal above the terrain, assuming the on-board satellite 
unit has a conventional directional antenna with a signal 
pre-amplifier to receive the SBAS signal, in this case from 
the EGNOS satellite.

Based on practical measurements, which were carried 
out at the Zilina airport, it was found that areas where the 

modulated signals that disturb the signal in a larger 
spectrum or noise interference - randomly generated 
signal (white or pink noise)).

• Relatively according to the mean frequency of 
interference to the position of our signal where the 
interference itself is located, one can talk about “out of 
band”, “near the band” or “in band” interference.

• Signal interference bandwidth, where signal 
interferences can be divided into two subgroups of 
broadband or narrowband interference.

• Interference power, in which case it is the ratio of the 
carrier signal to the interference signal (interference) 
and Jammer to Signal J/S ratio.

• The time domain of interference, wherein the 
interference may be transmitted continuously or 
discreetly at time intervals or pulses. In the case of 
the pulse interference, it can be characterized by pulse 
width or number of pulses per second.
Interference on the L1 GPS frequency can manifest in 

the transmitted spectrum in different ways due to the fact 
that the signal is spread.

Given that the electromagnetic spectrum is limited, its 
emission must be regulated. Spectrum regulation is dealt 
with by the International Telecommunication Union (ITU), 
with the transmission of the GNSS frequencies being in the 
RNSS frequency bands of 1164 to 1215 MHz, 1240 to 1330 
MHz and 5010 to 5030 MHz.

Potential GNSS signal interference is particularly 
problematic in the final approach phase of an aircraft. 
Because in this phase of flight, the greatest navigational 
performance of the aircraft is required. If one wants to 
establish a critical phase of flight, one must use the air 
traffic accident statistics. One such analysis was carried 

Figure 2 Analysis of different phases of flight from the perspective of incidents on board aircraft [6]
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flights, the GNSS signal interference has been registered 
several times through the flight laboratory, which has also 
been documented and described quote. This fact led to 
the need to build the ground-based interference detectors. 
When selecting a suitable location, it is necessary to analyse 
the potential sources of interference and their impact on 
the glide path of the instrument approach, as shown in 
Figure 4. In this case, points were identified (marked in 
Figure 4) on the existing transport infrastructure, as well 
as on the glide path, which are becoming critical for the 
safe approach execution. In terms of overall flight, this is 
the final approach phase defined by the ZLA (OM) point 
and the point of contact on the runway. This phase of the 
flight has to be divided into two further sub-sections, ZLA 
(OM) to Z (MM), which for the airport is defined as the final 
decision or Missed Approach Point (MAPt). The second 
part is from the Z (MM) point to the touchdown point on 
the runway. This division will allow to identify the risks that 
the GNSS signal interference could cause at this stage of the 
flight more accurately (Figure 3). Although there are several 
LPS SR or Eurocontrol studies that describe this risk, 
none of them explicitly anticipates deliberate interference 
and its increase in the period after the introduction of 
the LPV instrument approach, and even after subsequent 
calibration flights, the repeat studies are not considered, 
despite the fact that up to 48% of the total number of fatal 
incidents occurred during this phase of the flight [6, 11-12]. 
Based on the above analyses, findings and modelling of 
the situation, it was decided to identify a suitable location 
for the placement of the GNSS interference detector. The 
conditions that such a point should satisfy are: technical 
infrastructure (connection to the electricity grid and the 
possibility of data transmission) and section on the final 
approach track. This analysis therefore shows that such 
a point at the Zilina Airport should be in the centre of the 
descent plane for the 06 LZZI instrument runway. The point 
Z (MM) was chosen for this simulation, location of which is 
shown in Figure 3.

aircraft is low above the terrain are critical [9]. Based on 
the above mentioned knowledge, it is possible to define 
a problematic place as a place or space where the aircraft 
drops below a critical height above the terrain (Figure 2). 
Figure 3 shows the critical phase of the flight in red and 
is defined around the Z (MM) point, as shown in Figure 
3. The critical phase is from point ZLA (OM) to RWY06 
LZZI, but the sensitive zone is defined around the Z (MM) 
±1NM. The minimum safe altitude is defined in Aeronautical 
Information Publication of the Slovak Republic, part 
Aerodromes (AD 2 LZZI-7-3) for this situation.

3  Analysis of possible locations for detector 
placement

Based on statistical outputs of measurements, carried 
out by the Police of the Slovak Republic in cooperation with 
the Regulatory Authority for Electronic Communications 
and Postal Services from 2012 to 2017, it was found that 
occurrence of the GNSS interference on GPS L1 frequency 
is mainly on highway sections, expressways and 1st class 
roads, which are subject to a toll system that uses the GPS 
L1 [10]. Therefore, it is very important to analyse these 
types of roads and their parallelism with the approach axis 
for the LZZI 06 runway. The analysis of possible locations 
was based on terrain orography, electromagnetic wave 
propagation model, sensitive zone and glide axis profile for 
the 06 LZZI instrument runway.

For this analysis, the Zilina airport was chosen, since 
it by its nature represents a typical case of a regional 
airport located in rugged mountain terrain. Irregular air 
transport, charter flights as well as flight school training 
flights, are carried out at the airport and an introduction 
of an airline scheduled service is planned. At the same 
time, research flights of the University of Zilina in Zilina, 
focusing on safety, meteorological phenomena and earth 
exploration are carried out at the airport. During those 

Figure 3 LZZI approach glide path for runway 06
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above the ground corresponds to the height of the existing 
mast 8m above the ground. To simulate an interfering 
signal, a car moving on a highway was chosen with an 
antenna height that interferes the signal 2 m above the 
terrain, which represents normal delivery van or truck. 

4 Simulation of interference in real operation

For the Zilina airport, the Z (MM) was chosen as 
the best point where the GNSS signal receiver in the 
simulation was placed, where the height of the antenna 

Figure 4 Point analysis of disturbance signal propagation on the GPS L1 frequency from D1 highway  
for 06 LZZI instrument runway

Figure 5 Signal interference simulation output for two placement variants C and D

Figure 6 Signal interference simulation output for two placement variants A and B 
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antenna is low above the ground and therefore there is no 
direct connection (Figure 6). The interference may affect 
the first phase of ZLA (OM) approach to Z (MM), where the 
aircraft is relatively high above the ground, and therefore 
the GNSS antenna is isolated by the aircraft fuselage 
from a ground jammer whose antenna height is relatively 
low above the ground (2 m). Disturbance or failure may 
only occur if the aircraft falls below the minimum safe 
altitude above the ground. The minimum safe altitude is 
defined in Aeronautical Information Publication of the 
Slovak Republic, part Aerodromes (AD 2 LZZI-7-3) for this 
situation.

5 Practical verification

The procedure for practical verification of the 
simulation has been carried out by ground and subsequent 
aerial verification measurement. When the GNSS signal 
detector, which represents a GNSS receiver, a spectrum 
analyser, a computer and a suitable antenna system, was 
placed at the Z (MM) point (Figure 7). The antenna must 

The jammer parameters were based on the average value 
of the available signal generators and measurements of 
commercially available jammers sold on the Internet. The 
power of the available jammers oscillates around -18 dBm 
± 2 dBm. Antenna gain and attenuation was set to 0 dB to 
simplify the calculation, similarly the receiver sensitivity 
and antenna gain were set to - 107 dBm.

Subsequently, the propagation of the signal around 
selected points was calculated by means of the program 
for simulation of RF signal propagation and a model of 
point connection was created. Vertical models were created 
between the interference source and the interference 
detector (Figures 5 and 6). The calculation confirmed 
that the signal from the interference source could not be 
easily identified if the detection device was not properly 
positioned.

The simulation suggests that the GNSS interference 
detector is able to identify interference at points C and 
D and the detection of the interference signal will be in 
the critical phase of flight, which is the L (MM) up to the 
Touchdown point (Figure 5). From the points A and B 
simulation point of view it is obvious that the receiver 

Figure 7 Ground station interference measurement, block diagram rs)

Figure 8 Measurement of interference by flight laboratory, block diagram
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and on-board infrastructures based on conventional VOR/
DME or DME/DME navigation. This GNSS monopoly built 
on GPS L1C/A has only little resistance to accidental and 
deliberate frequency interference.

Nevertheless, our simulation points out that from the 
economic efficiency point of view it is also possible to 
operate the GNSS approach systems with a high degree of 
safety and continuity in an environment with a high rate 
of interference and jamming.  But only under condition 
of solution status monitoring and with a possibility of 
crew early warning for the loss of navigation performance 
incident. The authors of this article have shown that the 
current solution is not at a sufficient level of safety in 
terms of current knowledge of the issue and technical 
development of terrestrial and satellite navigation systems.

7 Conclusion

Introduction of the GNNS procedures for precision 
approach at airports in the Slovak Republic has raised 
several questions about the safety and reliability of the 
use of these procedures. Despite the established quality 
management systems and risk analysis, to date, not all 
the issues of safety, reliability and continuity of service 
provision at airports have been answered. Based on 
numerous reports on the GNSS interference and reduced 
navigation performance of GNSS GPS L1C/A receivers, 
we have decided to carry out an analysis of the location 
of the GNSS jamming detector for Zilina Airport (LZZI) 
and propose a practical verification of its location by an 
experiment. It should be noted that safety, reliability and 
continuity are the main priorities for the provision of 
services in air transport. Based on results of analyses, as 
well as the discussion itself, recommendations can be made 
to increase the safety and reliability of GNSS approaches.

Suggested recommendations are as follows. In the case 
of the aerodrome approval for approach using GNSS, it is 
required for the risk analysis to be only of limited validity 
period and to be carried out at regular intervals. The 
installation calibration measurement should establish an 
initial state and map out the possibilities and threats from 
the risk analysis of GNSS deployment.
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be at a minimum height of 8 m above the ground for 
detection of interference from ground-based transport 
infrastructure and the GNSS receiver antenna has to have 
the same directional characteristics as the aircraft antenna. 
The spectrum analyzer antenna should be omnidirectional 
with a pre-amplifier to be able to monitor the interference 
signal from a distance of at least 5 km, corresponding to the 
critical zone [13].

The flight measurement takes place along the glide 
path for the 06 LZZI instrument runway. Final approach 
from the ZLA (OM) point to the threshold point on the 06 
LZZI runway is particularly important for our experiment. 
A block diagram of flight measurement using the AeroLab 1 
flight laboratory is shown in Figure 8.

The flight and ground measurement output is compared 
and the ground system is calibrated so that the interference 
sensitivity threshold is set for the failure of the GNSS 
signal on board the aircraft. Because the threshold for 
the activation of the alarm in case of the interference is 
one most important parameter for safety. The value of 
the interference threshold must be minimum -14 dBm 
less to GNSS receiver sensitivity. This is important for 
the future operation of the monitoring equipment in order 
to differentiate the impact of the GNSS interference on 
the final phase of the final approach flight [7, 14-15]. This 
practical procedure described the future measuring test for 
validation.

6 Discussion

Safety, reliability and continuity are among the main 
priorities of aviation. It is important to realize that the 
ground infrastructure for provision of the radio navigation 
services must meet strict conditions in these three 
areas. The navigation devices operate in 24H continuous 
operation, their reliability level must reach a minimum 
of 98% during their planned lifetime. Where terrestrial 
systems, such as VOR/DME, ILS are devices that operate at 
dedicated frequencies and are protected, satellite navigation 
equipment was originally designed for military use and only 
partially for civilian use, but not with priority for aviation. 
It was only later released and approved by the International 
Civil Aviation Organization (ICAO) for worldwide use, 
provided that there must be a backup in the event of 
a system malfunction or failure. The problem of dependence 
of the GNSS systems on only one data source, GPS L1C/A, is 
very restrictive in terms of safety, reliability and continuity 
of air transport. From the economic efficiency point of view, 
such a monopoly in the provision of navigation information 
at first glance may seem advantageous, but has its limits 
in terms of the need to maintain large-scale terrestrial 
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Annex - Nomenclature

The abbreviation   The full name
ABAS    Airborne Based Augmentation Systems
ADS-B    Automatic Dependent Surveillance–Broadcast 
DME    Distance Measuring Equipment
DFMC    Dual Frequency Multi Constellation Services 
FAA     United States’ Federal Aviation Administration
GNSS    Global Navigation Satellite System
GPS    Global Positioning System
GBAS    Ground Based Augmentation System
ITU    International Telecommunication Union
ICAO    International Civil Aviation Organization
ILS    Instrument Landing System
LPV    Localizer Performance with Vertical guidance
MAPt    Missed Approach Point
NAVSTAR   Navigation Signal for Timing and Ranging
PBN    Performance Based Navigation
RNSS    Radionavigation Satellite Service
RF    Radio Freqency 
SBAS    Satellite Based Augmentation System
TAWS     Terrain Avoidance Warning Systems
VOR    VHF Omni-Directional Range
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Dhani Setyawan

Indonesia's transport sector has experienced rapid growth that has caused excessive fossil fuel energy consumption. 
Over 2000 to 2016 total final energy consumption in Indonesia’s transport sector has grown by 10% per annum so 
that transport now provides a large and rapidly growing component of total energy use. This study analyzes the 
specific characteristics of energy intensity in the transportation sector in Indonesia from 2000 to 2016 by employing 
a multiplicative Log Mean Divisia Index-II. The passenger transport sector in Indonesia, including the four modes of 
road, rail, water and air is examined in this study. Overall, the decline in energy intensity in passenger transport 
is attributed to the intensity effect. In passenger transport, the improvement of intensity effect was found to have 
significantly reduced the overall aggregate energy intensity, while the change in structural effect was found to have 
a relatively small reduction in the aggregate energy intensity.
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Some studies [7-8] show that an increase in energy 
price can significantly improve energy efficiency. Therefore, 
the energy price instrument is one of the essential tools 
for energy reform and subsidies for energy is a key 
determinant of energy prices. The most common definition 
of an energy subsidy is a payment from government to 
consumer or producer in order to control energy prices 
[9-10]. In Indonesia, energy subsidies are mainly used by the 
government to control the energy price lower rather than 
the economic production cost. 

Since the transportation sector in Indonesia is very 
complex and the statistical energy data in the transportation 
sector is limited, this study only investigates Indonesia’s 
passenger transportation for a limited period. This study 
examines all the four modes of the transportation system 
in Indonesia: road, rail, water and air. Those modes of 
transport are used to measure the level of energy intensity 
in the passenger transport sector. This study is crucial 
for Indonesia’s government in order to develop policies 
to improve energy efficiency, as well as to investigate the 
driving factors that affect the changes in transportation 
energy usage.

2 Literature review

The decomposition indices method has been 
extensively employed in measuring the driving factors 
behind the changes in energy used in transport. Authors 
of [11] investigated changes in the structure of passenger 
transport energy consumption in eight OECD countries 
from 1970 to 1987 by employing Laspeyres Divisia Indices. 

1  Introduction

Indonesia’s transportation energy consumption is 
rapidly increasing, primarily due to rising economic activity 
and population growth. As an emerging economy and the 
fourth most populous country in the world [1], Indonesia’s 
economic growth has had around 6% growth every year 
since 2010, leading to an increase in the mobility of the 
middle class [2]. Indonesia’s transportation sector has gone 
through the rapid development, causing a significant use 
of fossil fuel energy consumption. This sector uses more 
than 60% of Indonesian’s total oil use, approximately 70% of 
which is consumed in road transportation [2]. 

In the last decade, Indonesia had experienced several 
increases in fuel prices2 (see Table 1). Subsidies for fossil 
fuels were increasing as a portion of the national budget, 
although the recent price increase was the lowest in the 
world, particularly for a net importing country [3]. Starting 
from 2005, the Indonesian Government had cut subsidies 
for energy and increased fossil fuel prices more than 
threefold. The purpose of this energy price reform was 
not only to limit the difference between international and 
domestic prices but also to bring decrease the burden on 
the state budget; as the budget for fuel subsidies accounted 
a substantial percentage in the national state budget [4]. 

1 Thus far, the energy prices including electricity, natural gas and 
fossil fuel have been fully regulated by the government. The 
Indonesian government oversees the price of fossil fuel products 
with adjusting periodically following a formula in which the 
international price plays an important variable.
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in [24] and importance of information and education in 
reducing the negative impacts of transport is emphasized. 
Authors of [25] have focused on road freight transport and 
the GHG emissions and concluded that biofuels are more 
favourable compare to fossil fuels. Another study from 
[26] also investigated the advantages and disadvantages 
of electromobility in the freight transport and suggested 
the importance of transport policy implementation in EU 
countries.

3  Methodology 

This study investigates the driving forces of and 
examines the transportation energy consumption trend for, 
Indonesia by applying the Log Mean Divisia Index (LMDI) 
method for period 2000 to 2016. The transportation energy 
consumption is classified as passenger transportation, 
covering the four modes: road, water, rail and air. To 
determine changes in energy intensity trends, the following 
approach is employed [27]:
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Using multiplicative decomposition, the relation of the 
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D I
T

D D, , ,Tot T
T

Int T Str T
0

#= = , (2)

Their study observed that shifting to more energy intensive 
transport mode and increasing passenger-kilometres has 
become the main reason for the increase in energy use. 

As the economic theory forecasts that a higher price 
will affect in decreasing consumption. Thus, an increase in 
fuel price is considered in this paper as a factor affecting 
the changes in energy intensity. In [12-13] is argued that 
reducing the energy price will decrease energy intensity and 
lead to an improvement in energy efficiency. Additionally, 
by employing firm level data, in [14] is demonstrated that 
a rise in different type of energy products ameliorate 
energy efficiency. Furthermore, a strong evidence of energy 
savings, resulting from a higher energy price in China’s 
paper industry, is revealed in [15], as well. Increases in the 
energy price result in decreasing energy intensity by means 
of efficient usage and structural adjustment, [16-17].

Nevertheless, there are contrasting points of view 
regarding the influence of price on energy intensity. By 
employing provincial level data, in [17] is suggested that 
energy price had a lesser effect on energy efficiency. 
Further, authors of [18] investigated at China’s provincial 
level and revealed that the role of energy price to energy 
intensity is weak compared to other factors. 

Other research also reveals some drawbacks of high 
subsidies that lead to inefficiency and failure in providing 
an affordable energy price for the poor. In [19-21] is 
observed that the high subsidized energy prices are more 
benefitting the non-poor households rather than the poor. 
Further, author of [22] argued the needs of reducing the 
cross-subsidies of electricity rates in India that less are 
optimal for several consumer groups. With regard to the 
high subsidies of energy in Indonesia in the previous few 
decades, the influence of energy subsidy to the overall trend 
of energy intensity in the transport sector is essential as one 
of the factors that will be measured in this study. 

Besides those studies, other researches also relate the 
drawbacks of transportation mobility to the environment. 
In [23] are investigated changes of the Green House Gases 
(GHG) level from the electric mobility implementation and 
found varies impact in different countries. Furthermore, the 
impact of the road traffic on the environment is observed 

Table 1 Fossil fuel subsidy reforms since 2005

Year Fuel Type Fuel price policy reform

2005 Diesel and gasoline Manufacturing industries are no longer able to get subsidized diesel. In March, the price 
increased by 29% and further increased in October by 114%.

2006 LPG LPG price increase targeted to manufacturing industries 

2007 Kerosene and LPG In order to encourage LPG use, the government introduce the kerosene to LPG conversion 
program

2009 Diesel and gasoline In January, Diesel and gasoline decreased by 7% and 11%, respectively. 

2013 Diesel and gasoline Both diesel and gasoline are increased by around 40%

2013 Electricity Electricity base tariff increased by 15%

2014 Diesel and gasoline Both Diesel and gasoline are increased by 36% and 31%, respectively

2015 Diesel and gasoline Gasoline subsidies are removed and diesel subsidies are reduced by Rp 1,000/ litre.

Rp = Rupiah, Kg = kilogram, LPG = liquefied petroleum gas.
Source: [5-6].
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Table 2 Variables in the transport sector

Subsector Mode of transport Structural factors Intensity factors

Passenger

Road

Share of total passenger 
kilometre

Energy per passenger kilometre2 
Rail

Water

Air

2 A passenger kilometre is defined as one passenger being moved one kilometre.

The historical data was constructed from national surveys 
and international statistics [28]. Table 2 below describes 
the variables in the passenger transport sector in this study.

In terms of moving passengers, this study measured 
activity by the passenger-kilometre (PKM). The PKM 
measures efficiency of the passenger transport by calculating 
how much energy is needed to move one passenger 
per kilometre. The energy consumption for passenger 
transport is measured in Kilo Ton of Oil Equivalent (KTOE). 
Changes in energy consumption are decomposed in terms 
of the structural effect and intensity effect using the relative 
contribution of the passenger tasks. This study separates 
the analysis of passenger and freight sectors differently as 
the underlying economic factors shaping for both sectors 
differed [29]. 

5 Analysis of energy consumption  
in the transportation sector

As increasing energy consumption aligns with 
economic growth, which is defined as the GDP per capita 
[30], it is worth comparing the transport energy use and 
GDP. Figure 1 shows the increasing trend both in GDP and 
transport energy consumption in Indonesia from 2000 to 
2016. Thus, in general, as the GDP and energy use increase, 
it can be assumed that it will be aligned with increasing 
mobility and improved standard of living. Turnover in the 
passenger transport is influenced by several factors, for 
instance, population growth, urbanization and changes in 
income, where these factors are expected to change the 
level of energy consumption in the transport sector [31-32]. 

While the value added data are available for total 
transport, the data for road passenger transport is not 
available separately. Given that this variable is important 
(each providing about half of energy use in transport 
by 2015) but also so distinctive, this study analyzes it 
separately, using dominators for the energy intensity 
measures (passenger kilometres), for the period 2000 to 
2016. 

5.1 The passenger transport

In passenger transport, the aggregate turnover and 
aggregate energy consumption have grown approximately 
four-fold from 2000 to 2016, generated substantially by an 
increase in the distance travelled per passenger [33]. The 
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Energy intensity for passenger transport was 
computed separately in this study, to compare the energy 
efficiency improvement in each type of transport mode. The 
structural and intensity effects are the two driving forces 
that are attributed for the changes in aggregate energy 
in transportation.  The energy intensity effect is a ratio 
that relates to energy consumption and turnover, which 
represents the energy efficiency of transportation activity. 
This effect is predicted to decrease over time, owing to 
development of more energy efficient technologies. In 
addition, the structural effect captures the change of 
turnover for each transport mode. This effect measures 
changes of energy use in due to the changes in modes of 
transports share of the economy. All the things being equal, 
the changes in the level of transportation turnover modal 
shares directly affect the level of transportation energy 
consumption modal share.

4 Data

Due to the lack of energy statistical data in the 
transportation sector in Indonesia, this study only takes 
into account the four modes of transport: road, water, rail 
and air. The data for this study comes from a peer-reviewed 
database of transport data: The Transport Databank [28]. 
This data is a collaboration of the Asian Development Bank 
(ADB), the Clean Air Asia’s Transport Research Laboratory, 
University of California Davis’ Institute of Transportation 
Studies and the Partnership of Sustainable, Low Carbon 
Transport (SLoCaT). The collaboration published a 
database on transport with a focus on Asia and the Pacific. 
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0.5% in 2000 to 0.5% and 0.3% in 2016, respectively. The 
turnover in the air transport increased from around 2.2% 
in 2000 to about 3.6% in 2016. The change in the air travel 
activity suggests that travellers are increasingly choosing to 
fly rather than to use other modes of transport. Domestic 
aviation was the fastest growing mode of the passenger 
transport, increasing by around 19% per year from 2000 to 
2005 and approximately 13% annually from 2000 to 2016. 
Activity in other modes of the passenger transport also 
expanded, except for the rail transport mode that had the 
lowest growth over the period. Indeed, the rail transport 
significantly slowed its growth during the study period.

For a closer look at the structural proportion of energy 
consumption in the passenger transport, Table 4 illustrates 
the energy consumption of passenger transportation from 
2000 to 2016. The road transport was the highest energy-
consuming sector, responsible for around 91.8% of that 
consumed by the total passenger transport in 2000 but 
decreasing to around 88% in 2016. The share of the water 
transport and railway energy consumption decreased from 
0.9% in 2000 to 0.5% and 0.2% in 2016, respectively, while the 
share of civil aviation almost doubled from approximately 
6.4% in 2000 to 11.4% in 2016.

The primary reason for changes in the transport 
sector energy consumption and turnover is the shift in 
use of different modes of transport. This shift occurred as 

passenger transport turnover increased from 710 billion 
PKM in 2000 to 3,286 billion PKM in 2016, with an average 
annual growth rate of 10.1%. For the same period, the total 
energy consumption in the passenger transport increased 
from 12,957 KTOE in 2000 to 54,384 KTOE in 2016 with 
an average annual growth rate of 9.4%. It is apparent 
that the increasing energy consumption growth and its 
turnover tracked each other very closely, with average 
yearly growth rates of 9.38% and 10.05%, respectively. 
This growth illustrates that Indonesia’s transportation 
sector experienced an increasing energy usage and steady 
development, driven by many forces, including economic 
growth and improved standard of living.

The largest turnover share in the passenger 
transportation sector came from the road transport with 
approximately around 95.6% of the aggregate turnover 
in the passenger transportation sector in 2016 (see Table 
3). Following the road transport, the air, rail and water 
transport accounted for around 3.6%, 0.5%, and 0.3%, 
respectively. It is not surprising that the road transport has 
the largest share given the vast development of Indonesia’s 
highway networks over the last decade. 

The road transport has quite a steady turnover share 
from around 94.6% in 2000 to about 95.6% in 2016. The 
turnover share of the rail and water modes decreased quite 
significantly during the study period from around 2.7% and 

Figure 1 Trends in the transportation energy consumption and GDP

Table 3 Share and Growth of Turnover (Passenger Transport - PKM)

Sectors
Annual Growth Rate of Passenger Turnover (%) Share of Total (%)

00-05 05-08 08-14 14-16 00-16 00 05 08 14 16

Road 11.6 21.6 5.4 4.8 10.1 94.6 95.4 96.4 95.7 95.6

Rail -5.7 7.7 -0.3 1.1 -0.4 2.7 1.2 0.8 0.6 0.5

Water 0.5 8.3 8.1 5.8 5.4 0.5 0.3 0.2 0.2 0.3

Air 19.5 13.1 11.2 5.4 13.3 2.2 3.2 2.6 3.5 3.6

Aggregate 11.4 21.2 5.5 4.8 10.1
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consumption in Indonesia, including the structural effect 
(DSTR) and intensity effect (DINT). As the energy source 
for the transportation sector mainly comes from oil and 
oil products, the decomposition analysis is divided into 
several sub-periods following the rising of the oil price 
in Indonesia. During the study period, the fuel price had 
been increased periodically. Diesel price was increased 
twofold in 2005, while in 2008 both diesel and petrol were 
raised3 by one-third [4]. In 2013, the Indonesian government 
further increased diesel and petrol prices by 22% and 44%, 
respectively. Further, in November 2014, petrol and diesel 
were again increased by 31% and 36%, respectively.

Results of decomposition for the passenger transport 
in Indonesia from 2000 to 2016 are presented in graphical 
form in Figure 2.

The decomposition results in the passenger transport 
in Figure 2 show that the transportation energy intensity 
effect (DINT) significantly contributed directly to reduce 
the aggregate energy intensity (DTOT), while the role of 
the structure effect (DSTR) is found to be relatively small 
in most sub-periods. The energy intensity effect contributes 
strongly in decreasing the total energy intensity in the 
passenger transport. From 2000 to 2016, this effect induced 
a decrease in the passenger transport energy intensity 
for around 13%, while the structural effect increased the 
energy intensity for only 4%. The structural effect has 
had a negative effect on energy intensity in the passenger 
transport sector over this period. Overall, between 2000 
to 2016, the aggregate energy intensity (DTOT) in the 
passenger transport decreased by around 9% as compared 
to its base level in 2000.

3 In 2005, premium gasoline has been raised from Rp 1800 to Rp 
4500 /litre and kerosene from Rp 700 to Rp 2000 /litre. Further, in 
2008, premium gasoline has been raised from Rp 4500 to Rp 6000 
/litre and kerosene from Rp 2000 to 2500 /litre.

changes from less intensive energy consumption mode, for 
instance, the railway transport, to more intensive energy 
consumption modes the road and air transport. 

Table 5 shows the energy intensity of each transport 
mode in 2000, 2005, 2008, 2014 and 2016. From 2000 to 2016, 
the aggregate energy intensity in the passenger transport 
sector decreased by around 9.3%. The declining trend in this 
period was mainly driven by the declining trend of energy 
intensity in the road transport for about 14%, followed by 
the rail, water and air transport sector for approximately 
1%, 0.2% and 0.1%, respectively. 

Overall, the energy intensity of the passenger transport 
sector declined steadily over the period from 2000 to 2016. 
In Table 5 can be seen that the least efficient transport mode 
or the highest energy intensity in the passenger transport 
is civil aviation, followed by the water transport with road 
and rail transport in the third and fourth place. The aviation 
sector is the least efficient mode, as it requires around 
53 KTOE per billion passenger kilometres, accounting to 
nearly three times more than that by the road transport and 
almost nine times with respect to the railway. The most 
efficient transport mode in passenger transport is railway, 
which requires only around six KTOE per billion passenger 
kilometres.

6 Decomposition analysis

The final energy use in the passenger transport sector 
rose during the study period. From 2000 to 2016, the 
energy intensity in the passenger transport declined from 
approximately 18.2 KTOE/billion tonne PKM in 2000 to 
16.5 KTOE/billion PKM in 2016 (decreasing around 9.3%). 
By employing the LMDI method, this study estimates the 
driving forces of the passenger transport-related energy 

Table 4 Share and Growth of Energy Consumption

Sectors
Annual Growth Rate of Passenger Energy Consumption (%) Share of Total (%)

00-05 05-08 08-14 14-16 00-16 00 05 08 14 16

Road 10.3 19.2 4.9 4.7 9.1 91.8 89.7 91.1 88.1 88.0

Rail -6.3 7.0 0.0 2.4 -0.5 0.9 0.4 0.3 0.2 0.2

Water -0.9 8.4 8.3 9.3 5.4 0.9 0.5 0.4 0.5 0.5

Air 19. 5 13.3 11.1 5.4 13.3 6.4 9.4 8.2 11.2 11.4

Aggregate 10.8 18.6 5.5 4.8 9.4

Table 5 Energy intensity in passenger transport sector

Sectors

Passenger Energy Intensity

(KTOE/ Billion Passenger Kilometre)
Energy Intensity Changes (%)

00 05 08 14 16 00 - 16

Road 17.7 16.7 15.7 15.2 15.2 -14.0

Rail 6.0 5.9 5.7 5.8 6.0 -1.0

Water 31.9 29.6 29.7 30.0 31.9 -0.2

Air 52.9 52.9 53.1 52.9 52.9 -0.1

Aggregate 18.2 17.7 16.6 16.5 16.6 -9.3



54  S E T Y A W A N

C O M M U N I C A T I O N S    3 / 2 0 2 0  V O L U M E  2 2

has the largest share in the passenger transportation 
over the study period in all of the six selected ASEAN 
countries. From 2000 to 2016 this mode of transport 
contributes for more than 70% of the share for Malaysia, 
Thailand, the Philippines, Myanmar and Cambodia, where 
in Indonesia this mode contributed for more than 90%. 
The second highest turnover contributor came from the 
air transport. In Cambodia, air transport almost doubled 
from 14.7% in 2000 to around 28.6% in 2016, where the 
increase of aviation was followed with a decrease of the 
road transport. Another significant increase in the air 
transport can also be seen in Malaysia, where this sector 
contributed for around 26.3% in 2016. The rail transport 
has quite a significant share in Myanmar for around 16.5% 
in 2000 but fell to around 3.4% in 2016. The water transport 
in the total turnover was found the lowest in all of the six 
ASEAN countries for less than 1%, although in Cambodia 
it increased to around 4.4% in 2016.

Similarly, to the share of turnover, the energy 
consumption in the road transport mode also played a key 
role in the overall energy consumption in the passenger 
transport from 2000 to 2016 (Figure 4). 

This mode of transport consumed more than 70% 
in all the six ASEAN countries, except Cambodia, 
where its energy consumption share decreased for 
almost a half from 63.9% in 2000 to 35.9% in 2016. The 
share of energy consumption in air transport increased 
quite significantly in Malaysia, Thailand, Philippines, 
Cambodia and Indonesia which increased from 27.4%, 
20.3%, 15.1%, 36.1%, 6.4% to around 35.7%, 28.7%, 30.6%, 
58.4%, 11.4%, respectively. Similar to the share of 
turnover, the share of energy consumption in railways 
and waterways were found to be insignificant in all of 

From 2005 to 2008, the structural effect contributed 
an 1% reduction in the energy intensity, while the intensity 
effect decreased it by around 5%. Overall, the aggregate 
energy intensity in the passenger transport decreased by 
around 6% during this period. In the period of 2008 to 2014, 
the aggregate energy intensity in the passenger transport 
was stable, due to the increase in the structural effect that 
was offset by the intensity effect. 

The graph reveals that the energy efficiency in the 
passenger transport improved over the period from 2000 
to 2016. This means that improving the transport intensity 
effect can significantly influence energy savings. This effect 
may relate to policy measures that have been enacted in 
Indonesia such as developing new green vehicle technology, 
improvement in fuel quality, advances in the transportation 
system and promoting energy alternatives, while, on the 
other hand, the increases in the structural effect potentially 
due to modal shifting, from less energy intensive mode, like 
rail transport, to more energy intensive modes such as the 
air and road transport. As noted earlier, the road transport 
sector has been a prominent transportation mode.

7 Benchmarking Indonesia to other ASEAN 
countries

This study provides an analysis of Indonesia’s energy 
use compared to other selected ASEAN countries from 2000 
to 2016. Due to a limit in the available data, in this study, the 
group of six ASEAN countries includes Indonesia, Malaysia, 
the Philippines, Thailand, Cambodia and Myanmar. 

Figure 3 illustrates the passenger turnover share for 
the six selected ASEAN countries. The road transport 

Figure 2 Decomposition result of the passenger transport



D E C O M P O S I N G  T H E  I N F L U E N C I N G  F A C T O R S  O F  E N E R G Y  I N T E N S I T Y  I N  T H E  P A S S E N G E R . . .   55

V O L U M E  2 2  C O M M U N I C A T I O N S    3 / 2 0 2 0

than 90% of the share in terms of passenger-kilometres 
travelled. 

In the passenger transport, the structural effect (DSTR) 
had an increasing impact on the aggregate energy intensity 
in most years, although its magnitude was insignificant 
compared to the decreasing intensity effect. The increasing 
structural effect was associated with the modal shifting, 
from the less intensive energy modes, like railway, to more 
energy consumption modes, like road and aviation. In the 
passenger transport (see Table 3), the share of railways to 
total turnover dropped from 2.7% in 2000 to 0.5% in 2016; 
the air transport increased from 2.2% in 2000 to 3.6% in 
2016; while the road transport increased only slightly by 
around 1% in 2016 compared to the base year. Based on 
[33], the increasing demand of the air transport services in 
Indonesia recently has been encouraged by the substantial 
development of airways transport infrastructure, specifically 
airports and the growing of the low-cost airlines. Between 

the six ASEAN countries, which only covered less than 
6% during the study period.

8 Conclusions

Regarding the turnover and energy use, the passenger 
transport in Indonesia experienced a substantial growth. 
The main factors affecting this trend were changes in the 
energy intensity, transport choices and turnover growth. 
For the passenger transport, the highest energy consuming 
mode and the major transport mode was the road transport. 
In spite of being a country with many archipelagos, the road 
transport contributed the largest turnover in passenger 
transport, whereas air, waterways and rail transport did 
not play a significant role in the passenger transportation 
in Indonesia. Over the study period from 2000 to 2016, the 
road transport accounted for the largest share, with more 

Figure 3 The passenger turnover share in ASEAN countries

Figure 4 The passenger energy consumption share in ASEAN countries
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sector. Therefore, the findings in this study are aimed to 
establish a scientific evidence for developing a policy on 
energy efficiency measures in the transportation sector. 

The structural effect of the passenger transport 
indicated a negative influence (that is, increasing) aggregate 
energy intensity over the period of the study. This seemingly 
indicates contradictory efforts in reducing overall energy 
intensity. Based on the observation of energy usage 
performance across the transportation modes in the study 
period, the breakdown of the road and air transport turnover 
for passenger has increased substantially, employing more 
energy per unit of turnover compared to other modes of 
transport. Therefore, to lower the level of energy use in the 
transport sector, one of the key policy measures required is 
to promote different modes of transport besides the road 
and air transport, such as railways, waterways transport 
and other modes of transport that consume less energy. 

The road transportation system is a crucial sector that 
not only moves people and goods, but is also essential for 
industry and local trade. Therefore, the key strategy to 
further reduce the energy intensity growth in the transport 
sector is to lower the growth of energy consumption. 
Enacting green energy policies, such as shifting to cleaner 
energy fuels [35] and encouraging the use of public transport 
[36], including the rail and water transportation would 
help to reach this goal. Regulatory measures, including 
vehicle efficiency and occupancy standards [37] are needed 
to reduce the energy intensity in the transport sector. 
Moreover, fiscal measures, such as providing tax incentives 
and subsidies for development of the public transportation 
[36], cleaner fuels or development of green technology 
could be considered as an effective way to encourage 
awareness of the people to use energy more efficiently that 
leads towards a modal shifting to more energy efficient 
transport modes.

Overall, Indonesia’s transport structure needs to be 
focused on the waterway and railway transports that 
have lower energy use and greater transport capacity. The 
Indonesian Government needs to enact various policy 
measures to expand investment in the waterways and 
railways. Improving development of the inland waterways 
and railways network can be done gradually by providing 
more effort in optimizing networks across different 
transport modes and enhancing the road infrastructure to 
make all the other transport modes closely connected [38]. 
These efforts are expected to create an efficient transport 
system, where railways and waterways become more 
dominant in the Indonesia’s transport system.

2015 and 2016, the total number of airline passengers 
grew 10.5%, to 95.2 million [33]. In line with the increasing 
turnover share in the aviation, the ratio of the air transport 
energy consumption to other modes also increased from 
around 6.4% in 2000 to approximately 11.4% in 2016. 
Moreover, the energy consumption in the road transport 
decreased from 91.8% in 2000 to 88% in 2016; while the rail 
and water transport also had a slight decrease in energy 
consumption (see Table 4). The road transport has been 
the prominent transportation mode, which explains more 
than 90% of the total turnover and total energy consumption 
during the study period. 

Over the period 2000 to 2016, the energy intensity 
of the passenger transport sector declined steadily. In 
the passenger transport, the decreasing aggregate energy 
intensity was attributable to the intensity effect that lowered 
the overall energy intensity in the passenger transport to 
around 9% from 2000 to 2016. Further, the findings also 
indicate that the transportation energy intensity effect had a 
greater contribution in reducing overall energy intensity in 
the passenger transport; while the role of the structural effect 
increased the aggregate energy intensity. The reduction of 
the intensity effect can be associated with better and more 
effective policy measures, for instance encouraging the 
use of cleaner fuels, upgrading the traffic equipment and 
supporting development of the new technology. In addition, 
since the fuel price reform, Indonesia’s energy prices 
have increased substantially, although it is lower than 
international fuel prices. Therefore, energy price changes 
potentially have had a small impact on the overall energy 
intensity changes in the transport sector.

9 Policy implications

Several features of Indonesia’s transport system are 
distinctive in an international context. Almost all the 
passenger kilometres are travelled on roads (95.6% in 2016), 
with virtually no rail (0.5%) or water (0.3%) passenger 
travel, but with a small but rising share of air travel (3.6% 
in 2016). A good transportation system is one of the main 
components for strong economic growth [34]. However, 
energy consumption in this sector has grown continuously 
over the last decade and will potentially continue to 
increase in the future. Attempts to reduce the energy use 
in the transportation sector require significant attention, 
where the clear and coherent government policy needs to 
be established to conduct a suitable energy policy in this 
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In the paper, the present state of scientific knowledge in authorising the types of railway vehicles in Slovakia and 
abroad is analysed by the authors.  The aim of the authorisation of the types of railway vehicles is to take into account 
the interests of the whole society in the field of transport in the manufacturing of these vehicles or their import from 
abroad. These interests mainly include a greater security of transport, as well as a greater quality, reliability and 
lifespan of railway vehicles. The authors also analyse the Commission Recommendation 2014/897/EU of 5 December 
2014 on matters related to the placing in service and use of structural subsystems and vehicles under Directives 
2008/57/EC and 2004/49/EC of the European Parliament and of the Council, which should contain instructions 
related to the matters in question. At the same time, it is necessary to take into account Directive (EU) 2016/797 
of the European Parliament and of the Council of 11 May 2016 on the interoperability of the rail system within the 
European Union, and Directive (EU) 2016/798 of the European Parliament and of the Council of 11 May 2016 on the 
railway safety. In addition to ensuring the applicability of interoperability regulations (new directives, regulations, 
decisions, recommendations, etc.), the aim of this paper is to present a methodology of authorising the types of railway 
vehicles and a software model (SW) of authorising the types of railway vehicles, with European legislation as a possible 
tool to speed up and simplify the entire process. The paper is concluded by three types of authorisation processes for 
different railway vehicles and their accessories, comparing the length and complexity of processing using the standard 
authorisation process and using the SW tool proposed.
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competences of authorising and certifying the types 
of railway vehicles to the European Union Agency for 
Railways (EUAR) [4]. Individual activities should be 
carried out on the basis of dividing the competences 
between the EUAR and the National Safety Authority 
(NSA). Objective activities will be carried out on the 
basis of the legal relationship between these two bodies. 
Fundamental is the elimination of national regulations 
and direct exercisability of technical specification for 
interoperability (TSI) as internal regulations for the entire 
railway network [5].

2  Theoretical background

Authorising the types of railway vehicles is an integral 
part of the transport process. The main goal should 
be securing the safety of transport. The aim of every 
authorising body is to ensure that the authorisation process 
is carried out in accordance with the European legislation 
and in a non-discriminatory way [6].

Development of authorising the types of railway 
vehicles has gone through several changes since the 

1  Introduction

The main task of the authorisation process of the 
vehicles types is to attract wider interest of the public in 
production and import in the area of transport. It mainly 
applies to safety but also to ensuring the quality, reliability 
and lifecycle of the rolling stocks at the required level. 
These requirements need to be met and at the same 
time they should be a tool to satisfy transport needs. 
The vehicles should reflect the progress in science and 
technology and their construction should be in harmony 
with the development of transport [1-2].

Achieving the aims of interoperation within 
the spectre of the rail system in the European Union 
should result in setting up the optimal level of technical 
harmonization and mitigate, improve and further develop 
services that are offered within international railway 
transport [3]. The aim is to create an inner market with 
facilities and services targeting at building, innovation, 
modernization and operation of the rail system in the 
Union. Within the fourth railway packet, a new procedure 
is proposed of authorising a new type of railway vehicles 
and placing them in service. The aim is to transfer the 
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mainly in the first part of the work in analysing individual 
TSIs related to railway vehicles. However, it only served as 
an aid as much of the data needed to be updated. 

At the Department of Transport and Handling Machines 
of the Faculty of Mechanical Engineering of the University 
of Zilina [18], a computation tool for railway vehicle 
gauge was created with emphasis on interoperability. This 
program facilitates the work of manufacturers in using the 
TSIs and assessing conformity with TSIs. Its output is an 
input for the Notified Body (NoBo) and designated legal 
person (PPO) in terms of meeting gauge requirements 
which are provided to the authoriser of the type of railway 
vehicle based on this input. 

In his speech on the international ERTMS conference, 
Guido [19-20] from the European Railway Agency 
specified the possible ways to ensure interoperability, 
analysing related legislation and the responsibilities 
of the individual bodies: NoBo, DeBo (designated 
bodies), etc. The knowledge is mainly used in the 
graphic representation of the hierarchy of legislation 
and distribution of competences, which is also used in 
creating the SW model. 

The scientific work by Cech [21] focuses on benefits 
of introducing the interoperability into the European rail 
system. The author analyzed selected TSIs and focused on 
modelling the costs and benefits of interoperability, without 
a specific focus on railway vehicles though. 

Jindra [22] is focused on proposing a complex tool for 
creation of the wagon load reference plans and for data 
exchange in accordance with the Telematics applications 
in freight transport TSI (TAF TSI) and analysed the TAF 
TSI in detail. 

Type tests can have a significant impact on the general 
construction of the railway vehicle. As mentioned above, 
in manufacturing the railway vehicles, the manufacturer 
abides by the TSI. The vehicles also have to meet the TSI 
requirements in the “railway vehicles - noise” subsystem, 
setting out individual limits for railway vehicle noise [23]. 
Based on available sources of information, a suitable noise 
assessment tool can be the simulation using the TWINS 
software. This software assesses the noise sources, which 
can be different on the testing track and on the track in 
operation. The software must be updated in accordance 
with the amendments to noise legislation. Such update 
would significantly simplify the definition of manufacturing 
requirements and provide inputs for NoBos and authorized 
legal entity (PPOs) [24].

Commission Recommendation 2014/897/EU defines 
particular important elements in the area of authorising 
structural subsystems and placing vehicles in service. It 
is a broad guideline on how to proceed in this area in line 
with the provisions of Directive 2008/57/ES. There is no 
graphically shown procedure in the area of authorising 
the types of railway vehicles that are in accordance with 
technical specifications for interoperability (TSI) or are not 
in accordance with the TSI and their consequent placing 
in service. This was a part of the suggested methodology 
[25-26].

establishment of the Slovak Republic. Every development 
stage was aiming to make the process easier and ensure the 
continuity of particular activities in every area [7].

Authorising the types of railway vehicles has changed 
a lot since the Slovak Republic was established in 1993 [8]. 
It is possible to divide this process into several development 
stages that are described in detail in this paper. These are:
• authorising the types of railway vehicles in the years 

1993-1996,
• authorising the types of railway vehicles in the years 

1996-2009,
• authorising the types of railway vehicles in the years 

2009-2014.
• authorising the types of railway vehicles in the years 

after the possible shift of competences to the EUAR 
(after 2020) [9-10].
In individual countries, authorising the types of 

railway vehicles and placing them in service is carried 
out by the authorising bodies or the NSA (National Safety 
Authority) in accordance with the Directive (EU) 2016/797 
of the European Parliament and of the Council on the 
interoperability of the rail system within the European 
Union and also in accordance with particular related 
regulations, decisions and recommendations, and upon 
their transposition into the national legislation [11].

To analyse the current situation in the area of 
authorising the types of railway vehicles, the knowledge 
acquired at different conferences was used, as well as 
the available literature and studies from universities and 
research institutes. The analysis was carried out in six 
countries - Poland, Austria, Hungary, the Czech Republic, 
Spain and Germany [12-13].

Within the analysis, the legislation in the area of 
authorising the types of railway vehicles was analyzed 
and competences of particular bodies. With help of 
administrative outputs, an overview was made of registered 
vehicles in individual member states, notified bodies carried 
out in member states and types of vehicles registered in 
the European Register of Authorised Types of Vehicles 
(ERATV) [14-15]. 

The Transport Research Institute (Vyskumny ustav 
dopravny, a. s.) [16] has made a study called Implementation 
of interoperability of conventional railways of the Slovak 
Republic. The study describes the current interoperability 
and safety situation in terms of guidelines implementation, 
technical specifications for interoperability and assessing 
conformity of the individual components. To effectively 
address interoperability, an organisational proposal was 
prepared defining the key roles of state administration, 
railway undertakings, infrastructure manager and other 
stakeholders. The conformity assessment part describes 
the baselines of conformity assessment, requirements to 
be met by the authorised bodies, notification requirements 
and specific requirements in the process of assessing 
conformity of interoperability components and subsystems. 

The study [17] addresses the use of TSIs as technical 
regulations, which are an integral part of authorising the 
types of railway vehicles and as such, the study was used 
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carried out by the VBA macros - using programming. Both 
global variables and functions were used. 

Form (Sheet)
The main exercise book that is used by the user was 

named the “Form”. It contains one page with the same 
name. The whole Form was named “The Form about 
Decision on Authorising the Railway Vehicle”. It is pre-
programmed and locked and the user can fill it in by the 
keys used for this purpose. In the first part, there are “Fill 
in” keys that are used to fill in information and a “Delete” 
key that is used to delete the filled in data. The latter is of 
course secured by the warning whether the Form should 
really be deleted. Filling in the Form can be postponed at 
any stage and particular steps can be filled in separately. 
For filling in the Form, sheets created in VBA are always 
used. There are programmed functions and automatic 
filling in to make the work for the user as easy as possible, 
effective and without mistakes. The Form adapts itself 
according to filled in data so the original and the final ones 
can look completely different. The outcome of the Form is 
a prescribed decision in the MS Word. Another advantage 
of the Form is that it is automatically saved in a file and as 
such, it is possible to go back to filling it in any time in the 
future [29].

VBA
Programming in VBA is divided into the following files:

1. Modules
It contains only one module (General), which includes 

global variables and functions for the work with MS Word 
and Outlook.
2. Microsoft Excel Objects

It contains one “Workbook”, which also has a function 
that starts right after opening the Form. This function 
should serve to find the way to the file. It is a key for 
the next steps, allowing for opening the database and 
prescribed documents in Word.

It also contains one ”Worksheet”, which includes:
• a function for opening the database,
• a function that controls whether particular cells in 

the Form have not been changed and based on these 
changes, it saves the Form with a new name or adapts 
the Form according to filled in data (shows and hides 
parts of the Form),

• it also contains serving functions that are activated by 
pressing particular keys. Note: these functions open 
further particular forms and functions according to the 
key pressed. 

Forms
There are 15 forms that are used to fill in the Form. 

Those forms are activated automatically or after pressing 
a key. 

Every form consists of two parts: 
• ”Object“, which is its graphic draft,
• ”Code“, which includes the source code for a particular 

”Object”. The ”Code“ contains functions that are 

Individual scientific studies focus only on partial 
activities in the area of authorising the types of railway 
vehicles. They do not define the authorisation process as 
a complex of activities, they do not say how to simplify 
or speed it up, as a whole. To shorten the duration of the 
authorisation process, it was necessary to review and 
analyse particular problems that could emerge during 
the process. Because of this, it was inevitable to come 
up with operative solutions of problems that can occur. 
Not to foresee these problems could lead to extending 
the time necessary for authorising. Creating a convenient 
methodology for authorising the types of railway vehicles 
is an appropriate solution of these drawbacks, preventing 
the extension of the authorisation process.

3  Methodology

Based on the found differences and problems that 
could emerge during the process of authorising the types 
of railway vehicles, this paper outlines a methodology of 
authorising the types of railway vehicles as a supporting 
tool for setting up the SW model.

Apart from the basic methods (analysis, synthesis, 
brainstorming, etc.), other methods that are necessary for 
solving the stated problems were used, as well, [27].

The aim of the outlined methodology in the area of 
authorising the types of railway vehicles with the emphasis on 
using interoperability, new European regulations, rules and 
decisions, was to set up particular possible ways of carrying 
out the authorisation. The methodology is graphically shown 
using a development diagram and is afterwards reflected 
in an SW model, which is the main tool to minimise the 
administrative difficulties of the whole process.

The SW model can also be considered a tool to 
minimise the administrative problems of the whole process. 
It was created using the Visual Basic for Applications (VBA) 
macros. 

The Microsoft Office package – Microsoft Excel with 
VBA editor have been applied by creating the Form. This 
decision was based on several criteria [28]:
1. MS Excel is part of the Microsoft Office package, 

which is currently installed on most computers used 
in administration.

2. MS Excel includes VBA editor, which is actually 
a programming language for Microsoft Office and this 
opens a lot more other options.

3. It is also possible to open other files from the MS Excel, 
which allows us to have a database in a separate file.

4. Within the VBA, it is possible to create files in MS Word.
5. Possibility to create pleasant and user-friendly 

graphical environment.
6. Possibility to create keys and sheets corresponding to 

a standard the user is familiar with from MS Windows.

Programming
The creation or generation of the Form and the final 

decision about authorising the type of railway vehicle were 
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its evaluation sooner. Afterwards, the authorising body 
can find an applicant in a database of producers, or it 
can generate it for the next use. The database is, or will 
be, constantly updated according to the needs of the 
authorising body, which will speed up the process of 
decision making, where the date will be automatically 
reflected.

After setting the purpose of use, it is possible to state 
which way the authorisation will go, or which method will 
be used.

In method 1, the authorisation according to 
specifications of regulations, mainly with the national 
legislation, is considered. That is why in this methodology 
the fact that the user will have an updated version of the 
regulation is considered. After meeting the requirements, 
it is possible to proceed to generating the decision itself.  

The second version of authorisation is verifying the 
compliance with the TSI. Here it is necessary to get a review 
from the Notified Body (NoBo). That is why the option of 
connecting to NoBo is considered. The system also takes 
into account the possibility of submitting information about 
the type of vehicle, range of vehicle, power, etc. 

Figure 3 shows the graphic representation and 
programming of the Form.

activated when opening a particular form (it serves for 
the starting initialisation and filling in the form based 
on the data already stated in the form). It also includes 
functions that are activated while filling in particular 
cells (these serve mainly to ensure that the data have 
been filled correctly or to make sure that data have 
been filled automatically). Functions that are shown 
after pressing a button mainly serve to open other 
forms or to close the form.
Parts in a graphic interface for the Form were set up 

using ”Properties” for particular elements. All the functions 
and methods used when programming are described in the 
Help Excel - VBA (option displayed after pressing F1 when 
the cursor is on this command).

Filling in the Form leads to generating a complete 
decision that is filled in with the data from the database, 
as well.

As shown below in Figures 1 and 2, the process 
starts with submitting a request for authorising the type 
of a railway vehicle. At first, it is necessary to state or 
decide whether it will be authorisation of the type of 
a railway vehicle, its modernisation or innovation. Sending 
the request electronically will lead to a faster submission 
and the authorising body can thus start the process of 

Figure 1 Basis for the VBA I
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Figure 2 Basis for the VBA for methods I and II

Figure 3 Graphic representation
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suspend the process in September due to the absence of 
opinion of the infrastructure manager and the NoBo. The 
process was suspended due to the absence of documents 
to be provided by the NoBo and to serve as an input for the 
infrastructure manager.

Using the SW model shortened the authorisation 
process by 49 days. If the prototype commission was 
established as early as in the preparatory phase, i.e. 
before the submission of the authorisation request, the 
process could be shortened for duration of the suspension 
(nearly one month). The benefit of using the system is the 
streamlining of data entering and processing (Figure 5).

Case 2: Authorising the three-system electrical 
locomotive class 381 type 109 E2

The total duration of the authorisation process of the 
locomotive class 381 type 109 E2 was 122 working days. 
The total net duration of the authorisation process with 
use of the SW system was 64 working days. To make this 
time even more effective, a prototype commission was 
established, which allowed for solving several possible 
inconsistencies even before submitting the application for 
authorisation. The process of authorisation with use of 
the system was shortened as shown below (Table 1). The 
percentage saving of the authorisation process, including 
duration of the prototype commission, was 30.33%. The 
prototype commission markedly influences the net duration 
of the authorisation process. As already mentioned, the 
time saving is very individual. A reduction in duration can 
be secured by establishing the prototype commission.

4  Achieved results

The methodology of authorising the railway vehicles 
and its usage was verified by the use of simulation directly 
in MS Excel with use of the VBA macros. The aim was 
to provide an estimate of duration of the authorisation 
process of the railway vehicles or different cases within 
this process. The Gantt chart was used to show duration of 
particular activities.

Case 1: Installing a mobile part of European Train 
Control System Line 1 into an electrical multiple unit 
class 671 type 214

The total duration of the process allowing an essential 
change by installing the ETCS L1 into the electric multiple 
unit (EMJ) class 671 type 214 was 213 working days. 
The total duration of the process allowing an essential 
change by installing EMJ class 671 type 214 into ETCS L1 
into a vehicle with the use of SW was 164 working days. 
The process of authorisation with use of the system was 
shortened as shown below (Figure 4). The percentage saving 
was 23%. Creating a prototype board was not considered. 
Even with this, one can see that the duration of the 
process decreased significantly. Duration of authorisation 
is therefore individual and depends on the particular case. 

Figure 4 shows the authorisation of an essential change 
of a train protection system and duration of the individual 
processes without using the system. The total duration of 
the authorisation process for 2014 was 213 working days. 
As can be seen from the Gantt chart, it was necessary to 

Figure 4 The Gantt chart of the ETCS L1 duration

Figure 5 The Gantt chart of the ETCS L1 using SW

Table 1 Conclusion of verifications of cases 1-3

Case Without SW [working days] With SW [working days] Saving [working days] Saving [%]

C1 213 164 49 23.00

C2 122 85 37 30.33

C3 153 99 54 35.29
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Durations were estimated based on discussions with 
the representatives of the authorising bodies or related 
subjects.

6 Conclusions

Complex mapping and summarising of the current 
situation in the authorisation process of the types of railway 
vehicles, both at home and abroad is taking a part of the 
paper. It gives information on the applicable legislation 
related to train railway vehicles. It also provides an 
overview of these matters to both the wide public and the 
academic sphere.

The methodology, which is based on an SW model, 
makes the authorisation process significantly easier and 
faster. It provides clear evidence and ensures more effective 
cooperation. It also brings the possibility of using the new 
modern SW tools in the authorisation process. Most of the 
communication happens online, including the issuing of the 
particular documents, which are a basis for the decision on 
the authorisation. Therefore, it saves postage costs, as well 
as office material.

International application of outlined methodology is 
possible. It is possible to change it according to individual 
needs. After adding further functions, it can be adjusted to 
needs of the EUAR and can speed up the communication 
and information exchange between the EUAR and national 
authorisation bodies. This can be ensured by a contact 
treaty between the EUAR and NSA. The aim is to use the 
SW model in accordance with the European legislation. 
This would result in reducing both duration and costs of the 
authorisation process.

The methodology is an asset also to producers and 
owners of the railway vehicles, as well as to the wide 
public. This methodology would bring a faster exchange of 
information, time and cost savings and a possibility of an 
operative solution of possible problems.
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Case 3: Authorising the diesel unit class 861 type VR 
- 24 - 2010 - DMJ

The total duration of the authorisation process of DMJ 
class 861 type VR - 24 - 2010 - DMJ was 153 working days. 
The total net duration of the authorisation process with use 
of the SW was 40 working days. To make this time even 
more effective, a prototype commission was established, 
which allowed for solving some of the inconsistencies 
even before submitting the application for authorisation. 
The process of authorising with use of the system was 
shortened as shown below (Table 1). The percentage saving 
of the authorisation process, including the duration of the 
prototype commission, was 35.29%. As mentioned before, 
the time saving is very individual and changes with each 
case. To further reduce the duration, it is also possible to 
establish the prototype commission, which can influence 
the duration of the authorisation process.

5  Discussion

Based on the verification of the outlined methodology 
of authorising the types of railway vehicles with the use 
of the SW system, one can conclude that duration of the 
authorisation process is very individual and changes with 
each case.

In verifying process the stated hypothesis in practice 
in the first case - implementing a mobile part ETCS L1 into 
an electric multiple unit class 671 type 214 - the hypothesis 
was not confirmed. Duration of the authorisation decreased 
by 23%. However, even this result is a significant shortening. 

In the second case - authorising the three-system of 
an electric locomotive class 381 type 109 E2 - duration of 
authorisation was significantly shorter. It is very important 
to note that a prototype commission was established, which 
can directly influence the net duration of the authorisation 
process. Since the duration was 30.33% shorter, the 
hypothesis was confirmed.

The third case - approving the diesel unit class 861 type 
VR - 24 - 2010 - DMJ - also confirmed the stated hypothesis. 
A prototype commission was established in this case as 
well, which influenced the total duration of authorisation to 
such an extent that the saving was 35.29%.

During the verification of the particular cases, 
simulation, stated estimation of duration of the 
particular stages (mostly when using the SW system) 
were used as well as the method of brainstorming. 
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In recent years, there has been a significant increase in the number of buses operated by urban public transport 
companies powered by alternative fuels and equipped with alternative drive systems. In addition to economic factors, 
operators should also take environmental aspects into account when purchasing new vehicles. In this case, a useful 
criterion for selecting a vehicle is the Life Cycle Cost (LCC), which, in addition to the cost of purchasing a bus, 
takes into account the necessary expenses associated with its maintenance, operation, decommissioning, as well as 
emissions costs. This paper presents a study of the LCC values, estimated for the entire bus fleet based on several bus 
replacement variants, taking into account different shares of alternative buses in the transport fleet. Analyses have 
shown that replacing conventional buses by the compressed natural gas (CNG) powered buses will reduce life cycle cost 
by 27% compared to the LCC level in 2019. Increasing the share of electric buses in the fleet will significantly reduce the 
level of emissions of harmful substances contained in exhaust gases.
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variant. The LCC estimation allows to distinguish the costs, 
starting from the production of a vehicle through its use 
and operation up to the total depreciation (economic or 
accounting life) or its disposal as waste (technical life). The 
Life Cycle Cost method shall include a detailed economic 
analysis, taking into account investment costs (purchase, 
registration and additional infrastructure), operating costs 
(fuel, electricity, repair and maintenance, insurance), end-of-
life costs (recycling) and emissions costs. In the literature, 
there are many papers on analysis of the life cycle cost of 
city buses equipped with different types of drive systems. 
Papers [2-3] contain an analysis and comparison of the LCC 
of buses equipped with conventional and alternative drive 
systems for the assumed service life. 

The aforementioned types of costs in the LCC structure 
may be extended by cost categories important for the 
researcher. Works [4-5] present an analysis of the Life Cycle 
Cost of a bus with an electric drive system, which includes 
different types of electric power supply and different types 
of charging systems. The presented results show that 
lower Life Cycle Cost values are obtained by charging the 
batteries at stations located at end stops (terminuses).

In many cases, the Life Cycle Cost of a vehicle is 
also considered from environmental aspects. This 
method estimates the economic factors associated with 
production and use of a vehicle and the costs of emissions. 
The environmental impact, manifested in emission of 
the harmful substances related to the production and 
distribution of fuel (energy), production of car parts and 
components, assembly of parts and components, operation 

1 Introduction

Urban transport vehicles with alternative drive systems 
are already widely used by city bus companies. According 
to definition contained in Art. 2(1) of the Act on Electro-
mobility and Alternative Fuels, a zero-emission bus may 
be a bus powered by electricity generated from hydrogen 
in fuel cells installed in it or equipped only with an engine 
operation cycle that does not lead to greenhouse gas 
emissions, i.e. a vehicle with an electric battery or network 
drive (trolleybus). It follows from the cited Act that the 
definition of a zero-emission vehicle is not equivalent to the 
definition of an alternative drive vehicle. Vehicles powered 
by alternative fuels, according to Art. 1(11) of the same 
Act, include vehicles driven by electricity, hydrogen, liquid 
biofuels, synthetic and paraffin fuels, compressed natural 
gas (CNG), including biomethane derived, liquefied natural 
gas (LNG), including biomethane derived and liquefied 
petroleum gas [1].

The main barriers to a rapid increase in the share 
of alternative vehicles in fleets of urban public transport 
companies are the high purchase prices of such vehicles and 
costly infrastructure. The decision to replace conventional 
buses by buses running on alternative fuels or equipped 
with alternative drive systems is supported by lower 
emission of harmful substances and lower operating costs.  

The Life Cycle Cost method is a useful tool to compare 
the production and operating costs of vehicles with different 
types of drive systems. This analysis also makes it easier to 
decide on choosing and buying a bus with a specific drive 
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Over 90,000 passengers use the Kielce public transport 
every day. The transport performance carried out during 
a year amounts to 12.54 million passenger kilometers [11]. 

At present, the Kielce transport fleet consists of 188 
buses. The majority of them, i.e. 147, are small and medium 
buses (9 m, 10 m and 12 m). The number of 18 m articulated 
buses is 41. The average age of the fleet is 8 years. The age 
structure of the fleet is shown in Figure 1.

Most vehicles are equipped with diesel drive systems. 
Since 2017, Kielce has also been operating 25 buses with 
hybrid drive systems (combustion-electric). Currently, their 
share in the fleet amounts to 13%. It is planned to purchase 
10 buses with engines fueled by compressed natural gas 
(CNG) in 2020. Currently, works related to the construction 
of the CNG supply station are underway [12]. 

3 Assumptions for the analysis

3.1 Bus parameters

In order to ensure that the average age of vehicles in 
use is not too high (in Kielce it was adopted at 8 years), it 
is necessary to replace end-of-life buses with new vehicles. 
The aim of the analysis was to develop variants of bus fleet 
modernization for Kielce. Based on these, it was determined 
how a given scenario would affect:
• the structure of the fleet,
• the emission level of harmful substances contained in 

exhaust gases - carbon dioxide (CO
2
), nitrogen oxides 

(NO
x
), particulate matters (PM

x
) and volatile organic 

compounds (VOC),
• the Life cycle cost (LCC) for the entire bus fleet. 

This analysis assumes that the buses have a service 
life of 15 years and an annual mileage of 60,000 km. All 
cost are displayed in euro according to the conversion rate 
published by the central bank of the Republic of Poland on 
24 February 2020 (1 EUR = 4.28 PLN) [13]. It was assumed 
that the price of diesel oil was 1.15 €/dm3, compressed 
natural gas (CNG) - €0.68/Ndm3 and electricity - €0.15/
kWh [14]. In the paper, the aforementioned prices of fuels, 

and use of a vehicle and its decommissioning, is expressed 
in monetary units and presented in the form of cost. The 
Life Cycle Cost analyses, including the costs of emissions 
of city buses equipped with conventional and alternative 
drives, are presented in papers [6-8].

The literature provides examples of Life Cycle Cost 
analyses developed not for a single vehicle but for the 
entire vehicle fleet. Paper [9] presents an estimation of the 
share of buses with hybrid and electric drive systems in 
the bus fleet, using optimization methods by minimizing 
the LCC, operating costs and emission costs. Paper [10] 
contains an analysis of the Life Cycle Cost of a truck fleet, in 
which the alternatively powered vehicles make up for 50% 
and 75% of the entire fleet. The results show that, despite 
the higher purchase price, a higher share of alternatively 
powered vehicles in the fleet leads to lower operating costs 
and significantly lower emissions of harmful substances in 
exhaust gases.

This paper presents 5 scenarios for the bus fleet 
modernization for Kielce in the period 2019-2030, each 
with different share of alternative buses. According to the 
adopted variants, the annual life cycle cost values for the 
entire bus fleet were estimated. 

In the analysis presented, the LCC includes the 
following categories: 
• purchase costs, 
• operating costs, 
• costs of repairs and maintenance, 
• infrastructure costs, 
• emission costs. 

The presented research results may be used by city 
carriers and contribute to making a decision on purchase 
of alternative buses.

2 Characteristics of the Kielce public transport 
fleet

Kielce city transport network includes 66 day lines 
and two night lines. The total length of the city bus lines is 
610 km and the length of the suburban bus lines is 145 km. 

Figure 1 Age structure of the bus fleet (based on [12])



70  S Z U M S K A  e t  a l .

C O M M U N I C A T I O N S    3 / 2 0 2 0  V O L U M E  2 2

• emission level of greenhouse gases (CO
2
, CH

4
, N

2
O), 

harmful compounds contained in exhaust gases (CO, 
NO

x
, PM

x
, SO

x
, aliphatic and aromatic hydrocarbons),

• water consumption.
In the GREET program, the life cycle of a vehicle 

is divided into the stage of fuel production (including 
acquisition and refinement of crude oil, production, 
distribution and storage of fuel), the stage of vehicle 
production (production of parts and components and 
assembly of the vehicle) and the stage of vehicle operation 
and use. The program enables emissions of harmful 
substances and greenhouse gases to be estimated at each 
of the above-mentioned stages. The emission values of 
carbon dioxide (CO

2
), nitrogen oxides (NO

x
), particulate 

matters (PM
x
) and volatile organic compounds (VOC) are 

presented in the form of costs, in accordance with the rates 
contained in the European Parliament and of The Council 
Directive [22].

3.2 Fleet modernization scenarios

The analysis period is 11 consecutive years, i.e. 2019-
2030. As mentioned earlier, the vehicle fleet currently 
(at the end of 2019) consists of 188 buses and this was 
adopted as a fixed value for the following years. For each 
of the years covered by the analysis, the total Life Cycle 
Cost (LCC) and level of emissions for the entire bus fleet 
were estimated. The assumed service life of vehicles is 15 
years, meaning that they must be taken out of service upon 
reaching this age and new vehicles must be purchased in 

energy and the cost of replacing batteries in EV and HEV 
vehicles were treated as fixed prices. Table 1 shows the 
other data adopted for the analysis. 

The CNG-fueled vehicles and those equipped with 
electric drive systems require additional infrastructure. 
For electric buses, there are two main battery charging 
methods: fast charging by means of a pantograph located 
at terminuses or stops and slow charging by means of 
a plug-in, carried out mainly at depots. The cost of installing 
a pantograph charger was assumed to be PLN 500,000, while 
the cost of a plug-in charger was assumed to be €23 365[18]. 
It was assumed that the cost of building a compressed 
natural gas supply station would amount to €21 million. 
A CNG station has fast and slow refueling points [19-20].

The GREET program (Greenhouse gases, Regulated 
Emissions and Energy use in Transportation Model) was 
used to estimate emission of the harmful exhaust gas 
compounds. The program was developed by Argonne 
National Laboratory (ANL) as a part of a project run by the 
United States Department of Energy. The GREET program 
makes it possible to estimate the environmental impact 
of the life cycle of vehicles equipped with conventional 
and alternative drive systems. The GREET database 
contains parameters of 80 different vehicles. Thanks to the 
interactive interface and the graphical toolkit, simulations 
can be carried out easily. The program uses data provided 
by the U.S. Environmental Protection Agency (EPA) [21]. 
The calculations bring the following data:
• value of energy from combustion of fuel (oil, petrol, 

gas, coal) and from renewable sources (biomass, wind, 
solar radiation, water),

Table 1 Bus data adopted for the analysis

Diesel  
Diesel 

Euro 6
CNG

EV  
(200 kWh)

HEV

(11.6 kWh)

Purchase price 

[€] 
210 300 210 300 240 000 590 000 350 500

Maintenance cost 

[€/ year] [15]
3 500 3 500  3 700 3 000 3 700

Cost of replacing 
a battery pack [€] [16]

140 200 8 130

Average fuel 
consumption [17]

53.2 dm3/100km 50.0 dm3/100 km 50.9 kg/100km
140 

kW/100 km
46.5 l/100km

Table 2 Bus replacement schedule under scenario no. 1

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Number of buses to be 
exchanged

10 1 0 5 30 24 29 4 27 15 4

Number of 
purchased buses

Diesel 
(Euro 6)

- - - - 30 24 29 4 27 15 4

CNG 10 1 0 5 - - - - - - -

Share of low-emission 
buses in the fleet

19% 19% 19% 22% 22% 22% 22% 22% 22% 22% 22%
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be replaced due their service life end will be substituted by 
conventional buses with diesel engines meeting the EURO 
6 emission standard. 

Scenario no. 3 assumes a gradual replacement of 
buses with conventional drive systems with buses equipped 
with engines powered by the compressed natural gas 
(CNG) (Table 4). This variant, like the previous ones, 
assumes the need to build a CNG refueling station. Under 
this scenario, at the end of 2030, the share of alternatively 
powered vehicles will amount to 93%. 

Scenario no. 4 assumes the replacement of end-of-life 
conventional buses with buses with electric drive systems 
(EV) and CNG buses. The assumption is that in 2030 buses 
of both types will have an equal share in the fleet (Table 5). 
Scenario no. 4 includes the construction of a compressed 
natural gas supply station and charging points for electric 
buses (chargers in the depot and at bus stops). As a result of 
the modernization of the fleet at the end of 2030, the share 
of alternatively driven vehicles will amount to 93%.

Scenario no. 5 assumes a gradual replacement of 
conventional buses with buses equipped with electric drive 
systems (EV). This variant assumes the need to adapt the 

their place. The replacement of vehicles was considered 
according to 5 scenarios.

In scenario no. 1, the minimum share of low-emission 
buses in the fleet by 2025, i.e. 20%, was adopted. Kielce 
currently operates 25 buses with a hybrid drive system 
(HEV), which accounts for 13% of the fleet. This variant 
assumes replacement of 7% of the oldest buses with 
conventional drive systems by buses with CNG fueled 
engines. Once the target share of low-emission buses is 
reached, the remaining vehicles to be replaced can be 
substituted by conventional buses. However, they will have 
diesel engines meeting the EURO 6 emission standard 
(Table 2). Scenario no. 1 also assumes the construction of 
a compressed natural gas supply infrastructure.

Scenario no. 2 assumes a 50% share (until 2025) of 
low-emission buses. In 2019, the share of hybrid buses 
(HEV) in the fleet of the Kielce carrier amounted to 13%. 
This variant includes the purchase of CNG buses so that they 
account for 37% of the fleet (Table 3). It is also necessary 
to build infrastructure designed for refueling buses with 
compressed natural gas (CNG) engines. Once the 50% share 
of low-emission buses is achieved, the remaining vehicles to 

Table 3 Bus replacement schedule under scenario no. 2

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Number of buses to be 
replaced

1 0 5 30 24 29 4 27 15 4

Number of 
purchased buses

Diesel 
(Euro 6)

- - - - - - 29 4 27 15 4

CNG 10 1 0 5 30 24 - - - - -

Share of low-emission buses 
in the fleet

19% 19% 22% 38% 50% 50% 50% 50% 50% 50%

Table 4 Bus replacement schedule under scenario no. 3

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Number of buses 

to be replaced
10 1 0 5 30 24 29 4 27 15 4

Number of purchased 
CNG buses

10 1 0 5 30 24 29 4 27 15 4

Share of low-emission 
buses in the fleet

19% 19% 19% 22% 38% 51% 66% 68% 82% 90% 93%

Table 5 Bus replacement schedule under scenario no. 4

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Number of buses 

to be replaced
10 1 0 5 30 24 29 4 27 15 4

Number 

of purchased 
buses

CNG 5 1 0 2 15 12 15 2 13 8 2

EV 5 0 0 3 15 12 14 2 14 7 2

Share of low-emission 
buses in the fleet

19% 19% 19% 22% 38% 51% 66% 68% 82% 90% 93%

Fast chargers 
(pantograph) 

2 2 2 8 8 8 2 8 6 2

Slow chargers 

(plug-in) 
4 1 6 12 12 14 2 14 7 2
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The costs of maintenance C
M
 include the costs of 

insurance and periodic inspections, the costs of replacement 
of tires and service fluids and the costs of required repairs 
and removal of defects. In the analysis, the costs of repairs 
and use take the following form:

C
O
M

M
ik

K

n

N

11
=

==
b l|| , (4)

where: 
M - annual costs of repairs and maintenance of the vehicle.

The operating experience gained so far has shown that 
energy storage devices have a much shorter service life 
than buses. It was assumed that a battery pack should be 
replaced every 6 years, therefore, during the service life of 
a bus it would be necessary to replace the energy storage 
device twice. The costs of battery replacement C

B
 were 

expressed as follows:

O
P B A

C
,

ik

K

n

N B i k
B 11

$ $
=

==
c m|| , (5)

where:  
P

B
 - price of battery replacement [PLN/kWh], 

B - energy capacity of batteries [kWh], 
A

i,k
 - number of vehicles with i - age and k - type of drive 

system.
Buses equipped with the CNG engines require 

construction of special infrastructure. It consists of pumps 
and specially adapted refueling and storage equipment 
for compressed natural gas. For electric buses, the 
infrastructure includes battery charging stations. The cost 
of infrastructure C

Inf
 can be expressed as follows: 

C
P L
A

,

,ik

K

n

N
Inf

C j k

k11

$
=

==
c m|| , (6)

where: 
j є (1,2, …, J) - number of charging/refueling stations,
P

C
 - price of building a charging/refueling station, 

L
j,k

 - number of stations intended for k - type of drive system, 
A

i,k
 - number of vehicles with i - age and k - type of drive 

system. 
In this paper, Life Cycle Cost includes environmental 

costs in the form of emission costs calculated in accordance 

battery charging infrastructure, consisting of chargers at 
bus stops and in the depot (Table 6). According to scenario 
no. 5, in 2030 the share of alternative vehicles in the bus 
fleet will amount to 93%.

4 Life Cycle Cost (LCC) model

The presented Life Cycle Cost (LCC) analysis covers the 
economic and environmental aspects of buses throughout 
their life cycle. An LCC model in the following form was 
used for calculations:

LCC C C C C C CA F M B Inf En

N

1
= + + + + +

=
^ h| , (1)

where:
 n є (1,2, …, N) - number of vehicles, 
LCC - life cycle cost, 
C

A
 - costs of purchase, 

C
F
 - costs of fuel, 

C
M
 - costs of maintenance, 

C
B
 - costs of replacing a battery pack, 

C
Inf

 - costs of infrastructure, 
C

E
 - costs of emissions.

The purchase costs C
A
 were expressed as follows: 

C
O
P

A
i

a

k

K

n

N

11
=

==
c m|| , (2)

where: 
k є (1,2, …, K) - type of a vehicle drive system, 
i є (1,2, …, I) - age of a vehicle, 
P

a
 - purchase price, 

O
i
 - service life.

Costs of fuel C
F
:

C
f
P D100F k

K

n

N c
f11

$ $=
==
c m|| , (3)

where: 
f

c 
- average fuel consumption [dm3/100km, kWh/100km],

P
f
 - unit price of fuel/energy [PLN/dm3, PLN/kWh, PLN/dm3], 

D - annual mileage [km].

Table 6 Bus replacement schedule under scenario no. 5

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Number of buses 

to be replaced
10 1 0 5 30 24 29 4 27 15 4

Number of purchased 
EV buses

10 1 0 5 30 24 29 4 27 15 4

Share of low-emission 
buses in the fleet

19% 19% 19% 22% 38% 51% 66% 68% 82% 90% 93%

Fast chargers 
(pantograph) 

4 2 6 4 20 16 20 2 18 10 2

Slow chargers 

(plug-in) 
10 1 2 3 30 24 29 4 27 15 4
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According to scenarios no. 1 and 2, in 2030, a significant 
part of the fleet will still be made up of buses equipped with 
diesel internal combustion engines. In scenarios no. 3, 4 
and 5, the share of buses with alternative drive systems will 
reach 93% in 2030. 

5.2 Emission levels and costs

The main reasons for replacing vehicles with 
conventional drive systems are economic and ecological 
aspects. Despite the fact that modern emission reduction 
systems, such as exhaust gas recirculation system (EGR), 
selective catalytic reduction system (SCR) with a catalyst, 
AdBlue (urea water solution) or particulate filter (DPF) are 
installed in buses, road transport still largely contributes to 
increase in emissions of nitrogen oxides, carbon dioxide 
and suspended particulates PM

x
 in cities. 

Figure 3 shows the level of CO
2
 emissions in the period 

under consideration for the simulated scenarios.
The carbon dioxide emission values for the period 

2019-2023 are similar for all of the bus replacement variants 
considered. This is a consequence of the small number of 
new buses, since only 16 will be replaced by 2023. A faster 
reduction in the CO

2
 emission will take place from 2024 

onwards. Between 2024 and 2030, the level of carbon 
dioxide emission for the analyzed scenarios will vary 
considerably. The lowest level of CO

2
 emission will occur 

for scenarios no. 4 and 5, which assume the purchase of 
electric buses. Successive replacement of “old” buses also 
affects the level of emissions of other harmful compounds, 
such as NO

x
, VOC and PM

x
. Figure 4 shows the values of 

emissions of NO
x
, VOC and PM

x
.

The emission reduction values of the analyzed exhaust 
gas components are presented in Table 7.

Scenario no. 1 assumes the lowest share of low-
emission vehicles in the transport fleet (20%) among the 

with the rates set out in the European Parliament and of 
The Council Directive [21]. The costs of emissions C

M
 take 

the following form:

C
O

P E D
A

ik

K

n

N z z

z

Z

111

$ $
=

===
b l||| , (7)

where: 
z є (1,2, …, Z) - harmful substance contained in exhaust 
gases (e.g. CO

2
, NO

x
, etc.), 

P
z
 – costs’ rate per emission [PLN/kg], 

E
z
 - emission level [kg/km], 

D - annual mileage [km].

5 Results of the analysis

5.1 Changes in the structure of the fleet

In 2019, vehicles meeting the European exhaust 
emission standards of EURO 3 and EURO 4 made up for 
a significant part of the fleet. Between 2021 and 2024, buses 
over 10 years of age will account for around 70% of the fleet. 
In the years 2024-2026, there will be the largest number of 
buses to be replaced due to their age. During that period it 
will be necessary to purchase as many as 83 vehicles. 

The fleet structure for the analyzed variants is shown 
in Figure 2. 

In scenario no. 1, the assumed 20% share of the low-
emission buses in the transport fleet will be reached in 
2023. A total of 41 buses with alternative drive systems will 
be purchased. 

In scenario no. 2, the envisaged 50% share of alternative 
buses will be achieved a bit later, i.e. in 2025. There will 
be a total of 95 vehicles with alternative drives then. 
Successive replacement of “old” conventionally powered 
buses will result in only 14 such buses remaining in 2030 
and their share in the fleet will fall to 7%. 

Figure 2 Fleet structure for the variants described above 
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Scenarios no. 4 and 5, in which the purchase of 
electric buses is assumed, are characterized by even lower 
emissions of harmful substances contained in exhaust 
gases. In 2030, according to scenario no. 4, the level of 
CO

2
 emission will drop by 19%, the level of NO

x
 and VOC 

emissions by 44% and the level of PM
x
 emissions by 57% 

compared to 2019. 
Among the considered variants, the lowest emission 

of the analyzed harmful substances contained in exhaust 
gases is provided by scenario no. 5, according to which 

considered variants. In this scenario the CO
2
 and NO

x
 

emissions will decrease by relatively small values of 11% 
and 12%, respectively by 2030, compared to 2019 values. 
The PM

x
 and VOC emissions will also decrease by 19% 

and 7%, respectively (Table 7). Scenario no. 3, which 
assumes the replacement of buses with a conventional 
combustion engine by vehicles with CNG engines, 
will allow a significant reduction in particulate matter 
emissions. Compared to 2019, the value of PM

x
 emission 

in 2030 may be 44% lower.   

Figure 3 Level of CO
2
 emissions 

Figure 4 Emission values of NO
x
, VOC and PM

x
 for the variants considered

Table 7 Emission reduction values compared to base year 2019

2030 - scenario 1 2030 - scenario 2 2030 - scenario 3 2030 - scenario 4 2030 - scenario 5

CO
2

11% 12% 16% 19% 23%

NO
x
 12% 13% 19% 44% 71%

LZO 7% 7% 8% 44% 83%

PM
x

19% 25% 44% 57% 71%



L I F E  C Y C L E  C O S T  ( L C C )  L E V E L  O F  A N  U R B A N  T R A N S P O R T  F L E E T  W I T H  D I F F E R E N T I A T E D  S H A R E . . .   75

V O L U M E  2 2  C O M M U N I C A T I O N S    3 / 2 0 2 0

 buses with conventional drives. 
An important issue related to purchase of alternatively 

fueled vehicles or vehicles equipped with alternative drive 
systems is a need to provide appropriate infrastructure. 
Conventional and hybrid vehicles do not require additional 
infrastructure outlays. 

In the case of operation of electric buses, it is necessary 
to incur additional costs related to construction of the 
battery charging stations. In turn, the use of buses with 
CNG engines requires the construction of storage facilities 
for compressed gas and refueling stations. This involves 
significant costs. In the LCC method, infrastructure costs 
are spread over all vehicles using it. The LCC values 

in 2030 CO
2 

emissions will drop by 23%, NO
x
 and PM

x
 

emissions by 71% and the VOC emissions by 83%.

5.3 Life Cycle Cost (LCC) values

An important factor determining the choice of the 
strategy for modernization of the bus fleet (in accordance 
with the assumed scenarios) is the cost of purchase of 
a new vehicle. The cost of purchasing a bus with an engine 
fueled by compressed natural gas is 10% higher than for 
a bus with a conventional internal combustion engine. For 
electric buses, the cost of purchase is 64% higher than for

Figure 5 Change in LCC in the analyzed period

Figure 6 The LCC summary
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and the need to replace batteries make the LCC level 
estimated for variants no. 4 and 5 significantly higher than 
for the others. In 2030, according to scenario no. 5, the cost 
of purchasing a vehicle is 36% of the LCC and the costs of 
the battery replacement are 7% of the LCC. For variant no. 
5, the share of bus purchase costs is 29% of LCC and the 
cost of the battery replacement is 7% of LCC. The Life Cycle 
Cost values estimated for variants no. 4 and 5 are 18% and 
14% lower than the LCC values in 2019, respectively. 

6 Conclusions

With a view to purchasing buses that are alternatively 
powered or equipped with alternative drive systems, 
several aspects should be taken into account, such as 
the purchase costs, operating costs and emission level. 
Urban public transport companies face the choice of 
buying alternative or conventional buses and are guided 
mainly by economic aspects. In general, the costs of 
purchasing such a vehicle are much higher than the costs of 
purchasing a bus with a conventional drive system. Unlike 
the conventional and hybrid vehicles, electric and CNG-
fueled buses require infrastructure. However, alternative 
buses are characterized by the lower operating costs and 
significantly lower emissions of harmful substances in 
exhaust gases, such as CO

2
, NO

x
 or PM

x
.

The analyses show that the lowest emission level and 
operating costs can be achieved by increasing the share of 
electric buses in the fleet. Among the scenarios analyzed, 
the lowest Life Cycle Cost (LCC) values are represented by 
the variant that provides for the replacement of buses with 
conventional drive by the CNG-fueled vehicles. 

in the analyzed period, estimated in accordance with 
the considered variants of bus fleet modernization, are 
presented in Figure 5.

Until 2023, LCC values are similar for all of the 
scenarios analyzed, as a relatively low number of vehicles 
would be replaced during that period. The higher LCC 
values for modernization following scenario no. 3 are due 
to the need to provide infrastructure for electric and CNG 
buses. Moreover, in this period the operation of the largest 
number of vehicles used so far will come to an end. This 
will result in an increase in the LCC value. 

Since 2023, the LCC value has been gradually decreasing 
due to the replacement of old buses with new ones. Among 
the analyzed scenarios, the lowest LCC values are found 
in scenario no. 3, which provides for replacement of buses 
with conventional engines by vehicles fueled by CNG gas. 
The LCC value determined for 2030, estimated according 
to  assumptions of variant no. 3, is 27% lower than the LCC 
level in 2019. The structure of individual LCC components 
in 2030, based on selected variants, is shown in Figure 6. 

The Life Cycle Cost values, estimated based on 
scenarios assuming a 20% and 50% share of low-emission 
buses in fleet, set for 2030, are 19% and 20% lower than the 
LCC level in 2019, respectively. In both variants, the largest 
share in the LCC is represented by emission costs - 38%. The 
costs of fuel consumption, which account for 36% of LCC, 
are also a significant share.   

The highest LCC values are found in variants no. 4 and 
5, which provide for the purchase of electric buses. The Life 
Cycle Cost values estimated for variants no. 4 and 5 have the 
lowest share of fuel consumption costs and emission costs 
among the LCCs calculated based on the other scenarios. 
However, the high purchase price, the costly infrastructure 
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The presented research work analyzes the sensing system, the main aim of which is a raster formation and 
controlling this process using the optical measuring equipment and high precision angle encoders. Optical measuring 
equipment are used for the raster position detection, meanwhile angle encoders for controlling the tape speed. The 
main parameter of raster formation process is fixed transportation speed, but there are difficulties to realize it, 
because there is imperfection of the device elements. The article analyzes the dispersion of vibration accelerations of 
the raster formation device and tape in the two directions (transverse and longitudinal) and presents an analysis of 
their parameters in application of the theory of covariance functions. The results of the measurements of vibration 
accelerations at the fixed points of the device constructions and the tape were recorded on a time scale in the form of 
digital arrays (matrices). Values of auto-covariance and inter-covariance functions of digital arrays of the vibration 
accelerations measurement data were calculated by changing the quantum interval in a time scale. The developed 
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and optimizing the processes of formation the construction 
formation and of the structure of symbols.

The presented research examines the tape transport 
system consisting of electromechanical tape tractions and 
its fixed tensioning mechanisms as well as a tape tilt 
mechanism operating on sliding friction. This system is 
mounted on a massive granite base built on the foundation 
using passive vibration insulators. The research and data 
processing method and results of the experimental study of 
the layout system are proposed in the article. Experience 
of this article authors in construction, analysis and 
optimization of mechatronic precision devices is presented 
in papers [1-4].

The formation process takes place in the dynamic mode 
because both the steel tape and the laser raster formation 
head are continuously moving during the process.

In assessment of the significant points of the 
construction being examined, analysis of the vibrations 
dispersion of construction of the device and its tape point 
was carried out by application of the covariance function 
theory.

The Gaussian process emulator, with separable 
covariance function assumption of separability, imposes 
constraints on the emulator and may negatively affect its 
performance in some applications where separability may 
not hold. Zhang et al. [5] propose a multi-output Gaussian 

1  Introduction

Steel tape, on the surface of which certain symbols, 
such as rasters, special marks and the like are formed, are 
often used for metrological and technological needs, such 
as for measuring the displacement. Those symbols are 
formed by the movement of a steel tape and the beams of 
the source of light, which affects either the band surface or 
its special coatings.

The undesired deviations in the position and the 
shape of symbols formed in that way mainly depend on 
uncontrolled deviations of the said movement of the tape 
and the light beam from the set parameters.

One of the most important components of such 
deviations are vibrations of the band resulting from the 
sources of excitation of the tape transporting system 
mechanism and other internal and external vibrations. 
Uncontrolled changes in their position and the displacement 
speed, as well as the band deformation that have an adverse 
effect on the quality of the formed structures, occur as 
a result of their impact. It also affects the accuracy and 
reliability of the active control of the process carried out in 
real time. This effect on the system of defined parameters 
depends on vibration parameters - frequencies, amplitudes 
and other statistical characteristics. Knowing these 
parameters is important for designing the construction 
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tape thrust mechanism operating on slip friction. The 
main parameter of the raster formation process is fixed 
transportation speed, but there are difficulties to realize 
it, because there is some imperfection of the device 
elements. This method may be used to produce a precision 
metrological scale on a stainless steel tape. The covariance 
function theory was used in analysis of the vibration 
parameters. Graphical expressions of the covariance 
functions show change of probabilistic inter-dependence of 
vibration parameters in the timeline. This degree of change 
of the vibration parameters spatial relations depends on 
technological and dynamic properties of the tape device 
being examined.

During the experiment, four sensors were laid out on 
the structural elements of the device and the fifth sensor was 
placed on the tape of the device. Vibration accelerations of 
all the five sensors were measured in the longitudinal and 
transverse directions of the tape movement.

2 Simulation of vibration parameters

The research presents an option for calculating the 
most reliable trend value of the vibrations vector applying 
the method of the least squares. It is assumed that the 
vibration vector trend is a discrete quantity with a fixed 
value. Use of the least squares method partially eliminates 
random vibration errors. When processing the large-scale 
measurement data, the least squares method also provides 
asymptotically effective values of the calculated parameters 
in the case where the measurement data distribution is not 
normal.

The array of measurements of vibration accelerations 
consists of 5 vectors {  (columns). Each vector is understood 
as a random function with random measurement errors. The 
most reliable trend value {u  which is also called a weighted 
average, is calculated for each vector {  in application of 
the least squares method. An assumption that the trend 
value of the vector changes according to the harmonic law, 
where the forecasted wave length corresponds to the length 
of the vibration accelerations vector, is used. The parameter 
equation of the individual vector value i{  reads:

ai i if { {= - u , (1)

where if  is a random acceleration error, i{  is an 
acceleration value and {u  is an acceleration vector trend. 
Coefficient a

i
 is expressed as:

cosai iT=  (2)

where , /i n2i $T T T r= =  is the value of the unit of 
measure, rad, , , , .i n1 2 f=

The following is the equation (1) in the matrix form:

,Af { {= - u  (3)

process emulator with a non-separable auto-covariance 
function to avoid limitations of using the separable 
emulators.

Guella et al. [6] provide characterization theorems for 
high dimensional spheres, as well as for the Hilbert sphere.

Kithulgoda et al. [7] present a strategy for incremental 
maintenance of the Fourier spectrum to changes in 
concept that take place in data stream environments. Singh 
and Singh [8] generalized Chebyshev-Fourier moments 
(G-CHFMs) and generalized pseudo - Jacobi-Fourier 
moments (G-PJFMs) have been extended to represent color 
images using quaternion algebra.

Zhang et al. [9] used the spectral densities to calculate 
the average entropy of mixtures of random density matrices 
and show that the average entropy of the arithmetic-mean-
state of n qubit density matrices randomly chosen from the 
Hilbert-Schmidt ensemble was never decreasing with the 
number n. Kurt and Eryigit [10] studied dynamics of the 
two-state system coupled to an environment with peaked 
spectral density.

Alotta et al. [11] provided a complete characterization 
of normal multivariate stochastic vector processes. 
Band et al. [12] focused in fractal Fourier analysis in 
which the graphs of the basic functions are Cantor sets, 
discontinuous at a countable dense set of points, yet have 
good approximation properties. Zhang et al. [13] simulated 
fractal signals that were generated under varying signal 
lengths and scaling exponents that indicate a range of 
physiologically conceivable fractal signals. Liu et al. [14] 
aimed to improve the computational accuracy of the fractal 
dimension of the profile curve.

Florindo and Bruno [15] proposed a novel technique 
for the numerical calculus of the fractal dimension of 
fractal objects, which can be represented as a closed 
contour. Xie et al. [16] proposed a layered online data 
reconciliation strategy based on a Gaussian mixture model, 
which is proposed for the complex industrial processes 
with multiple modes. Odry et al. [17] demonstrated the use 
of a special test bench that both enables simulations of 
various dynamic behaviors of wheeled robots and measures 
their real attitude angles along with the raw sensor data. 
Song el al. [18] proposed a structure-preserving bilateral 
texture filtering algorithm to smooth the texture while 
preserving salient structures.

Du et al. [19] proposed a correlation filter based visual 
tracking approach that integrates spatial-temporal adaptive 
feature weights into the DCF method to derive an efficient 
solution. Li et al. [20] proposed an algorithm for adaptive 
multiscale morphological filtering (AMMF), and its effect 
was evaluated by a simulated signal. Nathen et al. [21] 
presented an extension of a Large Eddy Simulation based 
approach in the framework of Lattice Boltzmann Methods.

During the research, an analysis of the raster 
formation device construction and dispersion of vibration 
accelerations of its tape points was carried out.

The tape transport system consists of electromechanical 
tape traction and its fixed tensile mechanisms, as well as a 
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where

N A PAT 1
=

-^ h , (13)
 

A PT~ {= . (14)

The accuracy of the parameter values calculated in 
application of the least squares method is assessed using 
their covariance matrix K{u . Since the trend of cases of this 
task is a quantity (a scalar), the following may be written:

K N2 2
0

1v v= ={ {
-l l lu u , (15)

 
where 0vl  is a value of the standard deviation 0v . It is 
assessed according to the formula

n P1
1 T

0
2v f f= -
l . (16)

3 Object of the research and measurement results

This article examines a raster formation device  
(Figure 1). The research work analyzes the tape transport 
system consisting of the electromechanical tape traction 
and its fixed tensile mechanisms, as well as a tape tilt 
mechanism operating on sliding friction. Vibrations in 
two directions (longitudinally and transversely) were 
measured at 4 points of the raster device (point 1 - fixed 
tension mechanism of the tape; point 2 - tape displacement 
measurement system; point 3- tilting node; point 4 - traction 
- tension system) and on the metal tape.

The block diagram of the metal scale production device 
presented in Figure 1 comprises the following: 1 - tape 
retractor mechanism; 2 - granite base; 3 - system measuring 
the tape displacement (point 2); 4 - tilting node (point 3); 
5 - error monitoring node; 6 - traction - tension system 
(point 4); 7 - tape retractor mechanism; 8 - mechanism 
covering the tape in protective film; 9 - tape tension control 
and management system; 10 - fixed tension mechanism of 
the tape (point 1); 11 - optic system for turning laser beam 
microscopes with CCD camera; 12 - scanner; 13 - laser.

The articles analyzes vibration signals of significant 
points of the metal scale production device, when the 
device is in operating mode. Measurements were conducted 
in the two directions X and Y (Figure 1). Figure 2 (Y 
direction) and Figure 4 (X direction) illustrate results of 
acceleration of these measurement points and the spectral 
density graphs of these accelerations are respectively 
presented in Figures 3 and 5.

Analysis of results, illustrated in Figures 2-5, reveals 
that the highest level of vibrations was observed in the 
traction - tension system (Figure 1, point 4) when assessing 
the vibrations of the longitudinal direction Y (up to 32 
mm/s2); when assessing the vibrations of the transverse 
direction X, accordingly, the highest level of vibrations was 
observed in the fixed tension mechanism of the tape (Figure 
1, point 1) and was about 190 mm/s2 (the main components 

where f  is a random error vector, , , , n
T

1 2 f{ { { {= ^ h  
is a vibration accelerations vector, , , ,A a a an

T
1 2 f= ^ h  is 

a matrix of coefficients of parameter equations n 1#^ h .
The most reliable trend value of the vibration 

accelerations vector  {  is calculated in application of the 
condition of the least squares method:

,minPTz f f= =  (4)

where P is the diagonal matrix of weights  of vibration 
accelerations n ni #{ ^ h

Weights of individual acceleration values i{  are 
calculated according to formula 

pi 2
0
2

iv
v

=
{

, (5)

where 0v  is the standard deviation of the measurement 
result 0{  the weight whereof is accepted as equal to one 
p 10 = . Thus, the 0v  value is selected freely, because 

it has no impact on the calculation results. Value of the 
measurement result 0{  is selected so that weights pi  were 
close to one (to reduce the scope of calculations).

Out of t equation

lnui i{=  (6)

the following is derived:

u ii iv v {={ , (7)

Equation (7) shows that iv{  value depends on value 
of the vibration accelerations i{ . Thus, the acceleration 
of a higher value is of lower accuracy, because i ui&{ v .

Using Equation (5), the following expression is 
obtained:

p 10i
u i

i2 2
0
2

2 7

i

$
v {
v

{= = - - , (8)

where the accepted average value . 10
u
2
0
2

7

iv
v
= -  

The extremity of the function (4) is determined having 
calculated its partial derivatives according to the parameter
{u , equated it to zero and solved the equation received:

P2 0
T

$2
2

2
2

{ {
f fU = =u uc m  (9)

Then, the following is obtained:

A P 0T f- =  (10)

and

A PA A P 0T T{ {- =u . (11)

The solution is equal to:

A PA A P NT T1 1{ { ~= =
- -u ^ h , (12)



A N A L Y S I S  O F  D Y N A M I C  P A R A M E T E R S  O F  T H E  S Y S T E M  O F  R A S T E R  F O R M A T I O N  A N D  C O N T R O L   81

V O L U M E  2 2  C O M M U N I C A T I O N S    3 / 2 0 2 0

Figure 1 Block diagram of the metal scale production device with five measurement points
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Figure 2 Graphs of time signal for the Y direction accelerations of measurement points (Figure 1):  

a) red - point 1; b) blue - point 2; c) green - point 3; d) orange - point 4; e) yellow - point 5
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Figure 3 Graphs of spectral density for accelerations (Y direction in Figure 1)  
of measurement points (red - point 1; blue - point 2; green - point 3; orange - point 4; yellow - point 5)
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Figure 4 Graphs of time signal for the X direction accelerations of measurement points (Figure 1):  

a) red - point 1; b) blue - point 2; c) green - point 3; d) orange - point 4; e) yellow - point 5
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is used as one of parameters. Tables 1 and 2 illustrate 
the schemes of the numbering of measurement arrays of 
the vibration accelerations vector. The quality of data of 
accelerations of all the five vectors was assessed using 
their accuracy indicator, a standard deviation. Standard 
deviation values are presented in Table 2.

Auto-covariance function of one data array or inter-
covariance function of the two arrays K x{ ^ h  is expressed 
as [24-25]:

K uM u 21 $x f{ f{ x= +{ ^ ^ ^h h h# -  (17)

or

K T u u du1
T

1 2

0

x x f{ f{ x= - +{

x-

^ ^ ^h h h#  (18)

 
where 1 1 1f{ { {= -P , 2 2 2f{ { {= -P  are centred 
measurement vectors of vibration parameters {  with 
eliminated trend, u is a vibrations parameter, $ Tx x=  is a 
variable quantum range, k is a number of the measurement 
units, T  is the value of the measurement  unit, T is time and 
M is a symbol of the mean.

The covariance model of vibration signal parameters 
which authors used in this article is described in detail in 
papers [3, 23].

Arrays of the vibration accelerations measurements’ 
data were obtained using 1-axis accelerometers 8344 and a 

were in the frequency range from 280 to 420 Hz from Figure 
5). The lowest level of vibrations in the Y and X directions 
was in the tape tilting node (Figure 1, point 3), where the 
formation of rasters takes place and it was 6 (in the Y 
direction) and 12 mm/s2 (in the X direction).

4 Covariance model of vibration signal parameters 
and the results of the analysis of the vibrations 
acceleration model

Guchhait and Banerjee [22] proposed a variant of 
constitutive equation error based material parameter 
estimation procedure for linear elastic plates, which was 
developed from partially measured free vibration signatures.

The conception of a stationary random function is the 
scientific ground of this theoretical model. Considering 
that, errors of measuring the bridge vibration parameters 
are random and of the same accurateness, ie. the average 
error M const 0"T=  the dispersion D constT= . 
The covariance function of digital signals depends on 
the difference between the arguments only, ie. on the 
quantisation interval on the time scale [23].

The theoretical model was a subject of an assumption 
that errors of digital signals of vibrations are random and 
possibly systematic. The measurement data trend of the 
vector is eliminated in each vector of measurement arrays 
of vibration parameters. Vibration dispersion time interval 
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Figure 5 Graphs of spectral density for accelerations (X direction in Figure 1)  
of measurement points (red - point 1; blue - point 2; green - point 3; orange - point 4; yellow - point 5)

Table 1 Numbering of array vectors in the sequence order

Acceleration vector No. Direction of the measurement of accelerations relative to the tape movement direction

1

2

3

4

5

6

7

8

9

10

longitudinal

transverse

longitudinal

transverse

longitudinal

transverse

longitudinal

transverse

longitudinal

transverse
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Values of inter-normalized covariance functions 
K x{l ^ h s were also calculated based on 10 vibration array 
vectors and their graphical expressions were obtained 
according to their respective combinations.

Figures 6-17 illustrate more important graphical 
expressions.

Figure 18 presents the graphical image of the 
generalized (spatial) correlation matrix of the array of 
8 vectors of vibration accelerations. Expression of the 
correlation matrix gets the block shape of 8 pyramids 
where the correlation coefficients values are shown in 
shades of the colour spectrum. The horizontal plane shows 
the colour projection of the pyramids.

Graphical expressions of the simplified auto-covariance 
and inter-covariance functions are of the two-tier shape. 
This is related to the fact that the structure of vibration 
signals is a composite function with vibrations of large 
amplitudes with long intervals and vibrations of small 

tri-axial accelerometer 4506. Signals were recorded in the 
course of the time intervals . s0 00078x =T  and 12.8 s. 
Values of n 16386=  vibration signal accelerations were 
fit in each array vector.

Expression of each measurement vector is a random 
function due to random measurement errors when bringing 
its expression closer to the shape of a stationary function, 
trend components, which were calculated in application of 
the method of least squares, were eliminated.

Measurement data arrays were processed using the 
developed computer software in application of Matlab 
programme package operators.

Values of the quantised interval of simplified covariance 
functions range from 1 to /n 2 8000= . The value K x{l ^ h  
of the simplified auto-covariance function K x{ ^ h  was 
calculated for each vibrations vector and graphical 
expressions of 16 simplified auto-covariance functions 
were obtained.

Table 2 Accuracy indicators of the installation construction and vectors of vibration accelerations of the tape points

Name of 
vectors

Standard deviation value of single measurement result of vectors ivl , m/s2

Array

1

2

3

4

5

0.006

0.041

0.003

0.003

0.001

6

7

8

9

10

0.003

0.008

0.017

0.008

0.017

Vector parameter Value m/s2

1

6

1

6

Standard deviation value 0vl  of the result with the weight of p = 1

Standard deviation value 0vl  of the result with the weight of p = 1

Standard deviation value vvl  of the weighted average of vectors

Standard deviation value vvl  of the weighted average of vectors

0.01

0.01

1∙10-7

2∙10-7

Figure 6 Simplified auto-covariance function of the 2nd 
vibration accelerations vector of the array

Figure 7 Simplified auto-covariance function of the 7th 
vibration accelerations vector of the array
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amplitudes and at .k s1 0 0 7800 k" "x^ h  as a result of 
vibrations of large amplitudes. Expressions of simplified 
auto-covariance functions of acceleration vectors of the 
arrays are similar.

The 10th simplified array auto-covariance function of 
the transverse vibrations accelerations vector of the tape 
has an expression that is close to the theoretical shape.

amplitudes. This determines a two-tier expression of the 
covariance functions.

The simplified auto-covariance functions of 
vectors of all accelerations of the arrays get the highest 
correlation coefficient values r 1"  at values s0k "x^ h  
of the quantised interval and then decrease to r 0"  at 

.k s10 0 0078k" "x^ h  as a result of vibrations of small 

Figure 8 Simplified auto-covariance function of the 8th 
vibration accelerations vector of the array

Figure 9 Simplified auto-covariance function of the 10(8) th 
vibration accelerations vector of the array

Figure 10 Simplified inter-covariance function of the 1st 
and 7th vibration accelerations vectors of the array

Figure 11 Simplified inter-covariance function of the 1st 
and 8th vibration accelerations vectors of the array

Figure 12 Simplified inter-covariance function of the 2nd 
and 8th vibration accelerations vectors of the array

Figure 13 Simplified inter-covariance function of the 3rd 
and 8th vibration accelerations vectors of the array
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potentially inter-related vibrations of nodes of the device 
construction.

5 Conclusions

Analysis of the dynamic parameters of the sensing 
system construction, the main aim of which is the raster 
formation and controlling this process, using the optical 

The simplified inter-covariance functions of the 
acceleration vectors of the array have average correlation 
coefficient values for the majority of pairs of vectors 
ranging in the 0.4-0.8 interval, which is illustrated by the 
data of inter-correlation of the 1st acceleration vector 
with vectors of all the other 7 accelerations and between 
vectors 2 and 3, 2 and 7, 2 and 8, 3 and 6, 3 and 7, 3 and 8, 
and 6 and 8. Thus the correlation between the majority of 
accelerations vectors is significant enough, which shows 

Figure 14 Simplified inter-covariance function of the 4th 
and 8th vibration accelerations vectors of the array

Figure 15 Simplified inter-covariance function of the 7th 
and 8th vibration accelerations vectors of the array

Figure 16 Simplified inter-covariance function of the 6th 
and 9(7)th vibration accelerations vectors of the array

Figure 17 Simplified inter-covariance function of the 9(7)th 
and 10(8)th vibration accelerations vectors of the array

Figure 18 Graphical image of the generalized (spatial) correlation matrix  
of the 1st array of 8 vibration accelerations vectors
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related to the fact that the structure of vibration signals is a 
composite function that has vibrations of large amplitudes 
with long intervals and vibrations of relatively small 
amplitudes. Expressions of simplified auto-covariance 
functions of accelerations vectors of the arrays are similar.

The 10th simplified auto-covariance function of the 
vector of transverse vibration accelerations of the tape 
has a different expression than other auto-covariance 
functions.

The simplified inter-covariance functions of 
accelerations vectors of the array have the average 
correlation coefficient values ranging within the 0.4-0.8 
interval in the majority of pairs of vectors. Thus, the 
correlation between the majority of pairs of accelerations 
vectors is significant enough, which shows the possibly 
inter-related vibrations of construction nodes of the 
device.

measuring equipment and high precision angle encoders, 
revealed that the highest level of vibrations of up to 32 
mm/s2 was in the traction - tension system, when assessing 
the longitudinal vibrations; when assessing vibrations in 
the transverse direction the highest level of up to 190 mm/
s2 was formed in the fixed tension mechanism of the tape. 
Main components of the vibration acceleration amplitudes 
were in the frequency range from 280 to 420 Hz.

The simplified auto-covariance and inter-covariance 
functions show the change of the probabilistic inter-
dependence of vibration parameters of the raster formation 
tape device in the time scale. This degree of changes 
depends on the relation between vibrations of the structural 
nodes of the device being examined and the dynamic 
properties.

Graphical expressions of simplified auto-covariance 
and inter-covariance functions are two-tiered, which is 
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The aim of this research was to conduct the comparative traction tests for T-170M1.03-55 tractor with a flat and 
elliptical rim. Structurally rational geometry of the crawler's support surface for tractors with semi-rigid suspension 
is realized by placing the support rollers at different heights relative to the cart. The results of traction tests showed that 
elliptical track rim has increased the maximum traction power by 10.4%, conditional traction propulsive efficiency 
coefficient to 7.43% and the specific traction effort by 8%. The increase in indicators is provided by a lower rolling 
resistance of a tractor with an elliptical rim. Reduction of the resistance power to rolling of the tractor with an ellipse 
track rim occurs due to alignment of support rollers vertical load and reduction of resistance to rollers movement 
on internal contours of tracks and in hinges of track chain links. The results of the research indicate a significant 
improvement in traction performance of T-170M1.03.55 tractors with elliptical track-chain rim.
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the rolling coefficient of the wheeled tractor and fuel 
consumption have been determined [13]. An improved 
model of tire-ground interaction has been proposed based 
on FEA-SPH modeling. [14]. A method for estimating a 
three-dimensional (3D) footprint of pneumatic agricultural 
tires has been developed based on the tire footprint 
molding with liquid plaster. Using a 3D scanner, the molds 
were then converted to three-dimensional models [15]. A 
model based on particle filtration was proposed to estimate 
thermomechanical parameters of wheel-ground interaction 
[16].

The models of wheel interaction with the ground 
[12, 15-16], which were proposed, can be used to model 
the interaction of rubber-reinforced tracks with soil [12-
16]. The issue of improving traction properties is of a 
great importance for all types of track-type vehicles. An 
empirical model of traction characteristics of rubber 
tracks on agricultural soils has been developed [7]. 
A method for calculating crawler track traction on soft 
ground has been presented [17]. A simple general method 
has been proposed for calculating soil deformations 
by the track of track-type vehicles [18]. The traction 
characteristics of seafloor-tracked vehicles were evaluated 
based on the mechanical laboratory tests [19].

Interaction of steel and rubber crawler movers with 
the soil, the uneven distribution of soil reactions on the 
support surface of the mover, traction characteristics and 
calculations are considered in different studies [7, 17-19]. 
The impact of the mover on the soil increases together 
with the rise in uneven load distribution along the support 
part, which results in crop yields reduction [20-29]. Uneven 
distribution of loads between the lower support rollers 
of a track-chain tractor is accompanied by uneven wear 

1 Introduction

When performing technological operations in 
agriculture, a track-chain tractor is an effective pulling device 
[1]. Track-chain tractors in comparison to wheeled tractors 
have better traction, better off-road capabilities, low soil 
compaction indicators, 8-20% lower fuel consumption per 
unit of work performed [2-4]. Along with the advantages, 
a chain-track tractor has a number of disadvantages that 
worsen its performance [5].

At present, much attention is paid to improving the 
technical level of tractors and track assembly traction 
indicators, as well as to the reduction of metal content 
and soil compaction [4-6]. Based on results of the 
in-depth analysis of the mover’s impact on soil, new 
methods for determining the maximum pressure of 
wheeled and track-chain movers on soil were developed, 
as well as calculation methods for defining the indicators 
of wheel and metal track-chain movers, which guarantee 
permissible machinery impact on soil, and stress-strain 
state of soils [2]. 

One of the ways to increase traction and reduce 
soil compaction is the tractor movers’ improvement 
[7]. In tractor construction, more than twelve mover 
designs are used. Most of these movers have semi-rigid 
suspension [1, 4-5]. The use of rubber-reinforced tracks is 
a promising direction for improving the track-chain travel 
system. Rubber-reinforced tracks have both, advantages 
and disadvantages compared to metal track-chain movers 
[8-11].

Models of interaction between wheels and deformable 
gravel developed for wheeled vehicles are often used [12]. 
Influence of air pressure in the front and rear wheels on 
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3 Equation of the support part geometry  
of a track-chain tractor

As theoretical studies have shown, a significant 
reduction in the maximum pressure ensures its uniform 
distribution over the contact area of the tractor support 
surface with the soil. Based on the contact problem of 
the theory of elasticity, an equation of the geometry of the 
support surface of a track-chain tractor with a semi-rigid 
suspension, providing a uniform distribution of pressure 
along the support surface, was obtained [25, 38]:

. /

/ / ,

arcsin

arcsin

f x p x x a A

B xA a x a C

0 5 av

2

rb= + -

- + +

^
^

^
^

h h
h6 @

"
, , (1)

where:
p

av 
[Pa] is the average pressure of the tractor on soil;

p
av

 = G
e 
/(2bL); 

G
e 
[N] is the operating tractor weight; 

L [m] is the length of the tractor support surface; 
b [m] is the track width; 

v v1 2b= + ; 
/v E2 11 1

2
1n r= -_ _ i ; 

/v E2 1 2
2 2 2n r= -_ _ i ; 

E
1 

[Pa] is the soil elasticity modulus; 

1n  is the soil Poisson’s ratio; 
E

2 
[Pa] is the steel elasticity modulus of a track link; 

2n  is the Poisson’s ratio of the track link steel; 
A m a x2 2= -6 @ ; 

a = L/2 is the contact half-width; 
x [m] - the horizontal coordinate of the support surface 
point; 

;kN cos sinB P e h c fhhk hk f{ c c= + + +^ h6 6@ @
cosP G Pe hk c= +  - the load to a single mover;

P
hk 

[N] - the power on the hook;

of support rollers, tracks and a decrease in the mover 
durability [30].

During the experimental studies of the impact of 
T-170M1.03-55 tractor movers on soil it was found that the 
maximum values of its pressures reached 0.166 MPa [3]. At 
the same time, the pressure profile along the length of the 
support surface has two local extrema in the zone of the 
first and the sixth support rollers (Figure 1), which causes 
a decrease in the traction performance and increased soil 
compaction. It is more preferable to reduce the uneven load 
distribution along the support part, the maximum pressure 
and multiplicity of influences, than its uniform distribution 
on the site of contact of the basic surface. The pressure 
profile can be significantly decreased by changing the 
geometry of the tractor support part [31-33]. The purpose 
of this research was to evaluate influence of the geometry 
of the support part of a track-chain mover on the traction 
characteristics of the T-170M1.03-55 tractor. 

2  Methods

Traction characteristics of a tractor are the basis 
in correct choosing of parameters of a machine-tractor 
aggregate. Using the traction characteristics, a theoretical 
analysis was carried out and potential energy and 
technical and economic performance of the machine-
tractor aggregate were estimated [34]. In accordance 
with the requirements of the State All-Union Standard 
(SAUS) 23734, 25836, 7057, comparative traction tests of 
T-170M1.03-55 tractor with flat and elliptical track-chain rim 
were carried out, taking into account scientific works 
[34-36]. This type of tractor is widely used in the post-
Soviet countries [37-38].   

Figure 1 Scheme of a track-chain mover and the stress distribution diagram in the longitudinal section of the support part 
of T-170.M1.03-55 tractor (1 - flat track rim; 2 - ellipse track rim): P [N] - load on a single mover; P

hk 
[N] – traction effort  on 

the tractor hook; e-eccentricity [m]; L [m] - length of the support part; |±a| [m] - half-length of the support part; h
f 
[m] - shift 

of the longitudinal component of the rolling power P
f
 from relative to soil reaction; c [m] - distance from the contact center to 

the vertical component P
hk

; h
hk

 [m] - the height of the trailer relative to the support surface
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the support surface is 2.88 m, the trailer height is 0.4 m; 
eccentricity e = - 0.165 m; track material, which is carbon 
steel (steel 20, steel 45, etc.); loamy soil; soil moisture is 
16-20%. 

All the parameters have been structurally applied 
for the T-170M1.03.55 tractor in the following way: when 
position of the 1st and 6th lower support rollers remain 
unchanged, the 2nd and 5th support rollers are lowered by 
use of spacers for 5 mm, the 3rd and 4th for 10 mm relative 
to the support surface of the cart frame. The same tractor 
was used during the traction tests, but the geometry of the 
mover support part was changed. 

4 Ground and atmospheric conditions during  
the traction tests

The traction tests were carried out at the test base 
of Chelyabinsk tractor factory. The length of the traction 
track was measured to be 600 m, and the width was 25 m. 
Density and moisture of the soil of the track were measured 
on testing day at least 12 times. The density was measured 
with DorNII ram tester. Control of slopes and deviations 
from the track flatness was carried out by theodolite 2T30, 
special racks and a metal ruler. Atmospheric conditions 
were checked daily at the beginning and end of the tests, 
as well as during the experiments for determining the 
maximum traction power and maximum traction effort. 
The soil and atmospheric conditions during the traction 
tests are presented in Table 1.

g [◦] is the angle between the power on the hook and the 
horizontal plane;

/P Phk hk{ =  - the coefficient of the hitch weight use; 
e [m] is the longitudinal coordinate of the gravitational 
center of the tractor relative to the middle of the track 
length on ground;
h

hk
 [m] - the height of the trailer relative to the support 

surface;
 f - the resistance factor to the tractor movement, f = 0.07-
0.15; 
h

f
 [m] - the shift of the longitudinal component of the rolling 

power relative to the soil reaction, h
f
 = 0.015-0.029; 

C [m] is the coefficient equal to the initial soil deformation 
determined empirically, C = - 0.027±0.003.

The established dependence f(x) shows how far the 
points of the tractor support part are separated from the 
OX horizontal axis. Structurally elliptical geometry of the 
support part is implemented by lowering the axis of the 
less loaded lower support rollers, that is, by setting plates 
of appropriate thickness under the axis of lower support 
rollers. Thickness of the plates is determined by Equation 
(1). 

The elliptical geometry of the support part depends 
on the following parameters: tractor weight, support 
surface length, location of the center of mass, tractive 
power and its loading point, tracks material properties 
and the soil type. Therefore, the T-170M1. 03. 55 tractor 
parameters were determined and its typical working 
conditions were: traction power is 40-80 kN, the length of 

Table 1 The soil and atmospheric conditions during the traction tests

Indicators
Track-chain 

mover

Transmission gear

1 2 3 4 5 6 7

Intake air temperature inside the air 
cleaner [°C]

elliptical 28 26 30 26 29 27 27

flat 36 36 40 39 29 27 34

Diesel fuel temperature [°C]
elliptical 33

flat 42

Atmospheric pressure [kPa]
elliptical 98

flat 97

Soil density

number of strokes

elliptical 7 ... 10

flat 7 ... 10

Soil moisture [%]
elliptical at a depth of 8 cm - 10%,

at a depth of 12 cm - 15%flat

Track slope (in the movement direction/
against movement direction) [%]

elliptical

flat
0.4/2.5
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Characteristics of the D-160 engine were determined 
on a hydraulic brake stand using the breaking method in 
accordance with the State All-Union standard 25836-83, 
23734-79 and 18509-88. At the front of the tractor, the 
engine crankshaft was attached to the E-1500 brake stand 
as follows. The rotor shaft of the balancing machine was 
connected to the main shaft through a pin bush coupling. 
The other end of the main shaft was connected to the 
engine through the driveshaft and the mid-shaft, which 
was mounted on a bearing support on the tractor bumper 
and connected to the engine crankshaft grooved sleeve  
(Figure 7).

All experiments were carried out in the steady traction 
load mode with straight-line movement of the tractor 
on the track, created by the SDL-30 laboratory through 
the trailer E-900 with a straight-gage element. After the 
mode stabilization, loading was carried out in stages with 
fixed values of P

hk 
for at least 7.5 seconds. The traction 

characteristics was measured on forward movement gears 

5 Pilot unit and measuring

In accordance with the instruction manual, the 
undertaken maintenance and the run-in process lasted for 
150 Moto-hours. At the beginning of testing, the tractor 
was weighed on a weighing complex with limits of 5-100 
tons. 

Resistance temperature devices were installed to 
measure the air temperature at the inlet to the air filter 
and the temperature of the fuel entering the fuel filter. 
The tractor was equipped by sensors and devices, which 
were a part of the measuring systems for a movable 
dynamic laboratory SDL-30 (Figures 2-6). 

Parameters to be registered, measuring instruments, 
and measurement errors are presented in Table 2.

Calibration of a traction link was performed 
before and after the tests. Adjustment of the measuring 
instruments, which are a part of the measuring system of 
laboratory SDL-30, was done.

Figure 2 T-170M1.03-55 tractor with a mobile dynamic 
laboratory SDL-30

Figure 3 Tractive power registration

Figure 4 Engine speed registration

Figure 5 Registration of track driving wheel speed rate

Figure 6 Path measurement device
  

Figure 7 Brake tests of D-160 diesel engine
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where: 
Q

mg
 is the total number of rotation impulses of a master gear 

during the experiment; 
t - time of the experiment [s].

m
m

Q
Q

1 100
dw

mg

dw

mg
$ $d= -c m , (4)

where: 
m

dw 
[m/imp] is impulse scale of sensors measuring the 

number of driven wheels rotations;
m

mg 
[m/imp] - impulse scale of a sensor, which measures the 

number of a master gear rotations;
Q

mg
 is the total number of impulses of the rotation sensor of 

a master gear during the experiment; 
Q

dw
 - the total number of impulses of a driven wheel rotation 

sensor during the experiment.
Based on the calculation results, the graph of 

dependence of the tractor sliding  coefficient on the tractor 
traction f Phkd= ^ h  was  obtained. All the measurements 
made on all the gears, were used to create the graph of 
sliding 

The traction power N
hk

 at a given point was calculated 
by formula:

in the form of a series of experiments covering the entire 
range of traction effort s in each gear.

Based on the measured and decoded values, the 
following indicators were calculated for each gear:

V
T 

[m∙s-1] - theoretical speed; V
a 

[m∙s-1] - actual speed;  
d [%] – sliding.

The theoretical speed of the tractor on the j-gear is 
determined by the formulas:

.V m s
i

n t z
0 0167T

j

d1$
$ $

=-6 @ , (2)

where:
nd [min-1] is the rotational speed of a diesel engine 
crankshaft;
t [m] - track pitch; 
i

j
 - tractor gear ratio; 

z - number of chain track links tractor number of links 
moving during one driven wheel turn, z=13.5 cm.

The actual speed of the tractor per hour (when using 
a master gear, a circle perimeter of which is C = 2.515 m);

.V
Q

0 027944A
mg

x=  [m∙s-1], (3)

Table 2 List of parameters to be registered and measuring instruments

Measured parameter Measurement instrument Measurement 
range

Measurement 
error

Traction power [kN] Strain-gauge-type segment E-1810-2

Electro-magnetic transducer EMT-P

1…150 not more than 
0.66 %

Crankshaft speed [min-1] E-753-1SB sensor

Electro-magnetic transducer EMT-P

0…1500 not more than 
0.5 %

Driven wheel speed [min-1] contact sensor E-1344

Electro-magnetic transducer EMT-P

0...60 not more than 
0.5 %

Tractor trip mileage [m] contact sensor E-985-14

Electro-magnetic transducer EMT-P

0...200 not more than 
0.5 %

Experiment time [s] Electro-magnetic transducer EMT-P

timer

0…7.5 0.2 s

Fuel temperature, ambient air 
temperature, intake air temperature 
inside the air cleaner, [°C]

Multipoint electro-thermometer 234.00.000 
consisting of:

- resistance copper thermometer;

- measuring unit. Thermometer TL-2

-50…+40 ±1°C

Fuel density [t∙m-3] Density hydrometer ANT-1 0.77...0.83 ±0.0005 t/m3

Atmospheric pressure [kPa] Meteorological aneroid barometer BAMM-1 80…106 ±0.2 kPa

Soil density, the number of strikes DorNII ram tester - ± 1 strike

Track slope [°] Theodolite 2T30 +60…-55 ±30”
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6 Results and discussions 

The main indicators of the traction tests of the 
T-170M1.03-55 tractor, with flat and elliptical track-chain 
rims, are given in Table 3. A graphical analysis of the data is 
presented in Figures 8 and 9.

To evaluate influence of the mover support part 
geometry on traction characteristics of the T-170M1.03-55 
tractor, several indicators of traction characteristics were 
used. Those indicators are:  the maximum traction power, 
N

hkmax 
[kW]; conditional traction efficiency coefficient  

[ h
cond

]; traction effort corresponding to the maximum 
traction power, P

hk 
[kN], engine speed at maximum traction 

power, n
e 
[min-1]; the specific fuel consumption at maximum 

traction power, g
hk 

[kg.kW-1.h-1]; operating speeds, V
a 

[km/h]; coefficient of resistance to the movement, f; sliding 
coefficient [d].

After testing, calculations were made on the 
comparable indicators of the traction characteristics of the 
T-170M1.03-55 tractor with a flat and elliptical chain-track 
rim (Table 4).

,N P V kWhk hk a$= . (5)

Conditional traction propulsive efficiency coefficient of 
a tractor by gear: h

cond
 is:

/N N Cmaxcond hk op PRI$h = , (6)

where: 
N

op
 is the engine operating power, according to the State 

All-Union Standard 18509;
C

PRI
 - the engine power coefficient according to the State 

All-Union Standard 18509, corresponding to atmospheric 
conditions and fuel parameters during traction tests on a 
specific (i-th) gear.

The specific fuel consumption g
hk

, at a given point, is 
calculated by formula:

/kg hg N
G

hk
hk

t=6 @ , (7)

where: 
G

t 
[kg/h] - fuel consumption per hour.

Table 3 Main traction indicators of the T-170M1.03-55 tractor at maximum power N
hkmax

 and at maximum traction effort  

P
hkmax

Gear

Indicators

Test mode

Nhkmax Phkmax

N
hk

 
[kW]

P
hk

 
[kN]

V
a
 

[km/h]
d

[%]

G
T
 

[kg/h]
g

hk
 [g/

kW/h]
h

cond

n
eng

[min-1]
h

hk
 

[kN]
V

a
 

[km/h]
N

hk
 

[kW]
d

[%]

{
hkmax

[°]

neng

[min-1]

flat track-chain rim

I 84.49 113.47 2.68 2.8 30.06 356 0.684 1096 129.50 1.69 70.37 5.3 0.820 824

II 82.79 92.67 3.22 2.6 30.27 366 0.67 1112 109.68 2.43 73.90 4.0 0.694 848

III 78.09 68.32 4.12 2.6 30.32 388 0.638 1120 84.14 2.83 66.40 4.5 0.533 784

IV 75.96 51.52 5.31 2.5 30.84 406 0.619 1208 67.23 3.57 66.62 2.5 0.426 800

V 70.44 40.25 6.3 1.9 30.74 436 0.560 1232 53.90 3.93 58.82 1.5 0.341 768

VI 70.22 37.19 6.8 2.4 29.65 422 0.546 1120 44.35 5.07 62.43 3.2 0.281 848

VII 59.04 31.03 6.85 3.4 29.33 497 0.475 1016 34.66 5.65 54.34 2.2 0.219 840

elliptical track-chain rim

I 89.5 117.3 2.75 1.7 30.17 337 0.700 1128 140.1 1.88 73.0 8.6 0.887 824

II 89.2 97.0 3.31 2.8 30.17 338 0.695 1152 116.5 2.29 74.2 5.4 0.738 824

III 85.7 72.1 4.28 0.8 30.02 350 0.673 1136 86.7 2.91 70.1 4.1 0.549 800

IV 82.1 57.6 5.14 0.2 30.07 366 0.640 1144 72.1 3.41 68.2 2.2 0.457 784

V 79.8 51.5 5.58 1.1 29.76 373 0.626 1104 61.8 3.98 68.3 3.7 0.391 792

VI 74.7 39.3 6.84 2.2 30.02 402 0.584 1136 47.7 4.52 59.9 4.5 0.302 768

VII 71.9 35.6 7.28 3.1 29.46 410 0.562 1072 42.0 5.35 62.4 4.3 0.266 800
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With increase in speed, the maximum traction power of 
the T-170M1.03-55 tractor, with an elliptical track-chain rim, 
increases from 5.9% in the first to 21.8% in the seventh gear 
compared to the corresponding indicators with a flat track-
chain rim. The maximum traction power in all the gears 
increased on average by 7.39 kW, 10.4%. Due to increase of 
the maximum traction power, the potential capabilities of 
the T-170M1.03-55 tractor also increase.

The rolling resistance of the tractor with a flat track 
was between 16.48 kN to 22.8 kN with an average value 
of 19.64 kN. With an elliptical track, the rolling resistance 
was between 13.79 kN and 14.94 kN, with an average 
value of 14.36 kN. The rolling resistance of the tractor was 
determined at a speed of 2.15 to 4.25 km/h. The average 
difference in rolling resistance power values was 5.27 kN 
(Figure 11).

The maximum traction power of the T-170M1.03-55 
tractor with an elliptical track-chain rim is almost the 
same when driving in the first and second gears: when 
driving in the first gear the tractor’s maximum traction 
power is 89.5 kW at 117.3 kN of thrust, speed of 2.75 
km/h and the sliding of 1.7 %. In the second gear the 
tractor’s maximum traction power is 89.2 kW at 97.0 kN 
of thrust, speed of 3.31 km/h and sliding of 2.88 %, which 
corresponds to a conditional maximum traction thrust 
coefficient of 0.7 (Figure 10).

Tractor T-170M1.03-55 with a flat track-chain rim does 
not have alignment of the maximum traction power in 
different gears. The maximum traction power is 5.9% lower 
and amounts to 84.49 kW in first gear with a traction effort of 
113.5 kN, speed of 2.68 km/h, sliding of 2.8%. The maximum 
conditional traction efficiency coefficient is 0.684.

Figure 8 The traction characteristics of the T-170M1.03-55 tractor with a flat track-chain rim
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Figure 9 The traction characteristic of the T-170M1.03-55 tractor with an elliptic track-chain rim

Figure 10 The maximum traction power of the T-170M1.03-
55 by gear: ° - flat track-chain rim; Δ - elliptical track-chain 

rim

Figure 11 Dependence of the rolling power coefficient  
of T-170M1.03-55 tractor on speed: - flat track-chain rim;  

Δ - elliptical track-chain rim
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Table 4 Comparable indicators of the T-170M1.03-55 tractor’s traction characteristics with different geometry of the mover 

support part 

Test mode Mover
Gear ratios

Average 
values

1 2 3 4 5 6 7

N
hk

m
ax

 [k
W

]

N
hkmax

 
[kW]

elliptical 89.5 89.2 85.7 82.1 79.8 74.7 71.9

flat 84.49 82.79 78.09 75.96 70.44 70.22 59.04

ΔN
hkmax

[kW] 5.0 6.4 7.57 6.1 9.34 4.49 12.87 7.39

[%] 5.9 7.7 9.7 8.0 13.3 6.4 21.8 10.40

P
hk

 [kN]

elliptical 117.3 97.0 72.1 57.6 51.5 39.3 35.6

flat 113.5 92.67 68.32 51.52 40.25 37.19 31.03

Δ P
hk

[kN] 3.8 4.3 3.8 6.0 11.3 2.2 4.5 5.14

[%] 3.3 4.7 5.6 11.7 28.0 5.8 14.6 10.54

Δf 0.024 0.027 0.024 0.037 0.070 0.013 0.028 0.032

V
a
 [km/h]

elliptical 2.75 3.31 4.28 5.14 5.58 6.84 7.28

flat 2.68 3.22 4.12 5.31 6.3 6.8 6.85

ΔVa
[km/h] 0.07 0.09 0.16 -0.17 -0.72 0.04 0.43 -0.01

[%] 2.6 2.8 3.9 -3.2 -11.4 0.6 6.3 0.22

d , %

elliptical 1.7 2.8 0.8 0.2 1.1 2.2 3.1

flat 2.8 2.6 2.6 2.5 1.9 2.4 3.4

Δ d  [%] -1.1 0.2 -1.8 -2.3 -0.8 -0.2 -0.3 -0.9

g
hk

 
[g/kW∙h]

elliptical 337 338 350 366 373 402 410

flat 356 366 388 406 436 422 497

Δghk
[g/kW∙h] -18.65 -27.34 -37.83 -39.58 -63.36 -20.40 -87.08 -42.04

[%] -5.2 -7.5 -9.7 -9.7 -14.5 -4.8 -17.5 -9.87

h
cond

elliptical 0.700 0.695 0.673 0.640 0.626 0.584 0.562

flat 0.684 0.670 0.638 0.619 0.560 0.546 0.475

Δ h
cond

- 0.016 0.025 0.035 0.021 0.066 0.038 0.087 0.04

[%] 2.34 3.73 5.49 3.39 11.79 6.96 18.32 7.43

P hk
m

ax
 [k

N
]

P
hkmax

 
[kN]

elliptical 140.1 116.5 86.68 72.14 61.75 47.73 42.04

flat 129.5 109.7 84.14 67.23 53.90 44.35 34.66

Δ P
hk

[kN] 10.6 6.86 2.54 4.91 7.86 3.37 7.38 6.22

[%] 8.19 6.25 3.02 7.31 14.58 7.61 21.29 9.75

Δf 0.066 0.043 0.016 0.031 0.049 0.021 0.046 0.039

V
a
 [km/h]

elliptical 1.88 2.29 2.91 3.41 3.98 4.52 5.35

flat 1.69 2.43 2.83 3.57 3.93 5.07 5.65

ΔV
a

[km/h] 0.19 -0.14 0.08 -0.16 0.05 -0.55 -0.30 -0.12

[%] 11.24 -5.76 2.83 -4.48 1.27 -10.8 -5.31 -1.58

N
hk

 [kW]

elliptical 73.0 74.2 70.1 68.2 68.3 59.9 62.4

flat 70.37 73.90 66.40 66.62 58.82 62.43 54.34

ΔN
hkmax

[kW] 2.65 0.29 3.68 1.62 9.49 -2.57 8.09 3.32

[%] 3.76 0.40 5.54 2.43 16.13 -4.12 14.88 5.57

Δ [%]

elliptical 8.6 5.4 4.1 2.2 3.7 4.5 4.3

flat 5.3 4 4.5 2.5 1.5 3.2 2.2

Δ d  [%] 3.3 1.4 -0.4 -0.3 2.2 1.3 2.1 1.37
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elliptical rim and d =1.9...3.4% - for a flat rim). Sliding of a 
tractor with an elliptical rim is on average 0.9 % lower than 
that of a tractor with a flat track-chain rim (Table 4).

The conditional traction efficiency coefficient 
(efficiency factor) in gears of a tractor with an 
elliptical rim ( condh

 
= 0.7…0.562 - for an elliptical rim;  

condh
d 
= 0.684…0.475 - for a flat rim) is higher by 0.016...0.087, 

or by 2.3...18.3% than that of a flat rim. Same as for the 
maximum traction power, there is an increase in condh

. 
in 

all the gears of the tractor with an elliptical rim (Figure 13).
Increase in the traction power and in traction indicators 

of the T-170M1.03-55 tractor with an elliptical track-chain 
rim is accompanied by an increase in the tractor fuel 
efficiency. The specific fuel consumption per unit of the 
power output of a tractor with an elliptical track-chain rim 
is reduced from 5.2% in the first gear to 17.5% in the seventh 
gear (Figure 14). The specific fuel consumption is reduced 
by an average of 9.87 %. 

There is an increase in the maximum traction power 
and conditional traction efficiency coefficient of a tractor 
with an elliptical rim in all the gears by an amount 
independent of gear with almost equal sped values in 
appropriate gears. 

Analysis of results of the traction tests showed that the 
change in the geometry of the support part of a track-chain 
mover improves traction of the T-170M1.03.55 tractors and 
has a positive effect on the engine dynamics. The elliptical 
geometry of the support part of a track-chain tractor 
with semi-rigid suspension is realized in a simple way, i.e. 
installation of track rollers at different heights with the help 
of plates. Plates thickness is determined using Equation (1).

Reducing the rolling resistance leads to increase in 
the traction indicators of the T-170M1.03-55 tractor with 
elliptical rim when under the steady load.

At the maximum traction power, the tractor develops 
traction effort: from 117.3 kN to 3.5 kN for a tractor with 
an elliptical track-chain rim and from 113.5 kN to 3.10 kN 
for a tractor with a flat track-chain rim (Table 4).  A mount 
of increase in the traction effort ranges from 3.8 kN to 11.3 
kN with an average value of 5.14 kN, absolute value of 
which is almost equal (5.27 kN) to the traction resistance to 
the rolling of the tractor. The increase in traction effort is 
observed in all the gears, while there is no certain pattern 
of their changes.

When analyzing the parameters at the maximum values 
of the traction effort, a similar pattern is observed. The 
maximum traction effort of the T-170M1.03-55 tractor is 
limited by the maximum torque of the engine, and is equal 
to 140.1 kN when sliding for elliptical track-chain rim 
is 8.6 %. When sliding for a flat track-chain rim is 5.3 %, 
the maximum traction effort is 129.5 kN. The maximum 
traction effort values of a tractor with elliptical rim do not 
depend on the speed and exceed the maximum traction 
effort values of a tractor with flat rim on average by 6.22 kN 
or 9.75% (Figure 12). The increase in the traction power in 
the maximum traction effort mode was approximately 3.32 
kW or 5.57%.

The actual speed of a tractor with an elliptical rim 
exceeds that of a tractor with a flat rim on average by 3.24 
% in all the gears. However, the speed of a tractor with an 
elliptical rim reduces by 7.3% in fourth and fifth gears. Such 
a speed difference can be explained by the fact that the 
maximum power given for the analysis, was obtained at 
different traction efforts and corresponding engine shaft 
speeds.

The value of sliding in the maximum traction power 
modes (in the entire range of the corresponding traction 
powers) is low for both variants ( d =0.2...3.1% - for an 

Figure 12 The maximum traction effort of the T-170M1. 
03-55 tractor in gears: - flat track-chain rim; Δ - elliptical 

track-chain rim Figure 13 The conditional traction efficiency coefficient 
(efficiency factor) of T-170M1.03-55 tractor according to 

gears: ° - flat track-chain rim; Δ - elliptical track-chain rim
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growth of movement resistance powers and accordingly 
the growth of losses for movement with increasing speed is 
explained by the fact that there is an increase in power loss 
for friction in the bearings of track rollers, in idler wheels 
and track pins power loss for friction when track links slip 
on track rollers and driven wheels. Other factors have the 
same effect, like losses caused by the tractor weight when 
track rollers move and the power of tracks pre-tension 
when they roll; power loss for friction caused by the 
increasing irregularity of the pressure distribution along the 
length of the supporting part of the tracks; the power loss 
for friction caused by the uneven movement of the track.

Reduction in the rolling resistance of a tractor with 
an elliptical track rim by 27 % should be considered as a 
decrease in uneven distribution of normal loads between 
the track rollers, especially the first and the sixth support 
roller and a decrease in the maximum pressures under these 
rollers. The elliptical track rim can be represented as circle 
segment with a large radius. During the tractor movement 
the tracks elements move more smoothly relative to each 
other, which leads to a reduction in rolling resistance of 
track rollers on the inner track rims and in the track links 
joints. By reducing the maximum pressure and the number 
of impacts on soil to one, the loss for soil deformation also 
decreases. 

Based on the data analysis of these studies, the linear 
dependence of the rolling resistance coefficient on speed 
can be determined by the following equations: 

.f V0 017 a$= - for a flat track rim; (10)

. .f V0 003 0 076a$= +  - for an elliptical track rim, (11)

where V
a
 is tractor’s actual speed, km/h.

Most authors have similar positions in Equations (10) 
and (11). They consider the dependence of the coefficient 

The tractor power balance equation can be written as:

N N N NN N P Vhk w f w f a= - - = - -d d , (8)

where:  
Nhk  

[kW] is the traction power; 
Nw  

[kW] - power on the driving wheel; 
Nd  

[kW] - power loss for sliding ; 
Nf  

[kW] - power loss for movement; 
 P

f 
[kN] - movement resistance power; 

 V
a 

[km/h] - actual speed of the tractor.
It can be noted that an increase in the maximum 

traction power of a tractor with an elliptical track-chain rim 
in gears is determined by a decrease by an approximately 
constant amount in the movement resistance coefficient:

N N P Vmax maxhk hk
fl

f i
ell T= + , (9)

where: 
N

hkmax
ell, N

hkmax
fl is the maximum traction power in the i-th 

gear of the tractor with an elliptical and flat rim respectively; 
ΔP

f
 ~ const = of 5.27 kN is a reduction of a drag power to 

rolling of the tractor with elliptical rim compared to flat 
track rim that is equal to increase in traction; 
V

i
- tractor speed with maximum power in the i-th gear.

Having analyzed the works of various authors, it can be 
noted that, generally, resistance to tractors’ rolling depends 
on speed, traction power, soil conditions and a mover type 
[1, 4, 6, 8, 34, 39-45]. 

According to most studies, the increase in speed results 
in an increase in the rolling coefficient f, which leads to the 
power loss necessary for rolling. Such an intensive increase 
in power loss for rolling is explained by an increase in 
loss for friction and strikes in tracks, as well as vertical 
compaction of soil. In the traction balance, the tractor 
power losses per a share of these losses, account for about 
80%, of which 40-60% are losses for friction. Generally, the 

Figure 14 The specific fuel consumption of the T-170M1.03-
55 tractor in the maximum traction mode according to 

gears: -  flat track-chain rim; Δ - elliptical track-chain rim

Figure 15 Diagram of the traction power increase in gears 
for a tractor with an elliptical track rim: 1 - flat track-chain 

rim; 2-elliptical track-chain rim
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traction characteristics of the T-170M1.03-55 tractor has 
been revealed. The results of traction tests showed that 
elliptical track rim has increased the maximum traction 
power by 10.4 %, conditional traction efficiency coefficient 
to 7.43% and specific traction effort by 8%. At the same 
time, the specific fuel consumption was reduced on average 
by 9.87%. The increase in indicators is provided by a 
lower rolling resistance of a tractor with an elliptical rim. 
Reduction of resistance power to rolling of a tractor with 
an elliptical track rim by 27% occurs due to alignment of 
support rollers vertical load and resistance reduction to 
rollers movement on the internal track rims and in the 
joints of track chain links.

The increase in the maximum traction powers and 
conditional traction efficiency coefficient of a tractor with 
an elliptical rim is observed in all the gears. The maximum 
values of the conditional traction efficiency coefficient 
are in the range of large traction efforts, where the power 
losses during the rolling are significantly reduced. 

of resistance to rolling on the speed to be linear or close to 
linear [1, 4, 33, 39-40].

The higher operation efficiency of a tractor with an 
elliptical rim, which isa part of a machine-tractor aggregate, 
compared to that one with a flat rim, is achieved by the 
presence of additional A zone of high traction powers and B 
zone, associated with an increase in the maximum traction 
effort in each gear (Figure 15). In this case, the speed of the 
aggregate, with an elliptical rim tractor, increases provided 
that the traction resistance is within the mentioned zones. 

In further studies of a tractor with an elliptical track 
rim as a part of a plowing unit, the comparative operational 
field tests should be conducted in the unsteady load mode. 

7  Conclusions

Based on the research results, the influence of the 
geometry of the support part of a track-chain mover on the 
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This article describes one of the possible ways for improving the energy efficiency of shunting diesel locomotives. It 
means a replacing a traditional traction electric transmission with a diesel generator set with a hybrid transmission 
with a free-piston internal combustion engine and a linear generator. The absence of a crankshaft in an internal 
combustion engine makes it possible to reduce thermal and mechanical losses, which, in turn, leads to an increase in 
the efficiency of traction electric transmission of the diesel locomotive.
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Overcoming these drawbacks is possible with the 
development of new types of the ICE, namely engines with 
a free piston. In a free-piston engine, the movement of the 
piston is not limited to the presence of a rigid connection 
with the crankshaft. 

The free piston engine consists of two main components: 
a free piston ICE and linear generator.

As opposed to common ICEs with crankshaft, pistons 
of the free piston engine freely move in the cylinder, which 
allows you to change the compression ratio and optimize 
the combustion process. Changing the compression ratio, 
this type of engine can work with a homogeneous charge 
ignition, which allows increasing its thermal efficiency 
and reducing the emissions of harmful substances into the 
atmosphere. 

The free piston engine is simpler in design, which 
reduces production costs, compared to the ICE with the 
crankshaft. The absence of a crankshaft reduces friction 
losses, and the movement of a free piston can be carried 
out with greater acceleration. According to [3], the peak 
piston acceleration in a free-piston engine is about 60% 
higher than in a conventional engine and the free-piston 
engine runs less in the TDC zone, where the gas pressure 
and temperature are the highest. Consequently, the loss of 
heat in the cylinder of the free piston engine is less than that 
of a conventional engine. 

In the context of the need to reduce the consumption 
of fuel and energy resources for the locomotive traction, 
the development and investigation of new types of power 
plants for rolling stock is quite urgent. As it was said in 
[4], at present, hybrid traction electric transmissions are 
increasingly used. The use of such transmission in a diesel 
locomotive implies the presence of an on-board energy 

1 Introduction

On modern diesel locomotives, a generator-motor 
system that converts the thermal energy of fuel combustion 
into the kinetic energy of the piston motion is employed. 
The progressive motion of the piston is converted into 
rotational motion of the crankshaft and the generator 
shaft, which in the end results in the generation of an EMF 
generator. As a result of repeated energy conversion in the 
internal combustion engine (ICE), significant energy losses 
occur.

As mentioned in [1], in the ICE with a crankshaft, 
the combustion process occurs near its top dead centre 
(TDC); therefore the highest temperature and pressure are 
maintained for a relatively long time. It leads to high heat 
loss, which degrades the efficiency of the engine. Because 
of the complex design, the problem for internal combustion 
engines with a crankshaft is friction losses. The loss of 
power for friction is the major part of all mechanical losses. 
Mainly these losses fall on the following pairs: the piston 
and piston rings - cylinder walls, crankshaft and camshaft 
journals - plain bearings, the piston pin - piston bosses and 
the upper connecting rod head, the valve stem - the bushing. 
Losses on friction increase with increasing load on the 
engine, increasing crankshaft speed, rough processing of 
the surface of mating parts, unjustified increase in their size, 
the use of poor-quality oils, disruptions of the lubrication 
system and the cooling system and deterioration of the 
technical state of the engine. Losses in the mechanism 
of the crankshaft account for 16-19% of all mechanical 
losses, and the frictional losses between the piston and the 
cylinder liner that result from the formation of lateral forces 
of the piston are 42-50% [2].
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work, that allows to study the features of this system, were 
compiled.

2 The choice of design of the internal combustion 
engine and generator

The development of the design of a free-piston engine 
includes determining the types of an ICE and a linear 
generator. To unify the newly developed power plant with 
an ICE that currently exists on the railways, the K6S310DR 
diesel engine of the ChME3 shunting diesel locomotive, the 
technical characteristics of which are shown in Table 1, was 
chosen as a prototype.

The design of the new engine uses a pair of piston-
cylinder, as well as the intake and exhaust systems of the 
existing diesel.

The choice of a linear generator is justified by the 
condition that it creates forces equal to those produced 
by the ICE’s piston. Based on this, the calculation of the 
diesel engine working processes was carried out according 
to the technique given in [7]. By the calculation results, 

storage device in the form of an accumulator, capacitor, 
or other types of batteries [5]. This makes it possible to 
reduce the capacity of the power plant and use the energy 
which is stored in the batteries [6]. Despite the higher 
efficiency of such a transmission compared to traditional, 
the issue of low efficiency of the power plant remains 
unresolved. Based on this, one of the ways to increase the 
efficiency of such systems is using an engine with a free 
piston. Because such a power unit consists of independent 
generator modules, it is characterized by a jog operation. 
This drawback is offset by the shift of the work cycles 
of the modules relative to each other and their work on 
common energy storage. Based on the foregoing, the 
integration of a free-piston ICE with a linear generator 
into a hybrid traction electric transmission will not cause 
additional complication of the system but will make it 
possible to increase the efficiency of the locomotive’s 
power plant. 

The purpose of this work is to study the working 
properties of a free-piston engine of a shunting diesel 
locomotive. To solve this problem, the design of the engine 
and generator was selected, and simulation models of their 
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Figure 1 An indicator diagram of K6S310DR diesel engine 
operation
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Figure 2 A force-displacement diagram of the K6S310DR 

diesel engine
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Figure 3 Free piston engine structure: 1 - inlet 
electromagnetic valves, 2 - heating plug, 3 - exhaust 
electromagnetic valves, 4 - piston pin, 5 - piston rod,  

6 - coil, 7 - combustion chamber, 8 - cylinder,  
9 - piston, 10 - piston rings, 11 - stator,  

12 - armature, 13 - spring 

Table 1 K6S310DR diesel engine specification

Parameter Value

Cylinder diameter, mm 310

Piston stroke, mm 360

Power, kW 993

Shaft speed, rpm 750

Boost pressure, kPa 98.1

Total cylinder volume, l 177

Compression ratio 13
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where:
 i - stator current, 
W  - the armature flux linkage, 
E - the power supply voltage, 
r - the coil resistance, 
x - the translation of generator armature, 
v - the speed, 
F

el
 - the electromagnetic force, 

F
s
 - the spring pressure, 

F
r
 - the resistance force.

In the linear EMF of electromagnetic type, the 
developed force and flux linkage of the winding depend 
on armature floating; therefore, these parameters were 
calculated with the aid of the FEMM software package 
[8]. In this package, the calculation is done by the finite 
element method, and the calculated zone is divided into 
elementary triangular zones (Figure 4.1). The distribution 
of the magnetic field in the stator and the armature of the 
electromagnet is shown in Figure 4.2.

Using a subroutine written in a text file in the Lua 
programming language, the calculation process was 
computerised. Whereupon the boundary conditions are 
the movement of the armature and the stator from the 
coincided position to the unmatched one that comprises 
315 mm, and the permissible value of MMS at the level of 
40000 A.

The results of the calculation are the obtained values 
of the flux linkage and the force put into action by the 
magnet at different values of displacement and MMS of the 
armature winding, which are presented in Figures 5 and 6.

To obtain continuous dependencies of flux linkage, 
the results of digital modelling were approximated by 
continuous functions. When choosing the type of function, 
the following tasks were solved:

- the function and its derivatives for moving the 
armature at the beginning and end of the interval on which 
the approximation is carried out should be the same [9];

- the proposed function must have a fairly simple form 
of analytic partial derivatives with respect to all coordinates 
[10].

Taking into consideration the said above, it is proposed 
the function of the following form:
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where:
aa

h
, bb

h
, cc

h
, - polynomial coefficients,

i - the stator current,
x - the armature translation,
l - the harmonic number.

To determine the coefficients of the polynomial, we 
used the method based on Chebyshev polynomials on the 
set of equidistant points [11].

Reduction of the order of the mathematical model 
without limitation can be obtained if the force is determined 
from the results of the calculation of the magnetic field by 

the indicator diagram of the diesel engine operation was 
plotted, which is shown in Figure 1.

For the subsequent work, the use of a diagram in the 
P and V axes is highly inconvenient, so the diagram shown 
in Figure 1 is transformed into a diagram in the axes F 
and x, where F is the force acting on the piston, x is the 
displacement of the piston. The diagram of the dependence 
of the force acting on the piston against displacement is 
shown in Figure 2.

In order to reach the maximum coefficient of efficiency, 
the mechanical characteristic of the generator should be as 
close as possible to the work diagram of the diesel engine. 
In the operation of the diesel engine, four main modes can 
be distinguished: 1) working stroke, 2) exhaust, 3) cylinder 
filling, 4) compression.

As a linear generator, an electromagnet was chosen 
as its characteristic has a shape similar to the shape of the 
compression and expansion curves of a diesel engine. The 
use of this design of an electromechanical converter (EMC) 
does not allow for a four-stroke mode of operation of the 
ICE. The use of electromagnetic inlet and outlet valves 
makes it possible to put the ICE into the two-stroke mode 
that will be considered further.

The result of the analysis done is the choice of the 
design of a free piston engine for a hybrid diesel locomotive, 
which is shown in Figure 3.

The linear generator (Figure 3) in the form of 
electromagnet contains coil 6, armature 12 and stator 
11. The generator has two basic positions: coincided one 
and unmatched one, the connection of the armature with 
the rod is designed so that in the position of the piston 
at the top dead center, the armature was in the coincided 
position. The use of a two-stroke internal combustion 
engine involves two strokes of the piston, in which the 
cylinder is filled and the fuel-air mixture is compressed, 
the piston is stroked and gas is exhausted. The main is the 
stroke of the piston. During the stroke of the piston, the 
generator generates electrical energy, which is accumulated 
in the storage system. As a storage system, a storage battery 
or a supercapacitor battery and their combination, can 
be used. During compression of the fuel-air mixture, the 
generator operates in engine mode and moves the piston. 
The design provides for the use of a spring 13, it serves to 
increase the force developed by the electromagnet at the 
beginning of the compression stroke of the fuel-air mixture.

3 Development of a simulation model of the engine 
work

The work of an EMC of electromagnetic type is 
described by the following system of equations: 
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ZJ, ZK - the bias of current and clearance, respectively,
J, K - the degrees of the approximating polynomial of 
current and clearance, respectively.

To create a simulation model, functional diagrams of 
the free piston engine, which are shown in Figures 5 and 6, 
were drawn up. 

On the basis of the functional diagrams (Figures 7 and 
8) and the system of Equations (1), a structural diagram 
of the model of the operation of a free piston engine with 
linear EMC was drawn up (Figure 9). 

On the basis of the structural scheme, an imitation 
model of the engine operation was developed. The 
simulation was performed in the MatLab environment [12-
13].

 The ICE model is based on the diagram of its 
operation (Figure 2) approximated by polynomials. The 
linear EMC model is constructed on the basis of the system 
of Equations (1). The electronic commutator includes 2 
transistors and 2 reverse diode, the models of which were 
taken from the SimPowerSystems section [14-16]. In the 
motor mode, the winding is powered through transistors, 
and in the generator mode current flows through the diodes. 
A capacitor, that is charged by EMC in generation mode and 

the finite element method (using the FEMM program [8]), 
and then approximated in the polynomial of the following 
form:
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where:
ma

jk
 - polynomial coefficients that are determined by the 

Chebyshev method, 
MJF, MKF - scale current and clearance coefficients, 
respectively,
ZJF, ZKF - the bias of current and clearance, respectively.

The polynomial describing the function of stator 
winding flux linkage has the following form:
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where:
aa

jk
 - polynomial coefficients for winding that are determined 

by the Chebyshev method, 
w - number of winding turns, 
MJ, MK - scale current and clearance coefficients, 
respectively,

1 2

Figure 4 Estimated area (1) and magnetic flux density 
distribution in the generator (2)

Figure 5 Values of flux linkage obtained as a result  
of calculation

Figure 6 Values of the force obtained as a result  
of calculation



R E S E A R C H  O F  A  H Y B R I D  D I E S E L  L O C O M O T I V E  P O W E R  P L A N T  B A S E D  O N  A  F R E E - P I S T O N  E N G I N E   107

V O L U M E  2 2  C O M M U N I C A T I O N S    3 / 2 0 2 0

Figure 7 Flow diagram of free piston engine operation 
in compression mode: ESS - energy storage system, ICS - 
internal combustion system, EC - electronic commutator, 
LEMC - linear electromechanical converter, U

ess
 - supply 

voltage of EC from ESS, U
s
 - armature supply voltage, I

m
 - 

engine current, F
el
 - electromagnetic force, F

r
 - ICE resistance 

force, V
p
 - piston speed

Figure 8 Flow diagram of free piston engine operation 
in operating motion mode: U

out
 - output voltage of EC for 

charging ESS, E
g
 - generator voltage, I

g
 - generator current, 

F
rg
  - generator resistance force, F

d
 - force generated by the 

working gases of a diesel engine, V
p
 - piston speed

Figure 9 Free piston engine operation flow chart
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Figure 10 Free piston engine operation simulation results:  
1 - force of ICE, 2 - force of linear EMC
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4 Conclusions

 The use of a free piston engine with a linear generator 
of electromagnetic type as a diesel locomotive power 
plant is proposed. The suggested design has fewer parts 
and allows excluding the appearance of lateral forces 
acting on the piston. As a prototype and for the purpose 
of unifying the engines, the K6S310DR diesel engine from 
the ChME3 diesel locomotive is taken as a basis. Under 
the conditions of the greatest approximation of the 
forces of the internal combustion engine and the strength 
of the linear generator, the configuration of the generator 
is chosen. As a generator a linear electromagnetic 
generator was employed. For this type of generator the 
change in magnetic induction depending on the position 
of the armature is inherent; for this reason, the values 
of force and flux linkage of the winding depending 
on the movement of the armature were calculated. 
The values obtained as a result of this calculation 
were approximated by Chebyshev polynomials to obtain 
continuous dependencies throughout the calculation 
section. Functional and structural schemes of the 
simulation model of the engine operation were drawn. 
In the MatLab package environment, the suggested 
system was simulated and the graphs of the realization 
of the forces of the ICE and LEMC were obtained. The 
useful power of the diesel engine was 207.6 kW, and for 
the generator 152.3 kW, while the coefficient of the full 
utilization of the diesel power was 73.36%.

The suggested design of the power plant is 
a promising direction in the development of transport 
engineering. The use of different types of linear EMCs, 
in the future, allows us to work not only on two-stroke 
cycles of a diesel engine but also on other, more efficient 
thermodynamic cycles.

supply it in an engine mode, was used as an energy storage 
device.

As a result of the simulation, oscillograms of the 
forces of one module generator, that includes one cylinder 
of K6S310DR diesel engine and one linear generator, are 
obtained (Figure 10).

The difference between the voltage values on the 
capacitor at the beginning of the cycle and at its end was 
34 V; the average speed of the piston was 10 m/s. Based on 
the obtained diagram (Figure 9), according to Equations (5) 
and (6), the useful powers of the ICE cylinder and linear 
generator were calculated:

P F x dx F x dxexpdies

x

x

comp

x

x

min

max

min

max

= -^ ^h h# # , (5)
where:
x

min
 - minimum piston movement,

x
max

 - maximum piston movement,
F

exp
 - ICE force during expansion stroke,

F
comp

 - force required to compress the fuel-air mixture.

P F x dx F x dx
x

x

x

x

gen gen eng

min

max

min

max

= -^ ^h h# # , (6)

where:
x

min
 - minimum piston movement,

x
max

 - maximum piston movement,
F

gen
 - EMC force during a power generation mode,

F
eng

 - EMC force in engine mode.
For the diesel engine, the useful power was 207.6 kW, and 

for the generator 152.3 kW. 
The coefficient of the full utilization of the diesel 

engine power, which is equal to the ratio of the generator 
power to the diesel engine power, was 73.36%. At the same 
time, the fuel explosion energy not used by the generator 
is accumulated in the spring, which allows increasing the 
starting force of the EMC in the engine mode.
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2 Procedure for parameter extraction

This work aims to achieve inductance, L, and 
resistance, R, it means, the parameters of the the equivalent 
circuit for the analysed inductor to obtain the output 
voltage and current waveform for an input triangular 
current excitation utilised in the inductor component. 
The inducatance and the resistance connect in series. L 
depends on the excitation current, I=f(L,I), and R depends 
on the I

rms
 and frequency, R=f(I

rms
, freq.) being non linear 

components.
To develop the parameter extraction, a 3D component 

without simplifications was analysed using FEM analysis 
(Transient Solver with 2% energy error in Maxwell Ansys 
to obtain the convergence), which involves three different 
steps: pre-modelling, simulation and post-modelling phases. 
If the computational limitations do not allow convergence 
in the FEM simulation, a simplification model is described 
in [15].

L was estimated applying a triangular current and the 
BH data [16] in the pre-modelling that characterizes the 
core material. After the simulation, the L-I curve described 
in [17] can be defined the following parameter (ϕ-I curve):

L I
dI
dz

=^ h , (1)

where ϕ is the magnetic flux.
R was derived during the post- modelling step R-I

rms
 

curve as described in [17]:

1 Introduction

Ferrites (3C90) are common used due to their losses 
data and permeability characteristics [1-6] in power 
converters. These components have non-linear behaviour 
that needs to be added in electromagnetic analysis to 
develop a transient simulation of these power converters 
[7-11]. Models of these magnetic components can be found 
in the bibliography [12-14], However, non-linear models 
that represent non-linear behaviour is an an absence of 
power converterfield. An electrical-magnetic model of 
a ferrite inductor valid for triangular current excitations 
is presented for a 15 kHz to 1 GHz frequency range (the 
range of switching frequencies used by power electronic 
converters based on Si, SiC or GaN semiconductors) with 
different signals to include the saturation status in the 
analysis. 

The core for the inductor component analysed in 
this work was toroidal because they are common in 
transformers and inductive components, they do not have 
symmetry and they cannot be solved using Maxwell’s 
equations in either 1D or 2D finite element analysis (FEA).

A comparison between sinusoidal and triangular 
excitation currents for the inductor component is included 
in the analysis as well.

Section II explains the FEM procedure, Section 
describes the signals used in this study and Section IV is 
the definition of core loss used for the scripts in the FEM 
software. At the end, the conclusions from the FEM results 
are presented.



E Q U I V A L E N T  E L E C T R I C A L  M O D E L  O F  A N  I N D U C T O R  E X C I T E D  B Y  A  T R I A N G U L A R  C U R R E N T . . .   111

V O L U M E  2 2  C O M M U N I C A T I O N S    3 / 2 0 2 0

Re
I

J dvR J1 1 *
ij

V
io jo

0
2 $ $v= v v_ i### , (4)

3 Signals description

3.1 Triangular signals 

Different triangular signals (type A and B) were 
analysed. 

Signal type A is a triangular signal with different offsets 
and type B is a triangular signal with the same offset, 
varying the peak value. See Figures 2-3. In total, 9 different 
triangular signals were analysed.

The I
rms

 for each analysed signal are indicated in Table 
1, where A.3, A.4 and A.5 produce core saturation according 
to the manufacturer’s datasheet.

3.2 Sinusoidal signal 

The sinusoidal signal selected for comparison with 
the triangular signal is shown in Figure 4 and Table 2 for 
the I

rms
 of this signal and the corresponding triangular 

signal. Signal C.1 was set to have the most similar rms 
value with the triangular signal chosen (signal A.1). All 
the signals shown are repeated from the frequency range 
studied.

R P
Irms2

= , (2)

where P is the average value of the power and I
rms

 is the 
rms value of the current. 

The equivalent resistance of a magnetic component is 
normally defined as the resistance for a sinusoidal signal 
instead of a triangular current signal. Nevertheless, the 
resistance discussed in this work is the average resistance 
for a triangular signal in a transient analysis developed by 
FEM.

The inductor component studied is shown in Figure 
1(a) (Model 1). This model is valid for saturation and non-
saturation status.

In the case of non-saturation and core linear behaviour, 
it is possible to add the R and L for the winding in the model. 
See Figure 1(b) (Model 2). These parameters were obtained 
during the 3D FEM post-modelling, using the procedure in 
[18] and Equations (3)-(4) to obtain the coefficients for any 
frequency range for the winding parameters considering 
a linear system because the superposition theorem was 
used for deriving the values of the parameters.

In summation, in saturation status, Model 1(a) is 
used because the core power loss is dominant over other 
parameters. Model 1(b) is selected for non-saturation 
including the winding parameters in the equivalent circuit 
of the inductor component.

ReL
I

B H dv1 *
ij

V
io jo

0
2 $= v v_ i### , (3)

                                                          
                                             a)                                                                                             b)

Figure 1 Equivalent circuit in Saturation and non-saturation: a) Model 1, b) Model 2
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Figure 2 Triangular signals, Type A
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4.1 Hysteresis loss

During each AC cycle, current flowing in the forward 
and reverse directions alternatively magnetizes and 
demagnetizes the core. Energy is lost in each hysteresis 
cycle within the magnetic core. Energy loss is dependent 
on the properties (e.g. coercivity) of the core material and 
is proportional to the area of the hysteresis loop [16]. The 
calculation during post-modelling is defined by [20]:

ImP B H dV2
1 *

hysteresis
vol

$ $ $~= ^ h# , (6)

where Bv  is the magnetic flux density, H *v  is the complex 
conjugate of the magnetic field and ~  is the angular 
frequency.

4.2 Eddy current loss

An eddy current is an electric current set up by an 
alternating magnetic field. Thus, if the core is manufactured 

4 Determination of the core power loss

The core loss calculated by Maxwell Ansys uses the 
Steinmetz equation with parameters defined by Ansys or 
modified by the user. This formula presents several issues, 
the method is only for static, does not predict important 
frequency/rate dependency and, in addition to linear 
dynamics, does not capture non-linearity in excess loss 
[19].

Nevertheless, Ansys Maxwell permits calculating the 
power loss separately (5), including the hysteresis loop data 
in the pre-modelling by transient analysis solver.

P P Pt hysteresis eddy= + . (5)

There is another loss, P
anomalous

 (loss due to the 
material properties modification due to the eddy 
current); however, for this particular case, it is negligible 
for the eddy current produced in the ferrite core 
component.

Table 1 RMS value for different signals

Signal Name I
rms

 (A) B(T)

A.1 1.286 0.244

B.1 1.570 0.292

B.2 1.856 0.341

B.3 2.141 0.365

A.2 2.286 0.333

B.4 2.426 0.382

A.3 3.286 0.4

A.4 4.286 0.444

A.5 5.286 0.462

Table 2 RMS value for triangular/sinusoidal signal

 A.1 C.1

I
rms

 (A) 1.286 1.354
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Figure 4 Triangular signals, Type A, and corresponding sinusoidal signal, Type C
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5 Analysis using 3D FEM 

The selected Toroidal component core, C107.65.25 with 
1 winding (4 turns with 1˚ lateral distance) using a 3C90 
material, has been chosen because it is a non-symmetric 
component [15] and 3D FEM analysis has more precision 
than 2D FEM analysis, see Figure 5.

The FEM analyses were performed with the 
magnetization choice selected for the core in the FEA tool 
solver to apply Equations (6)-(9) for calculating the losses.

The results for the 9 different triangular signals are 
shown in Appendix I, where the losses (hysteresis and 
eddy) and the magnetic field density peak for the different 
cases are presented. The hysteresis losses from signal Type 
A become linear at high frequencies when the I

rms
 increases 

due to the magnetization impact. The hysteresis losses 
reach larger peaks than Type B for cases where the peak 
current value is the same.

The eddy losses (surface) suffer an inrush effect to get 
to a constant value for Type A signals. Type B signals do not 
reach the saturation state on the core surface.

The eddy losses (core) have a sinusoidal behaviour 
according to the current for both types.

Since the analyses were developed from 15 kHz to 1 
GHz, they can be used to calculate the dissipated energy. 
See Appendix II, where the energy from hysteresis losses 
and eddy current losses are shown. It is evidence that 

with a conductor material, the eddy current losses arise 
modyfing the flux and producing circulatin current into the 
core. Eddy current loss depends upon the rate of change of 
flux as well as the resistance of the path. According to the 
theory, it expects that the loss changes with the square of 
both the maximum flux density and frequency if the core 
has been mmanufactured withferromagnetic materials.. 
These currents, circulating in the core material cause 
resistive heating in this material [20]:

ReP J J dV2
1 *

core
vol

$ $v= ^ h# , (7)

where J is the current density, J* is the complex conjugate 
of the current density and v  is the material conductivity 
for the core. For the core surfaces, the eddy loss is given 
by [20]:

P H H ds8
*

surface
O r

t t$ $
~n n

=
v
# , (8)

where Htv  is the tangential component of Hv  on the 
boundary and H *tv  is the complex conjugate tangential 
component of Hv  on the boundary.

Consequently, the total eddy current loss is defined as:

P P Peddy core surface= + . (9)

Table 3 Dissipated energy vs Irms

B(T) 0.244 0.292 0.341 0.365 0.333 0.382 0.4 0.444 0.462

I
rms 

(A) 1.286 1.570 1.856 2.141 2.286 2.426 3.286 4.286 5.286

E
surf 

(J) 0.063 0.122 0.163 0.173 0.37 0.265 0.71 1.497 1.723

E
core 

(J) 2E-12 3E-12 5E-12 8E-12 4E-12 1E-11 8E-12 1E-11 2E-11

E
hys 

(J) 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0027 0.0035 0.0041

Table 4 Values of coefficients for k vs Irms

k
S

k
C 

k
H

Non-saturation 0.036 - Irms.2 5 2 . 10-12 . Irms.1 4 0.0001

Saturation 0.036 - Irms.2 5 2 . 10-12 . Irms.1 4 0.0008 . I
rms

 

Figure 5 Inductor analyzed



114  G O N Z A L E Z  e t  a l .

C O M M U N I C A T I O N S    3 / 2 0 2 0  V O L U M E  2 2

independent of the saturation; however, the hysteresis 
energy suffers a tendency to change when the core is in 
saturation.

The magnetic density peak for each signal according 
to the I

rms
 has been plotted in Figure 6 to demonstrate that 

there is a linear relationship between z  and I
rms

 for the 
analysed inductor.

The comparison of the hysteresis and eddy losses 
between the triangular signal (A.1) and the sinusoidal (C.1) 
is shown in the Figures 7-9. The tendency of the hysteresis 
loss of Signal C.1. is similar to the loss of Signal A.1. The 
values of the losses are in agreement with the I

rms
 of the 

signals. The values for the eddy losses from the core have 
similar values and are negligible from the eddy losses from 
the surface. The loss due to the eddy current for the core 
surface is larger in Signal C.1.

Since electronics engineers design inductors for 
working at a defined operation point in terms of frequency, it 
is necessary to have a dedicated analysis for this frequency 
operation point to obtain the difference for the output 
voltage for different signals.

In saturation status, the inductance (1) and resistance 
(2) for the core can be introduced in the simulator PSIM to 

dissipated energy from eddy currents has a linear tendency 
but the energy from hysteresis currents has a quadratic one 
with the frequency.

See Table 3 for the dissipated energy by nature 
and corresponding core peak magnetic field density 
produced. At this point, the dissipated energy for the 
inductive component versus frequency can be predicted. 
Mathematical regressions from the energies results from 
the FEA tool were calculated; thus, the eddy current is 
divided into the energy at the boundary (10) and the core, 
(11) and the energy for hysteresis is defined in (12).

E k fsurface S $= . (10)

E k fcore C $= . (11)

E k fhys H
2$= . (12)

The dissipated energy for the component built with 
ferrite can be calculated by summing the energies (10)-(12). 
The specific coefficients, k

S
, k

c
 and k

H
, are indicated in Table 

4 for saturation and non-saturation status for the core used 
in this analysis and f is the frequency. Based on the results, 
the dissipated energies from the eddy current are equal 
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Figure 6 Relationship between z  and I
rms 
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for eddy losses and quadratic for hysteresis losses. The 
specific coefficients for the case shown in the paper are 
dependent on the I

rms
 and independent on the triangular 

shape excitation.
A comparison between the triangular and sinusoidal 

waveforms is presented along with the long-term effect that 
is not dependent on the signal nature and depends on the 
value of I

rms
.

The original contribution of this study is the capacity 
to modify the electrical parameters in the simulator 
PSIM according to the frequency point and I

rms
 using the 

conclusions in this paper, as indicated in Equation (13) and 
Figure 6 where the evolution of R and L for the Toroidal 
inductor depend on the frequency and current, without 
developing a new 3D FEM analysis to calculate the output 
waveforms.
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Appendix

Appendixes I and II where the evolution of the core 
loss and magnetic field density are plotted depending on 
the input current used for the FEM analysis are at the end 
of the paper.

obtain the voltage and current waveforms. If the core is not 
saturated, the winding inductance (3) and resistance (4) 
needs to be added into the model inductor in the simulator 
for a defined frequency range. 

The original contribution of this work that it can modify 
the electrical parameters from one operating frequency 
point and I

rms
 to another without performing any FEM 

simulation using:

P T
E= , (13)

where E is E
surface

+E
core

+E
hys

, calculated previously, and T 
is 1/f to obtain the resistance. The inductance modification 
according to the frequency and I

rms
 is shown in Figure 

6 with a linear relationship. With these results, it comes 
back to Equations (1)-(2) to obtain R and L at the desired 
frequency and signal for the core.

6 Conclusions

A model of an equivalent electrical circuit y designed 
for inductors made with 3C90 core used with triangular 
waveforms is presented in this manuscript.

The electrical parameters for the core and the coil, 
depending on the saturation status, have been estimated 
using a 3D FEM-model from 15 kHz to 1 GHz. The 3D model 
was used to involve all the high-frequency effects in the 
analysis that cannot be calculated in 2D.

This work focused on the behaviour of the core power 
loss for toroidal components excited by triangular signals 
(9 different triangular signals were selected).

Determining the core power loss was divided by nature 
and they were not calculated for the Steinmez Equation.

The first conclusion of this paper is that the tendency 
of the energy dissipated is linear with the frequency 
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wind is sufficient) can cause those individual axles cannot 
be detected with a high success rate.

 In the traffic industry, fiber-optic sensors represent 
an alternative monitoring technique used to analyze basic 
parameters such as vehicle detection, traffic density, speed 
measuring or even vehicle weighing. The main advantage 
of these sensor types lies in their small size and weight. 
If suitable materials are used, the sensors are resistant 
to electromagnetic interference (EMI). They also offer 
a possibility of remote measuring evaluation (place of 
measurement is separated from the place of evaluation) with 
regards to the power of radiation source and attenuation 
of a connected optical fiber (between the sensor and 
evaluating unit). The telecommunication sector has brought 
significant development of optical fiber components and 
items of which most can be used for sensor applications. 
Therefore, the final price of the proposed sensor system is 
admissible.

2 State-of-the-art

In this section, we provide an overview of sensor 
types oriented to railway transportation. Monitoring of 
the track occupation was the primary task of sensor 
deployment in this sector. The classic approach uses 
track circuits and operates on the principle of separated 
parts of track division (so-called blocks). When a train 
is passing via the block, a circuit is created between the 

1 Introduction

In order to maintain the safety of railway operation 
(tram or train), it’s necessary to know the exact position and 
number of carriages within a rail vehicle. Nowadays, wheel 
detectors or axle counters are used for this purpose. They 
are characterized by relatively old technology methods with 
gradual descending reliability. Since these methods do not 
meet the contemporary criteria, many research teams try 
to find alternative approaches. One of them - fiber-optic 
sensors - seems to be a potential solution.

Research cooperation between the Faculty of Electrical 
Engineering and Computer Science (Czech Republic) and 
Faculty of Operation and Economics of Transport and 
Communications (Slovakia) has brought several interesting 
research outputs in this field [1-4]. This paper directly 
follows and extends our previously published study [2] in 
which we present interferometric sensor primarily used 
for tram vehicle detection, as well as for detection of 
frequencies generated during trams passage. We point out 
the ability to detect individual tram axles. Since the sensor 
sensitivity was originally not created for the detection of 
wheels and axles, the detection veracity was low (less than 
50 %). Figure 1 shows the comparison of the tram (the 
same type of tram) passage detection obtained through the 
sensor described in the paper [2] and via the same sensor 
[2] in another day (individual axles cannot be identified). 

It can be seen that the sensitivity of the sensor is not 
sufficient, and influences like the weather (the stronger 



120  N E D O M A  e t  a l .

C O M M U N I C A T I O N S    3 / 2 0 2 0  V O L U M E  2 2

was fixed on the glass pad, and the authors proclaimed 
that they reached a higher sensitivity level. The research 
papers [16-17] proposed a system based on 5three-armed 
Mach-Zehnder interferometer consisting of one or more 
passive fiber trackside sensors and x86 family of instruction 
set architecture microprocessor. The system is able to 
measure traffic density within the rail transportation. In a 
study [18], a research team led by professor Li used fiber-
optic Michelson interferometer for tram detection. With 
a total of 1435 passages in a selected tram, they obtained 
a 100 % success ratio. Paper [19] deals with an acoustic 
fiber-optic sensor for monitoring of the railway network 
from an extensive distance grounded on an interferometric 
connection. The paper [20] pointed out the use of a fiber-
optic interferometer for the perimetric applications. The 
authors created a sensor based on the Mach-Zehnder 
interferometer to detect vibration response generated by 
people moving around the sensor. According to the authors, 
sensor can be useful for traffic density monitoring, but it 
has not been tested in real situations yet.  

A notable contribution was presented by the paper 
[21]. Its authors used the interferometric sensor for the 

rails, which leads to recognition of the train within the 
block [5-7].

Another solution is based on wheel detectors or axle 
counters that require the flange for contact connection. This 
system is typically used not only for train identification, 
but also for detection of speed and direction [8-10]. The 
Light Detection and Ranging (LIDAR) instrument (installed 
close to the rails) emits rapid laser signal (thousands of 
pulses per second) and gathers signals bouncing back 
from obstacles. This tool can measure the train speed, 
the curvature of the track or the train position [11-14]. 
The European Train Control System (ETCS) is a current 
signaling and controlling system. Transceiver Eurobalise 
is installed between rails of each track. This element 
transmits information to the train, and it is energized by the 
power from the train antenna [12-14].

Only a few published papers have focused on the 
usage of fiber-optic interferometric sensors for traffic 
applications so far. An interesting study is presented in 
[15], in which the authors show measurements from a 
fiber-optic interferometer to detect trains in the Prague 
subway system. The measuring arm of the interferometer 

Figure 1 Comparison of tram vehicle detection; (a) successful tram axles detection described and presented in paper [2],  
(b) results from another day recorded by the same sensor presented in paper [2] (individual axles cannot be identified)
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third part explains phase changes caused by the source of 
radiation. 

The following equations are related to the Mach-
Zehnder type interferometer (hereinafter referred to as 
M-Z). The input intensity of the M-Z type interferometer 
that has been used is specified by the Equation 2, and it is 
related to an electrical current that uses the optical sensor 
also known as a photodetector.

cosI I n L L2 1 2
0 1 2m

r= + -^ h: D& 0 , (2)

where L
1 

and L
2 

represent the length of measuring and 
reference arm of the proposed sensor. The expected 
signal (caused by the passing tram vehicles generating 
low vibration frequency response ω) on the output of the 
photodetector can be expressed by Equation 3:

cos sini I td s0# #f a { { ~= +^ h , (3)

where f  represents the sensitivity of the photodetector, 
I

0 
represents the medium signal value, α represents losses 

(primarily caused by the instability of the light polarization) 
on the interferometer, d{  

 represents the changing 
phase shift, s{  

is the duration of the amplitude, and ω 
represents a low vibration frequency response applied to 
the measurement arm of interferometer [22-24].

3.2 Proposed interferometric sensor and evaluation 
part

Figure 2 shows a diagram scheme of the proposed 
interferometric system. Used 3 Hz high-pass filter (HP) was 
used to filter out the DC (direct current) and low frequencies 
(temperature influences). Diagram scheme further consist 
of photodetector PbSe (photoconductive lead selenide 
photodetector), DFB (Distributed Feedback) laser (LD) 
with central wavelength 1550 nm and output power of 10 
mW, and an A/D (Analog/Digital) converter (type NI-USB 
6210 measuring device by National Instruments with 
sampling frequency 500 S/s).

The published results derived from our papers [1-4] 
served as a basis to design a part of the sensor. In these 
papers were tested various covering and damping materials 
for reference arm, as well as different fiber protection, and 
suitable forms of photodetectors and lasers. Innovative 
aspects in this paper related to the proposed sensor include:
1. Storing of the measuring (spiral) and reference fiber 

(spiral).
2. Storing of both couplers.

utilization of road information, such as vehicle type or its 
speed. Optical fiber had been fixed on the road surface, 
and in order to increase the sensitivity, an optical Fabry-
Perot (F-P) fiber interference was selected. None of the 
above-mentioned publications is primarily focused on the 
detection of individual axles or wheels of tram vehicles 
with regard to fiber-optic technology. 

Our paper proposes innovative interferometric sensor 
based on Mach-Zehnder two-armed interferometer, when 
by the specific construction of measuring and reference 
arms, storing both couplers, and innovative design changes 
of the sensor measuring part led to increased sensibility 
in such a level that individual axles of tram vehicles could 
be detected with high accuracy of more than 99 %. Sensor 
functionality was performed by a long measurement period 
lasted for 17 days in various climate conditions, observing 
642 tram vehicle passages in real urban traffic of Ostrava 
city (Radvanice street, Czech Republic). As shown in the 
results below, the success rate of the detection of individual 
axles was 99.46 % regardless of the type, weight, and length 
of the tram vehicle.

Below we present the basic parameters of the proposed 
interferometric sensor in Table 1. This table shows the 
comparison of construction parameters and total prices. 
Our novel proposed sensor has a higher frequency range 
while having a smaller size and less weight than the sensor 
mentioned in paper [2]. Also, the price is lower due to 
changes in sensor design (the price is calculated based on 
the choice of individual components that were purchased 
individually).

3. Methods

3.1 Fiber-optic interferometry background

The interferometric sensors are based on the well-
known physical phenomenon called interference. The 
practical output of this paper lies in a two-arm interferometer 
that allows detecting superpositions of two waves that have 
traversed various distances while having different phases. 
We distinguish three basic parameters which can influence 
the result phase changes according to the Equation (1):

n L L n nL2 2 2 1
2T{ r

m
d r

m
d r

m
dm= + - b l . (1)

Based on the above, wave phase T{  change depends 
on the length of L path, as well as on refractive index n and 
wavelength λ. As for the Equation 1, its first and second 
parts describe phase changes in measuring arm, while the 

Table 1 Summary of the basic parameters of the mentioned fiber-optic sensors

Type of sensor Frequency range (Hz) Size (mm) Weight (kg) Price ($) Sensor

Actual 4-160 400 x 350 x 95 1.4 350

from paper [2] 2-100 500 x 500 x 130 3 500
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of signal to eliminate the noise is included), the final output 
is a tram passage recording as depicted in Figure 6 and 7 
in time and frequency domain. A prototype of the created 
interferometric sensor is shown in Figure 3.

The most significant construction change was the 
creation of separate segments for both measuring and 
reference parts, with both couplers being moved into the 
measuring part. This solution helped us to achieve higher 
phase differences between the measuring and reference 
arms of the interferometer. Measuring part was completely 
encapsulated into a 1 cm high layer made from epoxy resin, 
which resulted in maintaining the optimal ratio of Young’s 
modulus of elasticity and density, as well as effective 
transmission of vibration-acoustic response induced by 
tram vehicle passage via the measurement fiber.

4 Experimental measurement

The experimental measurement took place in the 
peripheral part of Ostrava city (Radvanice), where we 
had official approval to conducted real measurements. 
The measurements were performed under the various 
climatic conditions (measurement period lasted from April 
to September 2019). Figure 4 shows the measurement 

3. Modified length of measuring and reference arm to  
3.5 m.

4. Complete encapsulation of the measuring part into one 
cm high epoxy resin layer.

5. Removing the glass pad (resonator) that was part of 
the measuring section [2] - now the measuring arm is 
stored on a 1 mm thin PVC (polyvinylchloride) layer 
(based on the laboratory measurements), from which 
the waterproof protective box is made.
Applying of this construction design solution allowed 

us to reach such a level of sensor sensitivity increase, 
that even simple two-arm interferometer could detect 
individual tram vehicle axles (including tram wheels). In 
our design model, we chose classic telecommunication 
fibers of G.653 type. The input and output interface was 
created by screwing connectors FC/APC that secured 
fixed connection and minimal attenuation. Based on the 
previous research [4] and [16], we decided to use optical 
couplers with a coupling ratio of 1:1 (tolerance +/- 5 %). 
The prototype was covered with a waterproof box. A 
software application has been developed and enhanced 
[2] for processing and visualization of the measured data 
within the LabVIEW environment (National Instruments, 
Austin, TX, USA). The application loads raw signal from the 
measuring card, the next step is processing part (filtering 

Figure 2 A diagram scheme of the proposed interferometric system

                                                    a)                                                                                                 b)

Figure 3 a) A photo of the proposed interferometric sensor; b) diagram scheme of the proposed interferometric sensor
Numeric signs explanation: 1. Reference part (height 8.5 cm), 2. Measuring part (height 1 cm), 3. Both couplers,  

4. Protective PVC waterproof box, 5. I/O interface (FC/APC connectors).
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Figure 4 A diagram scheme of measuring situation

 a) b) c)

Figure 5 Tram vehicles photos were taken during the measuring process (the red circle labels  the position of the sensor)

a)

b)

Figure 6 Recording of passage for tram vehicle with two axles, respective 4 wheels (type Vario LFR);  
a) time record b) frequency record
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Figure 7 (a) shows an example of the time recording 
of passage for tram vehicle with 3 axles (6 wheels). The 
graph shows 3 groups with 6 individual maxima, each one 
corresponding to 1 wheel. Figure 7(b) depicts the measured 
frequency spectrum that corresponds with the values 
presented by the technical standard in [27].

It is obvious that our proposed sensor is able to detect 
individual axles and wheels with sufficient accuracy (please 
see summary in Table 2). The individual maxima (Figure 
6 and Figure 7) correspond with the number of wheels. 
Table 2 summarizes the measurement results, measurement 
dates, as well as the weather conditions (we defined 4 basic 
types: sunny, cloudy, windy and rainy), further Number 
of passes (-) of trams, Wrong detection (-) and Detection 
success (%).

5  Discussion

While performing the measurements, we identified 
certain limitations. If tram vehicles meet at the measurement 
point (passing in the opposite direction), sensor does not 
have to distinguish individual axles successfully. This case 
happened only two times during the whole measurement 
period. In case of bad weather (heavy rain and windy), 
from the obtained signal, we were not able to recognize the 
individual axles. This also happened two times. Since the 
testing was done from April to September, we did not have 
a chance to test the sensor in winter conditions. We plan to 
continue with the data collection and prepare our system 
for adaptation in low temperatures and snow cover, which 
is going to be the primary task of our next study.

Given the fact that the proposed sensor consists of 
conventional fibers and FC/APC connectors, it could be 

scheme. Tram vehicles speed was reaching 40 - 75 kph 
(in accordance with the infrastructure limits). Distance 
between the sensor and the rail foot was set to 3 m. This 
parameter had been defined as a minimum value for safety 
operation by Czech technical standard (see CSN 31 1500, 
second edition) [25]. Three types of tram vehicles operated 
on this testing path, namely Vario LFR (a), Stadler Tango 
NF2(b) and Inekon 2001 TRIO (c) with 2 or 3 axles (4 or 6 
wheels). Figure 5 shows real photos of these tram vehicles 
taken during the measurement period. Measurements were 
performed on the rail closer to the sensor, as depicted in 
Figure 4.

The interferometric sensor is placed on the left bottom 
(red labelled), 3 m from the rail foot (Figure 4). During 
all measurements, the individual types of tram and the 
number of wagons were calculated manually (reference), 
detailed information about the tram axles and wheels is 
freely accessible in [26]. The detection was considered 
successful when the sensor detected not only axles but also 
the number of wheels for each axle.

Figure 6 (a) shows an example of the time recording 
of passage for tram vehicle with 2 axles (4 wheels). The 
X-axis represents the time (s), Y-axis reflects the voltage 
amplitude (V), and it is directly proportional to light 
intensity caught by the used photodetector. Individual 
maxima (red labelled) indicate the axles (number of 
wheels) of the individual tram vehicles. Figure 6 (b) 
shows the measured frequency spectrum for individual 
tram vehicles, and its values correspond with the standard 
published in [27].

This standard defines the frequency range which can be 
generated by rail vehicles during their passage, as presented 
in paper [2]. In this case, X-axis represents the frequency 
(Hz) and Y-axis represents the voltage amplitude (V).

a)

b)

Figure 7 Passage recording for tram vehicle with 3 axles / 6 wheels (type Stadler Tango NF2); 
a) time record b) frequency record
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vehicles. We have proposed an interferometric phase-based 
Mach-Zehnder sensor which works on the principle of 
light interferences within optical fibers. We performed real 
deployment based on the measuring of 642 tram vehicles 
during the long-time period of April - September 2019 in 
different climatic conditions. The successful detection rate 
of axles and wheels reached above 99 %. Characteristic 
features of the proposed solution are low price, practical 
construction, as well as the possibility to evaluate remotely 
information thanks to the connection via dark optical fibers 
located alongside the rail infrastructures.
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connected to dark telecommunication fibers along the 
rail infrastructures. Measurements evaluation could be 
performed remotely (laboratory tested distance was up to 2 
km), the main limitation here would primarily be related to 
the fiber type for interconnection between the sensor and 
evaluation unit, and also to the power of radiation source. 
The improved sensitivity to axle detection is significantly 
higher in comparison to the sensitivity presented in our 
previously published paper [2]. Innovative construction led 
to an increase in the frequency range, but also to weight, 
size and price reduction. Another important advantage of 
our solution is that the system does not require installation 
into the rails (in comparison to other conventional systems 
[5-7]). During the measurements, we had to observe the 
minimum distance of 3 m from the rail according to [25], 
but a higher sensitivity of the sensor can be expected if the 
sensor will be placed closer to the rail.

 Our future plans include the detection of flat wheels 
because this is the current and discussed topic. Flat wheels 
can cause travellers’ discomfort and damages to tram axles 
[28-29].

The sensor has been tested in tram traffic; we assume 
that it will be possible to use it in classic train traffic (it is 
problematic to obtain a permission for measurement). Also, 
this will be one of the primary tasks of our next study.

6 Conclusion

This paper deals with the alternative usage of fiber-optic 
technology in the public transportation sector, especially 
for the detection of axles and individual wheels of tram 

Table 2 Summary of realized measurements

Day / Month / Weather Number of Passes (-) Wrong Detection (-) Detection Success (%)

1 / April / cloudy 38 0 100

2 / April / windy 41 0 100

3 / April / sunny 36 0 100

4 / May / rainy 44 2 99.12

5 / May / rainy 28 0 100

6 / May / sunny 17 0 100

7 / June / cloudy 29 0 100

8 / June / sunny 47 1 99.53

9 / July / sunny 53 0 100

10 / July / sunny 25 0 100

11 / July / sunny 36 0 100

12/August / cloudy 39 0 100

13 / August / sunny 43 0 100

14 / August / sunny 52 0 100

15 / September / rainy 56 0 100

16 / September / windy 31 1 99.69

17 / September / windy 27 0 100

Summary 642 4 99.37
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Esra'a Alkafaween - Ahmad B. A. Hassanat

Genetic algorithm (GA) is an efficient tool for solving optimization problems by evolving solutions, as it mimics the 
Darwinian theory of natural evolution. The mutation operator is one of the key success factors in GA, as it is considered 
the exploration operator of GA. 

Various mutation operators exist to solve hard combinatorial problems such as the TSP. In this paper, we propose 
a hybrid mutation operator called "IRGIBNNM", this mutation is a combination of two existing mutations; a knowledge-
based mutation, and a random-based mutation. We also improve the existing “select best mutation” strategy using the 
proposed mutation. 

We conducted several experiments on twelve benchmark Symmetric traveling salesman problem (STSP) instances. 
The results of our experiments show the efficiency of the proposed mutation, particularly when we use it with some 
other mutations.
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TSPs are used in various applications, including: job 
sequencing, computer wiring, crystallography, wallpaper 
cutting, dartboard design, hole punching, overhauling gas 
turbine, etc. [6].

Over the years various techniques have been suggested 
to solve the TSP, such as genetic algorithm (GA) [7-8], hill 
climbing [9], nearest neighbor and minimum spanning 
tree algorithms [10], simulated annealing [11], ant colony 
[9], tabu search [12], particle swarm [13], elastic nets [14], 
neural networks [15], etc. Genetic algorithms are one of the 
algorithms that extensively applied to solve the TSP [16].

1.2  Genetic algorithm (GA)

GA is an optimization algorithm [17] that is classified 
as global search heuristic; it is one of the categories that 
form the family of the evolutionary algorithms, which 
mimics the principles of natural evolution [18]. GA is 
a population-based search algorithm, as in each generation, 
a new population is generated by repeating three basic 
operations on the population, namely, selection, crossover, 
and mutation [19]. GA has been used extensively in many 
fields, such as computer networks [20], speech recognition 
[21], image processing [22], software engineering [23], etc. 

A simple GA algorithm is described as follows [16]: 
Step1: Create a random population of potential solutions 
[24] consisting of n individuals (initial populations): The first 
phase of any GA is initial population seeding. It generates 
a first population randomly or by heuristic initialization as 

1  Introduction

1.1  Travelling salesman problem (TSP)

TSP is considered as one of the combinatorial 
optimization problems [1], that is easy to describe but 
difficult to solve, and it is classified among the problems 
that are not solved in polynomial time; i.e. it belongs to the 
NP-hard problem [2].

A solution of TSP aims at finding the shortest path 
(tour) through a set of nodes (starting from a node N and 
finishing at the same node) so that each node is visited only 
once [3].

The classic problem of a traveling salesman is an 
active and attractive field of research because of its simple 
formulation [2], and it was proved to be NP-complete 
problem, since no one found any effective way to solve an 
NP problem of a large size, in addition, many problems in 
the world can be modeled by TSP [4].

The TSP is classified into:
1. Symmetric traveling salesman problem (STSP): 

The cost (distance) between any two cities in both 
directions is the same (undirected graph), i.e. the 
distance from city1 to city2 is the same as the distance 
from city2 to city1. There are (N-1)! /2 possible 
solutions for N cities. 

2.  Asymmetric travelling salesman problem (ATSP): The 
cost between any two cities in both directions is not 
the same. There are (N-1)! possible solutions for N 
cities [5].



I M P R O V I N G  T S P  S O L U T I O N S  U S I N G  G A  W I T H  A  N E W  H Y B R I D  M U T A T I O N  B A S E D  O N  K N O W L E D G E . . .   129

V O L U M E  2 2  C O M M U N I C A T I O N S    3 / 2 0 2 0

experiments conducted, and discuss them. The conclusion 
is written in Section 5.

 

2 Background

Over the years, researchers have suggested several 
types of mutations to be used in various types of encoding, 
including: flip mutation, creep mutation and insert 
mutation [33], gaussian mutation, exchange mutation [34], 
displacement mutation [35], uniform mutation [1], inversion 
mutation [36] and some other types. 

Louis and Tang proposed a new mutation called greedy-
swap mutation, where two cities are chosen randomly from 
the same chromosome, and switching between them if the 
length of the new tour obtained is “better” (shorter) than 
the previous ones [37]. 

Potvin [2] and Larranaga et al. [8] presented a review 
of representing the TSP, explaining the advantages and 
disadvantages of different mutation operators. Soni and 
Kumar studied many types of mutations that solve the 
problem of travelling salesmen, including interchanging 
mutation, reversing mutation and scramble mutation [1]. 
Otman and Jaafar used reverse sequence mutation (RSM) 
and several types of crossover to solve the TSP [32]. Korejo 
et al, introduced a directed mutation (DM), this method 
used the statistical information provided by the current 
population to explore the promising areas in the search 
space [19].

Having such a large number of mutations, the problem 
becomes which mutation to use? As the problem lies in 
choosing the appropriate mutation. To answer this question, 
several researchers have developed new types of GAs that 
use more than one mutation at the same time [38-41]. 

Katayama et al. presented a promising GA for TSP, 
called a hybrid mutation genetic algorithm (HMGA), which 
employed a local search algorithm called stochastic hill 
climbing (SHC), in order to avoid falling into the local 
optima [42].

Hong et al. proposed a new GA, called dynamic genetic 
algorithm (DGA) in order to choose the appropriate mutation 
and crossover operators and their ratios automatically, this 
algorithm use more than one mutation at the same time, 
such as: uniform crossover, (0,1) change, inversion, bit-
change and swapping [43].

Hassanat et al. proposed 10 types of knowledge-based 
mutations; the most promising one is called “random gene 
inserted beside nearest neighbor mutation” (RGIBNNM). 
In addition, they proposed two selection strategies for 
the mutation operators called: “select the best mutation” 
(SBM) and “select any mutation” (SAM). They applied all 
mutations and strategies on several TSP instances [38].

Regardless the extensive research in this domain, there 
is no one mutation ideally suited for all TSP instances. Since 
no one method found in the literature that guarantees an 
optimal solution for any TSP instance. Therefore, there is 
still room for improvement in this domain.

input for the GA [25], such as: random, nearest neighbor, 
k-means clustering and initialization mechanism based on 
regression techniques [26].
Step2: Evaluate the fitness value f(x) of each individual, x, 
in the population.
Step3: Repeat the following three steps to create a new 
population until completion of the new population.
Step4: Selection phase: This is the process of choosing the 
best parents of the current generation in the community for 
mating, such as: roulette wheel, elitism and tournament.
Step5: Apply crossover with a certain ratio to create 
offspring: This process takes two parents (chromosomes) to 
create a new offspring by switching segments of the parent 
genes. It is more likely that the new offspring (children) 
will contain good parts of their parents, and consequently 
perform better as compared to their ancestors. There are 
many types of crossover, such as: modified crossover, 
uniform crossover and arithmetic crossover. 
Step6: Apply mutation with a certain ratio: This is where 
there is a change or a switch between specific genes within 
a single chromosome to create chromosomes that provide 
new solutions for the next generation, with the aim of 
obtaining the best possible solutions, and thus introduce 
a certain level of diversity to the population, and as a result 
this also does not fall into the local optimum [27]. There 
are many types of mutation such as: exchange mutation, 
scramble mutation, insert mutation and inversion mutation.
Step7: The previous operations are repeated until the 
completion criterion is met.

The performance of the GA is affected by several key 
factors, such as the population size, the selection’s strategy, 
the mutation operator used, the crossover operator used 
and the coding scheme [28-30]. In this paper, we focus on 
the mutation operator. 

Mutation operator plays an important role in the GA, 
where it helps to stimulate the GA to explore new areas 
in the search space [19]. It is an effective mechanism for 
preserving the diversity of individuals [28], where mutation 
provides variation in the population through random 
changes of individuals [29]. And therefore, overcoming the 
so-called premature convergence [31], also preventing the 
loss of genetic material [32]. 

In this paper, we propose a hybrid mutation operator 
called inversion RGIBNNM (IRGIBNNM) to provide an 
efficient solution to TSP, we use simple GA with mutations 
only; there is no other variable/parameter that controls 
the workflow of such a simple GA, as we want to examine 
the strength of the proposed mutation apart from the 
effect of other parameters; we compare the performance 
of this mutation with the performances of three existing 
mutations, and we used it with two other mutations to 
form a multi-mutations GA. The comparisons are made on 
symmetric TSP instances.

The organization of this paper is as follows. In Section 
2 we present some of the related work. In section 3, we 
present the proposed mutation, the existing two mutations 
and the mutation strategy. In Section 4 we describe the 
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customized to fit some other problems. This operator 
uses the idea of the nearest neighbor cities, where this 
mutation selects a random gene (city), and finds its nearest 
city (Ncity), then swap the random city with one of the 
neighbors of the nearest city. 
Example 3: suppose that the chromosome chosen for 
mutation is: 

B" E" C" A"D,    

as depicted in Figure 1. By applying RGIBNN: 
Step 1: Suppose that the city which has been selected at 
random is E.
Step 2: Find the nearest city to the random city, which is 
D according to the distance table. This city is called Ncity. 
Step 3: Now E is moved prior to D, and (B and C) are shifted 
to get a new chromosome
 
B" C" A" E"D.    

 

3.4  The proposed IRGIBNNM

We propose a hybrid mutation called: IRGIBNNM. 
In this mutation we combine two mutation operators, 

the inversion mutation and RGIBNNM. 
The IRGIBNNM initially applies the inversion mutation 

on an individual, and then the RGIBNNM is applied to the 
resulting individual. Thus, the new offspring benefit from 
both mutations’ characteristics, attempting to enhance the 
performance of both mutations, by increasing diversity in 
the search space, and therefore to provide better results. 
The IRGIBNNM is depicted by Example 4.
Example 4: Consider the following tour C: 

C=(5 3 10 9 8 1 2 7 4) with cost=19,   

as depicted in Figure 2. To apply IRGIBNNM: 
Select two random genes, e.g. the third and seventh 

genes.

A=inversion mutation C.    
 

The resulting offspring:

A=(5 3 10 2 1 8 9 7 4) with cost=18.2 (see Figure 3).  
 

Apply RGIBNNM A as follows: 
• Select a random gene from A, e.g. the random gene is 

the eighth gene, i.e. the random city is 7.
• Find the nearest city to the random city 7, which is 

city 3 in this case.
• Get a random city around city 3 in the range (±5) (e.g 

we determine the range of the number of cities close 
to the chosen city, so if we choose 3, we mean only 
the nearest 3 cities and then we choose one of them); 
e.g. city 9.

3  The proposed method 

In this section, we explain some of the existing 
mutation operators that are proposed for the permutation 
coded GA; these include slide mutation [44], inversion 
mutation [36] and RGIBNNM [38]. Moreover, we explore 
the strategy of choosing the best mutation; the SBM [38]. 
We also present the proposed hybrid mutation, which is 
nothing but a combination of the inversion mutation and 
the RGIBNNM, we call it IRGIBNNM.

3.1 Slide mutation

This mutation chooses two genes randomly, and then 
conveys the first to follow the second, and then shift the 
rest of the city, as depicted by Example 1.
Example 1: Consider the following TSP tour C:

 
C=(5 3 10 2 1 8 9 7 4 6).     
 

If the third gene 10 and the eighth gene 7 are randomly 
selected, then the sub tour is:

 
(2 1 8 9 7).      
 

The mutated tour will be: 
(Offspring)=(5 3 10 1 8 9 7 2 4 6).   
 

3.2  Inversion mutation

This mutation chooses two random genes, and then 
reverses the subset between them, as depicted by Example 
2.
Example 2: Consider the following tour C: 

C=(5 3 10 2 1 8 9 7 4 6).    
 

If the third and eighth positions are randomly selected, 
then the sub tour is:

 (2 1 8 9 7), 

and then reversed to be:

(7 9 8 1 2).     

The mutated tour will be:

(Offspring)=(5 3 10 7 9 8 1 2 4 6).   
 

3.3 RGIBNNM mutation

This mutation is a knowledge-based operator designed 
especially for the TSP problem. However, it can be 
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improvements on the initial tour, particularly when using 
IRGIBNNM or SBM strategy.

4 Experimental setup and result

To evaluate the performance of the proposed mutation 
(IRGIBNNM) and the new SBM strategy, we conducted 
several experiments on twelve TSP instances, each having 
the known solution (optimal). Those instances were taken 
from the TSPLIB [45], and they include: eil51, a280, bier127, 
berlin52, KroA100, KroA200, ch150, rat195, st70, pr125, 
pr226 and lin318. Same experiments, under the same 
circumstances were conducted to examine the convergence 
to a minimum value of each operator separately, including 
the other mutations (slide, inversion)

We have implemented the new SBM strategy the same 
as proposed by [38], but using three mutations only (slide, 
inversion, and the proposed IRGIBNNM), instead of several 
other mutations, considering the best offspring to be added 
to the population. To prevent duplication of chromosomes, 
if the new offspring is found in the population, we consider 
the lower quality offspring, and if all of the three offspring 
found in the population the operation (on that chromosome) 
is canceled.

Apply the exchange mutation on chromosome A by 
swapping the cities 7 and 9, as shown in Figure 4. The final 
output offspring becomes: 

 
Offspring=(5 3 10 2 1 8 7 9 4) with cost=(17.1). 
 

3.5  Select the best mutation (SBM)

This strategy applies various mutation operators 
simultaneously to the same individual, and from each 
mutation produces one offspring; the “best” offspring that 
does not already exist in the population is added to the 
population [38]. For TSP the “best” solution, is the one with 
the minimum distance.

In this paper, we used three mutations only (slide 
mutation, inversion mutation, and the proposed IRGIBNNM), 
instead using several other mutations as proposed by [38].

A larger example is shown in Figures 5 and 6, which 
depicts the implementation of four mutations, in addition 
to the SBM strategy for 80 random cities. 

A real data example is shown in Figure 7, which 
shows the implementation of the four mutations and 
SBM on a particular route of the TSP (eil51) taken from 
TSBLIB [45]. A closer look at Figures 5-7 shows significant 

Figure 1 Example of RGIBNNM

Figure 2 Example of particular tour C with cost=19

Figure 3 Example of applying inversion mutation on C to 
get offspring A with cost=18.2

Figure 4 Example of applying IRGIBNNM on A to get 
offspring with cost=17.1
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Figure 5 Implementation of the three mutations for 80 random cities: A) 80 random cities, B) slide mutation, C) inversion 
mutation

Figure 6 Implementation of the three mutations on the same random cities of Figure 5: D) RGIBNNM, E) IRGIBNNM, F) 
SBM strategy

Figure 7 The effect of applying the mutations on Eil51



I M P R O V I N G  T S P  S O L U T I O N S  U S I N G  G A  W I T H  A  N E W  H Y B R I D  M U T A T I O N  B A S E D  O N  K N O W L E D G E . . .   133

V O L U M E  2 2  C O M M U N I C A T I O N S    3 / 2 0 2 0

The operators are coded in VC++, and the computer 
specifications: 1.66 GHz processor PC with 2 GB of RAM.

The results of the mutations evaluated on 12 instances 
from the TSP are summarized in Tables 1 and 2. 

As can be seen from Tables 1 and 2, the best performance 
was recorded by the IRGIBNNM for 10 instances, followed 
by the inversion mutation, which also shows a better 
performance than both of the slide mutation and the 
RGIBNNM. The significant performance of the IRGIBNNM 
is justified by the exploiting of two mutations applied after 
each other on the same individual. The first provides random 
solutions and the second provides solutions based on some 
knowledge of the nearest neighbor. Randomness provided 
by the inversion mutation, and knowledge provided by 

In all experiments, our GA used the reinsertion method, 
which is an expansion sampling [46], where this method 
means, only the excellent half (from the new individuals 
and old generation) is selected as a population for the next 
generation. in other words, when creating a new generation, 
the old generation competes with the new individuals.

We repeated each experiment 10 times, the GA 
parameters used are as follows: the Population size=100, 
the probability of crossover=0% and all previous mutations 
occur 100%. The initial population is random based 
population seeding and selection strategy in all algorithms 
is random. The termination criterion is based on a fixed 
number of generations reached. For all of our experiments 
the maximum number of generations=2000. 

Table 1 Results of TSP instances obtained by inversion and slide mutations after 2000 generations

mutation type
inversion

mutation

slide mutation

instances optimal
best 

fitness
worst 
fitness

average 
fitness

best 
fitness

worst 
fitness

average 
fitness

eil51 426 440 453 446.1 469 583 503.9

a280 2579 9811 10119 9974.2 9532 10522 9917.4

bier127 118282 167565 183857 172867.4 177720 193326 185276.6

kroA100 21282 30310 33413 31925.3 31800 36279 34120.6

berlin52 7542 7769 8515 8038.1 8498 10154 9334.6

kroA200 29368 80906 84555 81958 74586 90348 83529.8

pr125 73682 151643 168468 161445.4 170304 218119 192498

lin318 42029 185852 192611 188931.6 176935 185899 181978.5

pr226 80369 331572 353613 342094.3 345027 377088 360239.9

ch150 6528 13006 13670 13425.1 13129 15221 13778.1

st70 675 758 815 783 787 1004 882.4

rat195 2323 5548 5955 5836.5 5420 6169 5774.8

Table 2 Results of TSP instances obtained by IRGIBNNM and RGIBNNM mutations after 2000 generations

mutation type IRGIBNNM RGIBNNM

Instances optimal
best 

fitness
worst 
fitness

average 
fitness

best 
fitness

worst 
fitness

average 
fitness

eil51 426 448 463 455.3 518 603 575.5

a280 2579 7313 7846 7507.9 6543 8307 7526.5

bier127 118282 156903 169657 164072.9 205820 254541 234760.2

kroA100 21282 25941 29218 27418.7 43474 53903 48077.1

berlin52 7542 8098 8705 8354.2 9639 11105 10296.1

kroA200 29368 59802 63911 62136.9 88409 109892 97125.7

pr125 73682 111055 127783 121013.5 213526 270814 235064.1

lin318 42029 132899 145109 136569.5 159856 178241 173127.6

pr226 80369 191049 234720 216699 288421 380900 322855.1

ch150 6528 10517 11396 11111.9 15071 18435 16774.2

st70 675 733 772 753.4 1058 1296 1222.1

rat195 2323 4321 4758 4554.2 6203 7492 7081.5
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average convergence (%)=1-((average fitness  
- optimal fitness)/optimal fitness)*100.  (2)

Figure 8 shows the convergence to the minimum 
value recorded by each mutation. Again IRGIBNNM shows 
faster convergence to the minimum value than the other 
two mutations on KroA100. This faster convergence is due 
to the same randomness and knowledge afforded by the 
IRGIBNNM.

Using the same GA parameters, the second set of 
experiments is conducted to measure the performance of 
the new SBM, and to show the effective use of more than 
one mutation at the same time by the GAs. The results are 
shown in Table 3 and Figures 9-11.

As can be seen from the results in Table 3, it is 
important to select the appropriate mutation, in particular 
for the SBM strategy, and in general for the GA, because 
the choice of those methods affects the results of the GA 

the RGIBNNM allow for more diversity of good solutions, 
which leads to better results. 

On result in Table 1 and 2 indicates that the SBM 
showed faster convergence to the minimum value followed 
by IRGIBNNM (at the level of mutation alone).

There are several performance factors used to 
investigate the significance of the importance of the 
different technique used to improve any GA, such as: 
computation time, error rate and average convergence [26] .

1- error rate (%): it could be defined as the percentage 
of difference in the fitness value of the solution with the 
known optimal solution for the problem. It can be given as: 

error rate (%)=((fitness-optimal fitness)/optimal 
fitness)*100%.            (1)

2- average convergence (%): it is defined as the average of 
the convergence rate of solutions.

Figure 8 Mutation’s convergence to the minimum solution, kroA100

Table 3 Results of TSP instances obtained by SBM after 2000 generations

Instances Optimal Best Fitness Worst fitness Average fitness

eil51 426 428 439 432.7

a280 2579 2898 3089 2974.9

bier127 118282 121644 128562 124492.5

kroA100 21282 21344 22788 21957.1

berlin52 7542 7544 8423 7890.7

kroA200 29368 30344 32103 31369

pr152 73682 74777 86240 77022.9

lin318 42029 47006 50033 48234.6

pr226 80369 82579 87006 84409.1

ch150 6528 6737 7044 6876

st70 675 677 723 694.8

rat195 2323 2404 2561 2481.9
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Figure 9 Convergence Comparison for eil51

 
 Figure 10 Average Convergence of 4 mutations and SBM strategy  

for three instances from TSPLIB (eil51, st70, beir127)

 
Figure  11 Error rate of 4 mutations and SBM strategy for three instances  

from TSPLIB (eil51, st70, beir127)
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due to the effective impact of their convergence to an 
optimal or near optimal solution.

The success of the new SBM is not attributed only to 
the use of multi mutations as described above, but also 
to the quality of the solutions provided by the mutations 
used by the SBM, and this pays attention to the proposed 
IRGIBNNM, which used by the SBM among the other two 
mutations. This conclusion is supported by comparing the 
results of the new SBM with the old SBM proposed by [38], 
see Table 4 and whith same genetic algorithm parameter, e.g 
(population size=100, the probability of crossover=0% and 
all previous mutations occur 100%. The initial population is 
random based population seeding and selection strategy in 
all algorithms is random. The termination criterion is based 
on a fixed number of generations reached. the maximum 
number of generations=2000.)

Comparing the proposed methods with the plethora 
of mutations found in the literature is not appreciated, 
because of the different parameters used by different GAs, 
such as the number of generations, the mutation rate, 
crossover rate, population size, selection method, initial 
population seeding, etc., since each of these parameters 
affects the results of the GA significantly. 

Time complexity for most of mutations found in the 
literature designed for the TSP ranges from O(1) (such 
as the simple-random-swapping algorithms) to O(N) (for 
more complex mutations such as the slide, inversion and 
RGIBNNM mutations, where N is the number of cities in 
a TSP instance.

The time complexity of the proposed IRGIBNNM 
mutation is O(2N), since it uses two mutations of order N, 
namely, the inversion mutation and the RGIBNNM where 
each consumes O(N) time.

Accordingly, the Time complexity of the new SBM is 
O(4N), because it uses 3 mutations, namely slide mutation 
with O(N), inversion mutation with O(N), and the proposed 
IRGIBNNM with O(2N), comparing to the old SBM, which 
has O(10N) as it uses ten O(N) mutations. Asymptotically 
speaking, both of the proposed methods are of O(N), but 

significantly. The best performance was recorded by the 
SBM algorithm, followed by the proposed IRGIBNNM, this 
is seen from Tables 2 and 3.

As seen in Figure 9, the SBM performs better than the 
other mutations, it is interesting to note that the solutions 
provided by the SBM are close to the optimal solutions 
for most of the TSP instances examined. A traditional 
genetic algorithm commonly uses one mutation operator. 
We propose using more than one mutation operation, 
anticipating that different operators will produce different 
patterns in the offspring and provide some sort of diversity 
in the population, so as to improve the overall performance 
of the genetic algorithm [47-48].

Results from Figures 10 and 11 shows the efficient 
use the three mutations together by the SBM, where the 
SBM achieves the highest convergence and less error with 
significant difference. 

We justify the significant performance of the SBM as 
follows, intuitively, we have 2 options for the quality of 
a solution provided by any mutation, comparing to the 
average quality in the current population, a) a lower quality 
solution, and b) a higher quality solution; assuming that 
a solution with the same quality is considered as a higher 
quality solution. The new SBM uses 3 mutations, which 
are applied on the same chromosome, the probability 
to have them all fail, (i.e. to get lower quality outcomes 
(offspring) from all mutations used) is 1 out of 8 (low, 
low, low), while the probability to get a higher quality by 
any of them is 7 out of 8 possibilities, this high success 
rate justifies the significant performance of the SBM. 
Same justification applies to the good performance of the 
proposed IRGIBNNM, but with a lower success rate of 3 out 
of 4, since the IRGIBNNM uses only 2 mutations. 

Despite the aim of this paper is not to find the optimal 
solution for TSP, the solutions of the hybrid mutation was 
close to optimal solutions in some cases, and none could 
achieve an optimal solution, this indicates the importance 
of the crossover operator and number of generation and 
operators ratios and other parameters along with mutation, 

Table 4 Results of new SBM compared to those of old SBM

Instances Optimal
New SBM

2000 Generations

Old SBM [38]

2000 Generations

eil51 426 428 443

a280 2579 2898 4824

bier127 118282 121644 175935

kroA100 21282 21344 33739

berlin52 7542 7544 8326

kroA200 29368 30344 51865

pr152 73682 74777 141114

lin318 42029 47006 94865

pr226 80369 82579 207167

ch150 6528 6737 8130

st70 675 677 809

rat195 2323 2404 3790
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The experimental results of 12 TSP instances show 
the efficiency of the proposed mutation, and the strength 
of the new SBM, both of the proposed methods benefit 
from randomness and knowledge provided by the nearest 
neighbor approach. Also, both methods benefit from the 
increased probability of getting new high quality solutions 
due to the use of more than one mutation. 

The high quality solutions for the TSP obtained by 
a GA, which used only the mutation operator, without using 
other advanced options that used GA by state-of-the-art 
such as advanced crossovers, initial seeding, advanced 
selection methods, adaptive change of population size and 
mutation/crossover rates, etc. The future work will focus 
on employing the proposed method with other advanced 
operators to further enhance the performance of the GA 
when applied for solving the TSP.

in practice they definitely consume more time than most 
of the mutations found in the literature. Surprisingly, both 
algorithms might be used to speed up the GA; this is due to 
their fast convergence to a minimum solution. See Figures 
9 and 10, using just the first 100 iterations the GA converged 
to high quality solutions.

5 Conclusion 

In this paper, we propose a hybrid mutation based 
on knowledge of the TSP and random swapping) called 
“IRGIBNNM” to enhance the performance of the GA for 
solving the TSP. We have compared the performance of the 
IRGIBNNM with three existing mutations, in addition to the 
SBM, which in this work used three mutations including the 
proposed one. 
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Alarm systems are used to warn passengers and employees in railway stations, airports, logistics facilities and 
administrative buildings of hazards; in this way, they are instructed to rescue themselves. A large online survey 
conducted in Germany in 2018 has shown that often sounding the alarm does not have the desired effect. The research 
presented in this article investigates dependence of an alarm effectiveness on type of building, user profile and type of 
the alarm system.

In this paper, general and building-specific measures, using which the effective sounding of the alarm and optimal 
behaviour of the building users in the case of danger can be achieved, are presented.
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Such and similar experiences led us to the idea 
of scientifically investigating the effectiveness of alarm 
systems depending on the building type, user profile and 
type of the alarm system. The technical literature presents 
studies on the effect and design of danger signals. The 
books titled ‘Human factors in alarm design’ [1] and ‘Design 
of danger signals’ [2] contain a well-structured summary of 
the research results. Influence of the acoustic parameters 
of signals on the reaction time was investigated in a British 
Standard study [3].

The investigation of the effectiveness of entire alarm 
systems broke new ground. 

2 Tasks of alarm systems

The actions required in a hazardous situation depend 
on the nature of the hazard (Figure 1). In the event of a 
fire or bomb alarm, all people should leave the building as 
quickly as possible. If the danger is outside (e.g. chemical 
alarm or storm), people must remain inside the building. In 
an amok situation, all endangered people must seek shelter 
in the building and barricade themselves in.

The aim of a technical alarm is always to save time and 
enable self-rescue [4, p. 245-247].

3 Possibilities of sounding the alarm

In small- and medium-sized buildings, it is usually 
sufficient for people to alert each other of a danger. This 
can be done at random or according to organisational 
specifications (e.g. with alarm chains or evacuation 

1 Introduction

Goods and passengers are mainly transported by road, 
rail, waterway or air. Nevertheless, the majority of transport 
workers do not work in vehicles, but in buildings. These 
include:
• railway stations,
• airports,
• logistics halls,
• administration buildings.

All the aforementioned types of buildings are special 
buildings. Compared to normal residential buildings, 
various factors can lead to an increased risk of danger for 
these types.

In the case of danger, all the affected persons must 
quickly and effectively be informed about the dangerous 
situation to give them the opportunity to bring themselves 
to safety. In large and complex buildings, rapid information 
transmission only works with the help of alarm systems. 
The experience reports of numerous experts have shown 
that in many cases, even well-functioning systems do not 
lead to the intended reaction.

Example: In 2015, a medium-sized regional 
railway station in southern Germany was renovated. 
Acoustic signalling devices were installed throughout 
the entire building to provide an alarm in the 
event of a fire. The functional test of the alarm was 
performed without prior notice during a normal station 
operation. The warning signals sounded throughout the 
entire building. But how did people react? Neither the 
passengers nor the employees left the station building. 
Nobody took the alarm signal seriously, and nobody 
reacted as intended.
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Table 1 Distribution of hazard potentials among building types

Risk caused by /

Type of building

High 
number 

of 
persons

Lack of 
local 

knowledge

Long or 
unclear 
escape 
routes

Increased risk of 
fire formationor 
fire propagation

Increased 
risk of 

accidents

Difficult 
access for 

rescue 
forces

Limited mobility 
orresponsiveness

Many 
people in 
need of 

supervision 
and 

guidance

Railway stations

Airports
* * 1) • • • • • •

Logistics halls

High-rise and 
admin-buildings

• • 2) • • • •

Legend:
* typical 1) for passengers and external personnel
• possible 2) for temporary employees
 unlikely 3) for customer and guests

Figure 1 Intended reactions in the case of an alarm

Figure 2 Components of an alarm system

Table 2 Alarm types in various special buildings

Type of building Voice alarmsystem Acoustic andvisual signallers Silent alerting

Railway stations X (X)

Airports X (X)

Logistic halls X

Administration buildings X

Hospitals and nurseries X
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4 Normative requirements 

Standards of the EN54 series “Fire alarm systems” 
contain the technical requirements for the components 
of the fire alarm and voice alarm systems. EN 54 Part 32 
contains specifications for the internal alarm of fire alarm 
systems. EN54 Part 16 specifies the requirements for 
voice alarm control panels [6]. Requirements for planning, 
installation and operation of the systems are defined in 
national standards. In Germany, DIN 14675 “Fire alarm 
systems - Construction and operation” [7] and DIN VDE 
0833-4 “Hazard alarm systems - Specifications for voice 
alarm systems” are the standards [8]. In the US, alarm 
systems are built according to the guideline, NFPA72. 
Chapter 18 of the NFPA is about notification appliances [9, 
p. 109-115].

The standards described give recommendations for 
alarm sound levels and speech intelligibility. None of 
the above standards contains criteria for assessing the 
effectiveness of the alarm systems.

assistants). A personal alarm will take too long if the 
buildings become larger. Technical aids, such as fire bells, 
sirens or megaphones, must be used. The range of simple 
alarm devices for extensive and complex buildings is too 
short. Alarm systems must be installed to quickly reach 
all the endangered persons. Those systems must consist 
of one or more triggering devices, a control centre with 
a power supply and the alarm devices (Figure 2). Often, 
the voice alarm systems are preferred in buildings without 
a fixed user group. The book titled ‘Speech Alarm Systems 
and Electroacoustic Emergency Warning Systems’ contains 
detailed basic information and notes on planning [5].

In practice, the following plant types are particularly 
used:
• systems with acoustic and/or optical signalling devices,
• voice alarm systems,
• systems for the silent alarming the personnel.

Table 2 shows the typical areas of application. Fields 
with “X” show typical applications. An “(X)” means that the 
solution is rarely used.

Figure 3 Decision making



A L A R M  S Y S T E M S  I N  B U I L D I N G S  -  I N V E S T I G A T I O N  O F  E F F E C T I V E N E S S  D E P E N D I N G  O N  B U I L D I N G . . .   143

V O L U M E  2 2  C O M M U N I C A T I O N S    3 / 2 0 2 0

However, two questions should be answered: What 
are expectations regarding the effectiveness of an alarm 
system? How can this alarm system be evaluated? These 
questions are answered by conducting interviews with 12 
experts in this field, including professors at universities, fire 
protection planners, senior fire brigade employees and test 
experts for safety systems.

The experts agreed that alarm systems must be planned 
and built in such a way that, normally, every person present 
can receive the alarm signal. According to most experts, 
exceptions are permitted if people with headphones and 
loud music or by taking alcohol, drugs or sleeping pills 
are able to disconnect themselves from their environment. 
For people with hearing impairments and those who wear 
hearing protection at work, the alarm must be ensured by 
means of organisation or other aids.

The experts also agreed that the objective is for all 
the alarmed persons to react as intended, even if this is 
not always possible in practice. Certain groups of people 
may not be able to react as intended. These include
• small children,
• mentally ill people,
• persons with physical disabilities.

The required effectiveness of an alarm in a building 
depends on how many people who do not respond as 
intended can be rescued in an acceptable time by the 
emergency services. 

Example: If up to 50 people can be rescued by the 
fire brigade in an acceptable time in the event of a fire in 
a cinema with 1000 people, the effectiveness of the alarm 
must be 95%.

It is not advisable to specify a fixed set point of 
effectiveness for all the building types. Even for a concrete 
building it is difficult to fix a certain number in the 
planning phase. Nevertheless, a great agreement among 
the respondents was that in order to achieve the protection 
goal, the effectiveness achieved must be 90% or higher, in 
most cases.

When evaluating the case reports from the survey, 
all examples with an effectiveness of <90% were rated as 
insufficient.

5 Human behaviour in hazardous situations

Human behaviour patterns in a danger situation are 
ancient and essential for survival. An individual recognises 
a threat and has to decide what to do in a very short 
time. The two main options are flight or fight. In social 
communities of humans, but also of animals, it has proven 
successful to warn the other individuals of the group, as 
well. The warning can be an invitation to flight or a call for 
support in the fight.

The term “alarm” has many meanings in psychology, 
technology and colloquial language. Psychologist Dr 
Neville Stanton writes about this in the introductory article 
of his anthology “Human Factors in ALARM DESIGN”: 
A frequently given definition of an alarm is “a significant 
attractor of attention”! [1, p. 2].

The first prerequisites for a correct reaction is the 
perception of the alarm signals. Further preconditions are:
• knowledge of the meaning of the danger signal,
• willingness to act.

Figure 3 shows possible ways of decision-making.

6 Expectations regarding the effectiveness  
of alarm systems

Effectiveness of a measure describes the ratio of the 
real result to the desired goal and can take values between 
0 and 1 or 0% and 100%.

Effectiveness
goal
result= . (1)

The present paper focuses on effectiveness of the 
alarm systems. The highest effectiveness is achieved when 
all the alarmed persons behave as intended. If no one 
reacts, the effectiveness is zero. Effectiveness of an alarm 
system can be described with the following formula:
 (2)

Effectiveness
Number of persons to be alarmed

Number of persons behaving as intended
= . 

Figure 4 Frequencies of the building types in the case reports



144  G E R B E R

C O M M U N I C A T I O N S    3 / 2 0 2 0  V O L U M E  2 2

The user profile and the building type have a significant 
influence on effectiveness of the alarm. The type of alarm 
system has only a minor influence.

Overall, the average effectiveness of the alarm systems 
is below 90% for all the user profiles and in all the building 
types, with the exception of day care centres for children 
and is therefore inadequate. Buildings with a fixed circle 
of users (e.g. logistics halls and administration buildings) 
performed significantly better at around 80% than buildings 
with many non-local users (e.g. airports and railway 
stations), which reached around 40%. (Figures 6 and 7).

The user profile and building type are closely related. 
Nevertheless, the statistical investigation has shown that 
they are independent variables. The error bar displayed in 
the columns shows that 95% of all the results are within 
this range.

Interestingly, there were case reports for each type 
of building and user profile in which the alarm worked 
very well. This indicates that there are other important 
influencing factors in addition to the factors investigated. 
In order to narrow these down, the expert interviews and 
the comments of the survey were examined qualitatively.

Both the experts interviewed and the survey 
participants cited organisational deficits as the main reason 
for the insufficient effectiveness. 

In cooperation with the Chair of Psychology at the 
University of Erfurt, the psychological aspects of alerting 
were investigated and the following findings were obtained:
• Previous experiences with alarm situations showed no 

significant influence on the behaviour in the case of 
a fire alarm.

• Occurrence of frequent alarms without any real danger 
results in unserious responses to danger signals [10, 
p. 33-35].

• By changing the acoustic properties of the alarm signal, 
only slight improvements in reaction time are possible 
[11, p. 20-23].

7 Investigation of effectiveness

The central part of this research work was the 
collection and evaluation of the case reports of 
real alarms in buildings. The data were collected in 
a Germany-wide online survey between 30.11.2017 and 
25.01.2019. The participants were all the people with 
professional experience in fire protection or security 
technology. Of the 609 data records, 438 fulfilled all 
the formal requirements to be included in the survey. 
Case reports from the second hand or with incomplete 
information were not used. Only 16.5% of the case 
reports were related to an announced practice alarm, 
indicating that in 83.5% of the cases, the alarm came as 
a surprise to those affected. The persons behaved as in 
a real danger case.

Figure 4 shows distribution of the building types within 
the case reports. A total of 11 case reports represent railway 
stations, airports and traffic structures. The category 
‘workplaces’ contains at least 11 case reports from freight 
forwarding and logistics halls. The proportion of transport 
companies cannot be exactly determined in the case of 
administrative buildings. However, the specific user sector 
is likely to have only a minor influence on the behaviour 
of users in the event of an alarm; hence, the results of the 
study can also be applied to administrative buildings in the 
transport sector.

The survey results showed in what frequency the 
types of alarm systems are used in different building types 
(Figure 5).

The second step was to analyse how the effectiveness 
of an alarm system depends on the building type, user 
profile and type of alarm system.

Examination of the three factors with the Pearson 
Chi-square test showed no significant correlation within the 
three factors. All the three factors had to be individually 
examined.

Figure 5 Distribution of alarm systems in buildings
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• high plant availability and replacement measures in the 
event of malfunctions.
The most important organisational measures include 

the following:
• regular training and instruction of all the permanent 

users of the building,
• regular exercises under realistic conditions 

(unannounced test alarms),
• consistent evaluation of exercises (commendation, 

criticism and deficit identification and elimination).

8.2 Administrative buildings

Administrative buildings do not pose a major fire 
protection challenge in many cases. The probability of 
a hazardous situation is low. Everyone is awake, mobile and 
able to quickly react when needed; therefore, no fire alarm 
or alarm systems are installed in many small- and medium-
sized administrative buildings. Accordingly, investigation of 

8 Ways to improve effectiveness of the alarm 
systems

The following recommendations for planning and 
operation of the alarm systems are given based on the 
expert interviews, hints of the survey participants and own 
experiences.

8.1 General measures for all building types

In the event of a danger, an alarm system can only be 
highly effective by a coordinated interaction of technical 
and organisational measures. The most important technical 
tasks include the following:
• ensuring signal perceptibility in the entire alarm area 

(volume, speech intelligibility and visibility),
• use of suitable signals (known tone sequences, 

multilingual text announcements and comprehensible 
visual displays),

Figure 6 Effectiveness of alarm systems for various building types

Figure 7 Effectiveness of alarm systems for various user profiles
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would much rather proceed in their aircraft or train than 
follow a presumably unfounded instruction.

Experience has shown that simple acoustic signalling 
devices are ineffective in such facilities. They garner 
attention briefly; then, they are ignored. After a few minutes, 
they are perceived as annoying. Even a high-quality voice 
alarm system does not guarantee effective alerting if not 
accompanied with organisational measures.

The following recommendations could be extracted 
from the experiences of the survey participants and the 
interviewed experts:
• If possible, the first step should only be to alarm the 

staff (e.g. via coded announcements).
• If a hazard condition is verified, a personal situation-

related announcement should be made by the person 
responsible for safety.

• An automatic hazard announcement should be made 
if the pre-alarm has not been acknowledged within 
a predefined time.

• Evacuation helpers, who are recognisable as authority 
figures, should call on travellers, employees and shop 
assistants to go to safety. This task can be performed 
by uniformed railway officials, police officers, security 
personnel or employees with marked warning vests.

9 Summary

Alarm systems are designed to quickly inform people 
in large buildings about a hazardous situation and induce 
them to take a certain action. In practice, this goal is not 
achieved in many cases. The situation is particularly critical 
in buildings without the fixed user groups, such as railway 
stations and airports.

Building- and user-specific organisational measures are 
required in addition to suitable alarm systems to achieve 
the desired protection goal. The decisive factors herein 
are regular and practical exercises, their professional 
evaluation and elimination of identified deficits.
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the alarm systems’ effectiveness is primarily related to large 
and complex administrative buildings.

Use of the alarm systems with simple acoustic 
and, if necessary, optical signalling devices is sufficient 
in most cases. Once the perceptibility of the signal 
has been ensured at all the workplaces, break rooms 
and sanitary rooms, only the organisational measures 
need to take effect. Unfortunately, the willingness to 
react to an alarm signal is not particularly pronounced 
among office employees. Hence, regular instruction and 
exercises, which are also evaluated, are particularly 
important.

8.3 Workplaces

Workplaces always have a fixed circle of users. The 
above-described measures are applicable. Cargo ports and 
logistic halls often have other acoustic signals in addition 
to the alarm signal. The following technical measures can 
be used to achieve an effective alarm system in the event 
of a danger:
• use of additional optical alarm devices (flashlights or 

large-surface illuminated displays),
• plant shutdown,
• use of displays on the control station of the plant 

technology,
• cyclic switching of room lighting,
• use of pager or portable phones with a vibration alarm,
• equipping of evacuation assistants with inscribed 

warning vests and whistles,
• additional use of powerful motor sirens.

8.4  Railway stations and airports

The problem in railway stations and airports is that 
a very small group of permanent employees is confronted 
with a large group of people unfamiliar with the place. The 
success of the alarm depends to a large extent on the correct 
behaviour of this small group. Regularly instruction and 
training this group are the basic prerequisites for achieving 
the protection goals. Recommendations for special building 
types are given below.

Large traffic structures, such as railway stations and 
airports, are designed for the simultaneous and short-term 
presence of many people who are unfamiliar with the place 
and are mostly in motion. Many foreign travellers can stay 
in large cities and transport hubs.

Alerting travellers is a special challenge. Passengers 
who hear a hazard warning, but do not recognise a hazard 
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