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Dewi Budhiartini Juli Isnaini

Development of public transportation is meant to bridge the divide between cities and encourage development 
results. The inter-city transportation opens up opportunities for the inter-city trade, reduces costs and increases labor 
mobility, thereby promoting the inter-city development opportunities. This study uses the factor and cluster analyses. 
Analysis of factors is performed to determine the most dominant factors. The cluster analysis is used to identify the 
advantages and disdvantages of five modes of transport, namely taxi, trade rail, economy bus, mini bus, and executive 
bus. This study aims to determine the perception of users of Medan-Pematang Siantar  route service. The results of 
this study show that there are five dominant factors that are considered before the service users decide on the mode of 
transport to use, namely the comfort factor, which is the most important consideration, followed by the time factor, cost 
factor, accessibility factor and safety factor.
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Standard transportation facilities and good highway 
network are required to achieve efficient modes of 
transportation. The Medan-Pematang Siantar route 
connects two cities located in the North Sumatra region, 
with a  distance of 120 km between them. The population 
of Medan City is estimated at two million people and it is 
a  city that functions as the center of trade, tourism and 
government of North Sumatra. Pematang Siantar  City 
has a  population of around 300 thousand people and it is 
a city that functions as a trade center; the city is a transit to 
tourist attraction sites in cities such as Parapat, Berastagi 
and Samosir Island. Both cities are closely linked, both 
economically and culturally.

Medan-Pematang Siantar  transportation route is 
crowded with various modes of public transportation, 
but the most common is bus transportation. Buses full 
of passengers are often seen since many people depend 
on the bus transportation, which is an economical mode 
of transport. Taxis are also common along the Medan–
Pematang Siantar route, but they are often involved in 
accidents due to speed exceeding the limits stipulated by 
traffic regulations. However, other modes of transportation, 
such as executive trains and buses, are not considered by 
many passengers. In addition, the movement of people and 
goods between the cities of Medan and Pematang Siantar 
is increasing from year to year. This causes the public 
transportation needs to increase, as well.

The phenomenon described above attracts the attention 
of researchers. This study evaluates the transportation 
services between the cities of Medan and Pematang Siantar, 
as well as the perception of users of public transportation 
services regarding the reason for choosing a  particular 

1 	 Introduction

Development is a  continuous process and it involves 
a  plan to improve people’s lives in various aspects. 
Transportation is an important aspect of development. 
Most aspects of human life involve transportation. 
Transportation develops along with the progress in human 
life and culture.

Development of the public transportation bridges 
the gap between cities and promotes development. 
The inter-city transportation provides opportunities for 
trade between cities and increases labor mobility, thereby 
promoting inter-city development opportunities.

In cities, transportation supports the achievement 
of labor or workplace needs, school needs, public 
needs and rural needs. In addition to meeting the needs 
of people, transportation is required to move goods from 
one place to another. Transportation has a direct impact 
on trade. It results in increased trade and inter-regional 
communications [1].

A  study [2] mentions the development objectives 
of the land transportation department from 2005-2009, 
which focused on the preservation and development of 
transportation: (1) rehabilitation of roads is a  priority in 
the development of road transportation; (2) development 
of municipal transportation, especially in major cities, is 
primarily concerned with the development of rail-based 
road transport, enabling the reduction of using the private 
cars and improving the efficiency of public transport; (3) 
development of the railway transportation is primarily 
concerned with the restoration of railway infrastructure 
to the normal state level, which involves maintenance 
activities to improve safety and ensure smooth operation.

ht tps ://doi .org/10.26552/com.C.2020.1.3 -8

I S S N  1335-4205 (Pr in t ) ,  ISSN 2585-7878 (Onl ine)  /  © 2 0 2 0  U N I V E R S I T Y  O F  Z I L I N A C O M M U N I C A T I O N S  2 2  ( 1 )  3 -8



4 	 I S N A I N I

C O M M U N I C A T I O N S    1 / 2 0 2 0 	 V O L U M E  2 2

2.2	Transport services

2.2.1 Understanding public transport

The public transport refers to public service vehicles 
used to transport passengers who pay certain fares as 
payment for the trip. Vehicles used in public transport 
may be owned and maintained independently or by public 
bodies, such as local governments, municipalities and 
private companies, either for social or profit-making 
purposes.

The public transport is one of the the most important 
parts of a society, as transport is closely related to community 
locations and activities, as well as the availability of goods 
and services. Transport is defined as the transfer of persons 
and goods from one place to another for a  particular 
purpose. Therefore, it is clear that transport is only a tool to 
overcome distance, which geographically separates human 
needs.

Transportation services provided by transportation 
services company is a type of service output. In general, 
service outputs have four basic forms: real, holdable, 
inseparable from entrepreneurs and cannot be saved.

Transport is defined as a process of transfer and this 
process cannot be separated from the need for supporting 
tools to ensure smooth transition at the desired time [12].

2.2.2 Transport service level

The service level is a  measure of the overall 
performance of a service and it influences the perceptions 
of service users. Service level is a  basic element of 
transport, since users are attracted to use a  transport 
service based on travel behavior. The main factor used in 
assessing the level of transport services can be divided into 
three groups, namely [13]:

Elements that affect service users, such as operating 
speed, trust and safety.

Elements of quality of service account for qualitative 
services, including comfort, passenger perception, 
beauty and cleanliness.

Fares that must be paid by the service user for the 
service.

2.3	Transport modes

2.3.1 Definition of the transport mode

To analyze the transportation demands, [5] reviewed 
three key components of the transport mode: Transport 
mode as a  representative of various transport elements 
(T), activity modes as a  representative of socioeconomic 
activity (A), and transport flow pattern as a representative 
of movement of goods and persons according to origin (F). 
The interactions of the three components are shown in 
Figure 1.

public transportation mode along the Medan-Pematang 
Siantar route.

2	 Conceptual framework

2.1	Consumer perception

To understand a person’s perception in the selection 
of any of the transport services listed in this chapter, it 
is important to understand consumer behavior towards 
other services. Therefore, the user’s perception of public 
transport services is described based on the knowledge 
of the consumer behavior.

2.1.1 Understanding consumer perception

A study suggests that companies that truly understand 
consumer perceptions of external properties, pricing and 
different ad approaches have a great advantage over their 
competitors [3]. Some studies indicate that understanding 
the consumer and the process of consumption of goods 
are important in analyzing user decisions [4-5].

The ability to keep the user (consumer supremacy) 
is the underlying principle of all the marketing activities 
[6]. This principle emphasizes that the consumer is the 
goal of marketing. A study [7], derived from [4-5], pointed 
out that marketing is the whole business dealings seen from 
the point of view of the end-user.

User behavior is defined as a person’s decision-making 
process and physical activity involving the processes of 
assessing, acquiring and using goods and services [8]. 
Furthermore from [9], indicated that a persons behavior is 
shaped by planning, buying and usage of economic goods 
and services.

In addition, [8] stated that individuals always choose 
the goods or services they deem to be capable of providing 
maximum satisfaction in the process of evaluating goods 
and services. 

Consumer perception is also defined as the study of 
buying and exchange processes involving procurement and 
disposal of goods, services, experiences and ideas. A user 
cannot avoid the exchange process, i.e. all the resources 
are exchanged between the two parties [4-5]. The American 
Marketing Association, as cited by [10], defines the user 
behavior as the dynamic interaction of affect and cognition, 
behavior and surrounding events by which people carry out 
the exchange aspects of their lives.

From the explanations of experts, one can conclude 
that the behavior of a  person, group or organization, 
related to obtaining and using goods or services, may be 
affected by the environment.

According to [11], the most appropriate source of 
marketing in a  service output tends to be on personal 
resources. The personal resources are more important in 
influencing the purchase of a single service.
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2.3.2 Modes of public transport 

The available modes of public transport in various 
places in Indonesia are categorized as follows:
•	 Big Bus (city bus)
•	 Simple bus (micro bus)
•	 Inter city bus
•	 Rental car
•	 Public passenger vehicles (taxis)
•	 Freight transport vehicles

In operation, public transport, according to 
Government Regulation of the Republic of Indonesia 
No. 44 of 1993, can be distinguished as follows:
•	 Transport of people in regular and irregular routes;
•	 Transport of people that are not in the path.

Intercity transport takes place from one city to another 
using public buses that have organized routes. Some 
transport service operators pick up passengers from 
door to door. The big bus is a  bus equipped with 35 to 
102 seats excluding the seat of the driver and without the 
carriage of goods. The simple bus is a bus equipped with 24 
seats excluding the driver’s premises and without freight 
services. The small bus is a bus equipped with 9 to 20 seats 
excluding the seat of the driver and without the carriage 
of goods.

3	 Analysis of public transportation 
facilities along the Medan-Pematang 
Siantar route

Analysis of the Medan-Pematang Siantar route’s public 
transport facilities is done under the following subheadings.

3.1	Dominant factors

Result of the data processing regarding the service 
perception of users is obtained by collecting users’ data 
before taking a trip using public passenger transport from 
Medan to Pematang Siantar. From that data, there are 5 
factors comprising a set of initial variables.

Figure 1 shows that traffic flow pattern (F) is strongly 
influenced by the transport mode (T) as supply and 
activity mode (A) as demand. In contrast, (F) through its 
serviceability may also affect (A) in providing the service.

Likewise, (T) changes based on (F), for example by 
building a new road. An issue that attracts attention while 
analyzing transport problems is that there is no direct 
relationship between (T) and (A). If they influence each 
other, then a change in (T) or (A) would result in a change 
in (F), which in turn affects one or both of them. This 
situation will result in balance and at all times lead to 
a state of mutual influence.

Transport service users, in selecting a particular mode 
of transportation, may be influenced by the situation or 
personal impulse [14]. Influence of the situation can be 
explained by the service level of the modes of transport 
and environmental factors at ta ravel time. On the contrary, 
personal impulses are heavily influenced by lifestyle 
aspirations and basic needs that make up a  person’s 
motivation to travel. Further, regarding situational influence, 
there is a direct factor that influences the service level of 
the transport service operator. According to [12], this factor 
is called factor of consideration in determining the level of 
services, i.e. time factor, travel cost factor, distance factor 
and societal income.

Environmental factors, such as place factor (comprising 
distance and facilities needed for transport services), are 
indirect factors influencing service operators and users of 
transport services [15]. The place factor is an added value 
offered by transport operators to transport service users 
according to the mode of transportation provided. The 
ecommerce environment factor is also categorized as an 
external factor because of the nature of the operators of the 
transport services.

From the above explanations, to obtain with certainty 
the reason for choosing the various transport modes in 
the Medan-Pematang Siantar  route by passengers, it 
is necessary to consider the form of service offered by 
each passenger transport mode (as part of the internal 
factors), as well as the travel requirements and motivation 
influenced by the socio-economic level of the passenger (as 
part of the external factor).

Figure 1 Basic Relationship between the Components of Mode of  Transport [5],  
(A) stands for Activity Mode, (T) stands for Transport Mode, (F) stands for Traffic Flow
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system and temperature regulation in the vehicle (X
16

), seat 
comfort (X

1
2) in the vehicle (X

15
).

Values in Table 1 above show that these six initial 
variables have a  high level of interdependence on each 
other. These six initial variables were taken from the 
comfort factor, namely X

14
, X

16
, X

12
, X

15
, X

13
, and X

17
. A study 

[13] states that one of the main traits of transport is comfort 
and pleasure. In this study, there are several initial variables 
that show the fun factor combined with other factors. The 
comfort factor has the highest variance of 3.7398%. This 
means that 3.7398% of the respondents’ responses about the 
route were influenced by the comfort factor.

The overall average value of the comfort 
factor shown by the initial variable is 

.
X X X X X X

6 3 778714 16 12 15 18 17+ + + + +
= . This 

indicates that the comfort factor is very important for 
every passenger. Therefore, passenger transport service 
operators who pass through the Medan-Pemantar Siantar 
route should consider and pay attention to the comfort 
factor of the service.

3.1.2 Accessibility factor

This factor is the fourth most important factor 
influencing an individual’s judgment regarding the transport 
mode to be used from Medan to Pematang Siantar . It 
involves 2 initial variables that have absolute value of factor 
loading ≥ 0.3.

The next step is to determine the dominant variables 
that form factors in succession, to be considered and 
renewed on the perception of a  user’s desire before they 
travel using public passenger transport from Medan to 
Pematang Siantar . Each factor has been identified and 
named based on the factor loading of the variable. The 
number of factors shows a correlation between one variable 
and another when a factor is formed. The magnitude of the 
factor loading of each variable is shown in Table 1.

An initial variable is said to be significant and can be 
grouped into a factor when it has an absolute value of factor 
loading ≥ 0.3. Variables that make up the factor with the 
highest factor loading are the most dominant variables in 
that factor. Likewise, the greatest-value factor of the two 
factors indicates the dominant variables of the two factors, 
thus the last variable. When a  distortion has an absolute 
value of factor loading ≤ 0.3, then the variable will be 
ignored because it is considered insignificant.

3.1.1 Comfort factor

This factor is the most important factor influencing 
passenger’s judgment regarding the transport mode to 
use from Medan to Pematang Siantar. It involves 6 initial 
variables having an absolute value of factor loading ≥ 0.3.

The dominant variables that make up this factor, as 
shown in Table 1 above, are the employee’s hospitality at 
the terminal and vehicle workers on the route (X

14
), airflow 

Table 1 Matrix factor loading analysis

Variable
Factor

Comfort Accessibility Cost Time Safety

X1 .4829 -.0799 .2075 -.3117 .0352

X2 .0332 .7077 .2121 .0869 .1696

X3 .5261 .0910 .1367 .3615 .1204

X4 .0019 .7114 .0645 -.3272 -.0488

X5 .5776 -.0831 .2654 -.0521 -.0100

X6 -.1308 -.1226 -.0186 .7817 -.0529

X7 .6409 .1163 .2898 -.1420 .0701

X8 .5629 .3467 -.2804 .1505 .0841

X9 -.1895 -.0296 .2866 .7444 -.0227

X10 .5574 .1776 -.1842 -.0909 .0448

X11 .1651 .5405 .2029 .2767 .0103

X12 .3636 .0705 .4813 -.1823 .1036

X13 .1745 .5911 -.0414 -.2073 -.1892

X14 -.0265 .1073 .6379 .0033 .1304

X15 .1668 .3247 .5802 .1632 -.0857

X16 .1253 -.0018 .6093 .1828 -.0568

X17 .4835 -.0311 -.0950 -.0957 -.5758

X18 .4518 .0398 -.0399 -.0131 .7016

X19 .3812 -.1136 .1067 -.1533 .6550

Source: Data Processing Results
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3.1.4 Time factor

This factor is the second most important factor 
influencing an individual’s judgment regarding the transport 
mode to use from Medan to Pematang Siantar. It involves 
four initial variables that have absolute value of factor 
loading ≥ 0.3.

The dominant variables that make up this factor are 
shown:
X

4
 : 	The passage of time is either found to deviate from the 

average travel time or not. It has a  factor loading of 
0.3272

X
2
 : 	The additional route time is the time it takes to travel 

from home to departure (in Medan) and from transit 
(in Pematang Siantar ) to the final destination. It has 
a factor loading of 0.0869.

X
1
 : 	The main route time is the time taken to travel from 

the departure point to the transit point. It has a factor 
loading of 0.3117.

X
3
 : 	The transfer time is the time taken during the change 

of vehicle and while waiting for the vehicle to depart. 
It has a factor loading of 0.3615.
This means that the above four variables are the second 

most important factor that can influence the respondents’ 
decision when travelling through the Medan–Pematang 
Siantar  route.

This suggests that these four initial variables have high 
interdependence on each other. These four initial variables 
are taken from the time factor, which is related to the total 
travel period (from departure to the final destination).

This factor has a variance of 18.6220%, obtained from 
responses of respondents influenced by time factor. The 
overall average value of the time factor shown by the 

initial variables is .
X X X X

4 4 08304 2 1 3+ + +
=

 
which 

indicates that this factor is very important for travellers.

Therefore, passenger transport service operators on 
the Medan–Pematang Siantar route should consider and 
pay attention to the time factor of their service product.

3.1.5 Safety factor

This factor is the last factor influencing an individual’s 
judgment regarding the transport mode to take from Medan 
to Pematang Siantar. It involves five initial variables that 
have absolute value of factor loading ≥ 0.3.

The dominant variables that make up this factor are 
shown:
X

8 
:	 Passenger safety is the possibility of road safety, which 

can lead to human security. It has a  factor loading of 
0.0841 (Table 1).

X
10

 :		 Security from possible criminal offenses against  
passengers, such as theft. It has a factor loading of 
-0.0448.

X
5
 :	 Daily traffic frequency is the level of routing frequencies 

performed by the daily transport modes involved. It has 
a factor loading of -0.0100.

The dominant variables that make up this factor are 
described as follows:
X

18 
:	Convenience to the departure point is the convenience 

to get to the terminal at the departure point. It has 
a factor loading of 0.398 (Table 1).

X
19

 :	Facilities that reach the final destination from the 
terminal at the end of the route. It has a factor loading 
of 0.1136.
These values indicate that the two initial variables have 

high dependence on each other. Both variables are derived 
from the comfort and accessibility factors, associated 
with the convenience of access to transport services 
(both infrastructure and transport facilities) from origin to 
destination and from vehicle stopping to final destination. 
These two factors are also called convenience factors.

The accessibility factor has a  variance of 1.9508%, 
obtained from the assessments carried out by passengers 
influenced by convenience factors (Table 1). The overall 
average value of the accessibility factor shown by the initial 

variables is .
X X
2 3 933618 19+

=  and indicates that this 
factor is considered to be very important for passengers.

3.1.3 Cost factor

This factor is the third most important factor influencing 
an individual’s judgment regarding the transport mode 
to use from Medan to Pematang Siantar. It involves two 
initial variables that have an absolute value of the factor 
loading ≥ 0.3.

The dominant variables that form this third factor are 
described:
X

6
 :	 The cost of the main route is the total cost that the 

service user must pay for the journey from Medan 
to Pematang Siantar. It has a  factor loading of 0.186 
(Table 1).

X
7
 :	 The additional cost is the total cost incurred by 

travellers such as the cost of transport within the city 
from the original destination to another, parking and so 
on. It has a factor loading of 0.2898.
This means that the above variables are the third 

most important factor that can influence the respondents’ 
decision while travelling through the Medan-Pematang 
Siantar route. These values indicate that the two variables 
have a  high degree of mutual dependence on each other, 
and it appears that they are more dominated by cost factor, 
such as the cost incurred by the passenger from departure  
to the end destination. 

The cost factor has a variance of 5.4330% derived from 
assessment of respondents influenced by the cost factor. 
The overall average value of the cost factor shown by the 

initial variables is .
X X
2 4 16386 7+

=  which indicates 
that this factor is considered important for travellers.
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4	 Conclusion

This study uses factor and cluster analyses. Analysis 
of factors was performed to determine the most dominant 
out of five factors. The cluster analysis was used to 
determine advantages and disadvantages of five modes of 
transport, namely taxi, trade rail, economy bus, mini bus, 
and executive bus.

This study aimed to find out the perceptions of users 
of Medan-Pematang Siantar  route. The results of the 
study show that there are five dominant factors that are 
considered before service users decide on the mode of 
transport to use, namely comfort factor, which is the most 
important consideration, followed by time factor, cost 
factor, accessibility factor, and safety factor.

The average advantages of the five modes of transport 
along the Medan-Pematang Siantar  route is seen from the 
five factors of comfort, time, cost, accessibility and safety 
based on the market segments that each one possesses. So, 
generally, the most favored are taxis, executive buses, mini 
buses, trade trains and economic buses.

X
9
 : 	Baggage damage caused by carelessness or tremors 

during the trip. It has a factor loading of -0.0227.
X

11
 :	Safety equipment refers to the facilities that are 

available for personal safety in an emergency. It has 
a factor loading of 0.0103.
This means that the above five variables are the 

last factor that can influence the respondents’ decision 
regarding the trip from Medan to Pematang Siantar . The 
values indicate that these five variables have a high degree 
of mutual dependence on each other. Four of these five 
variables are derived from the safety factor, relating to the 
level of security of passengers and baggage throughout the 
trip, including while waiting at the departure point. Only 
one variable is derived from the time factor. 

Safety factor has a variance of 6.1619%, which is derived 
from responses of respondents influenced by safety factors. 
The overall average value of the safety factor shown by the 

initial variables is .
X X X X X

5 3 85608 0 5 9 11+ + + +
=  

and indicates that this factor is considered to be very 
important for travellers. Therefore, entrepreneurs should 
consider and pay attention to the safety factor of their 
passengers.
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Martin Vlkovsky

The article is concerned with comparison of the three transportation experiments using the two vehicle types (Tatra 
810 and Tatra 815 MK IV) on two road types (higher and lower quality). From the transportation experiments, three 
datasets were obtained to be compared mutually and to the normatively determined values of acceleration coefficients, 
as well. In the article, the calculation of the probability of excess and double excess of the normatively determined 
limits is also included. For the purpose of the comparison, statistical tests of equality and three different parameters 
are employed. Statistically significant differences between the datasets are the outcome of the article, i.e. there are 
statistically significant differences between the vehicles and roads tested with regard to generated shocks. The results 
are primarily usable in the cargo securing system optimisation in road transportation and transport safety.

Keywords: transportation, cargo securing, acceleration coefficient, comparison, statistical test
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securing [3]. Should the estimation (25 %) be applied to 
the Czech Republic in 2018, out of the total of 21,889 
road accidents, 52.7 % are caused by truck drivers (11,542 
accidents) [4-5]. Hence, it follows from the European 
Commission estimation that in 2018 inappropriate cargo 
securing resulted in 2,886 truck road accidents, which 
makes for 13.2 % of the total number of road accidents in 
the Czech Republic. For the sake of comparison, a highly 
discussed problem - drink driving - was the cause of 4,626 
accidents in 2018, which makes for 21.1 % out of the total 
number of road accidents, and drugs were detected in 260 
road accidents, which makes for “only” 1.2 % [4].

2 	 Literature review

The issue of cargo securing is dealt with in a number 
of reference texts. A crucial source of cargo securing 
principles for selected transportation types (road, railway 
and sea) within the EU (Czech Republic) is EN 12195-
1:2010 standard that describes several methods of cargo 
securing, including the formulas for the calculation of 
securing forces [6]. Cargo securing by means of textile 
lashing straps is described in linking standard EN 12195-
2:2003 [7]. Cargo fixation in road vehicles is also covered in 
two more standards EN 12640:2019 and EN 12642:2016 [8], 
concentrating on fixing points and car body construction 
[9-10]. The above-mentioned standards have been detailed 
in a comprehensive document “European Best Practice 
Guidelines on Cargo Securing for Road Transport” [3]. The 
best practice examples within the EU are also based on 
“IMO/ILO/UNECE Code of  Practice for Packing of Cargo 
Transport Units (CTU Code)” [11]. In monographs, the issue 
of cargo securing is discussed rather marginally. The issue 

1	 Introduction

Since 2013, the amount of cargo transported via roads 
within the European Union (EU) has been slowly growing. 
The situation is similar in the Czech Republic. The year 
2018 will not be an exception; in spite of the fact that there 
is no available data from Belgium yet, the amount of cargo 
transported via roads within the EU (15,114,072 thousand 
tons) is higher than in the previous year (14,668,624 
thousand tons) [1]. Provided that the amount of road-
transported cargo in Belgium is analogical to the previous 5 
years, i.e. approx. 300,000 tons, the increase in the amount 
of road-transported cargo in 2018, if compared to 2017, 
will be more than 5 %. When comparing the estimation 
for 2018 (15,414,072 thousand tons of transported cargo), 
the increase, as against 2013 (13,772,040 thousand tons), 
is almost 12 % [1]. The number of people killed in road 
accidents within the EU has been rather stagnating and 
the data is only available for 2017 (25,257 casualties). The 
difference against 2013 is slightly positive; the number of 
casualties has decreased by more than 2.6 % from the total 
of 25,942 [2]. 

The growing amount of cargo transported within the 
EU makes higher demands on transport infrastructure, 
which often cannot be maintained and fixed as required by 
individual EU countries. In general, the lower road quality 
results in greater shocks during the transport, and if the 
cargo securing system was not adapted, the probability of 
cargo loosening grows, which may, in consequence, lead 
to a road accident. According to European Commission 
Directorate-General for Energy and Transport (currently 
European Commission Diractorate-General - Mobility and 
Transport) estimations, as much as 25 % of truck road 
accidents are caused by inappropriate or insufficient cargo 

ht tps ://doi .org/10.26552/com.C.2020.1.9 -14
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calibration certificate and a measuring range ± 5g was 
used. The measuring device was placed on the cargo space 
steel frame in case of Tatra 810 and on the steel frame of an 
ISO 1C container in case of Tatra 815 MK IV, which forms 
part of a vehicle. During the transportation experiments, 
no data outside the measuring range were recorded. In the 
z-axis, the measuring device only records values over 1g 
(acceleration of gravity) and the coordinate axis is shifted 
by this value (1g), which reflects even in the normatively 
determined limits as per EN 12195-1:2010. The normatively 
determined limits are formally designated with index s for 
individual axes:
c

xs
 - acceleration coefficient in the longitudinal direction 

(x-axis) for forward/backward movements is 0.8/0.5;
c

ys
 - acceleration coefficient in the transverse direction 

(y-axis), displacement/tilting is 0.5/0.6;
c

zs
 - vertical acceleration coefficient (z-axis) is 1.0 [6].

For the purpose of the article, the “worst values” were 
used that can be formally written in the form of a basal 
vector of acceleration coefficients (c

s
), including the shift 

of z-axis by 1g:

c
s
 = (0.8, 0.6, 2.0),	 (1)

 
for the purpose of double excess of the normatively 
determined limits another basal vector (b

s
) was also 

determined:

b
s
 = (1.6, 1.2, 3.0).	 (2)

For the mutual comparison of the datasets measured 
and the normatively determined limits (c

s
, b

s
), the following 

parameters were used: distribution (σ
i
), mean value - 

arithmetic mean of absolute values (µ
i
), probability of 

excess (π
i
) or the double excess of normatively determined 

limits (ρ
i
). Index i refers to the respective dataset and 

its value is 1, 2 or 3. For the purpose of parametric tests, 
the normality of experimentally obtained data (d

1
, d

2
, 

d
3
) was verified graphically using the Q-Q plots [25]. 

Although minor deviations from normality were detected, 
the respective quantiles lay approximately in one line 
[26]. For the mutual comparison of the datasets taking the 
differences between the road types and vehicle types into 
consideration, statistical tests of equality were employed 
at the level of significance α = 0.05. For each parameter, a 
hypothesis of equality (H

1
 = H

2
, or possibly H

1
 = H

3
, or H

2
 

= H
3
) was tested, and then two-tailed tests were conducted 

in order to find out whether the respective parameter in a 
dataset is, in statistical terms, significantly smaller or bigger 
if compared to another dataset. The comparison of the 
datasets was made for all the pairs (d

1
 - d

2
, d

1
 - d

3
, d

2
 - d

3
).

4 	 Results and discussion

For the data analysis, the above-mentioned parameters 
were calculated that were further used in the statistical 

of securing by means of the top-over lashing method is dealt 
with in T. Lerher’s book “Cargo Securing in Road Transport 
Using Restraining Method with Top-over Lashing” that is 
complemented with case studies from the cargo securing 
sphere [12]. A  detailed description of respective models 
can be found in a monograph by G. Grossmann and 
M. Kassmannova “Transport Safe Packaging and Cargo 
Securing” [13]. In reference articles, the issue of cargo 
securing is covered less often, as well. Cargo securing 
using EN 12195-1:2010, or EN 12195-2:2003 is described in 
articles [14-15]. The same problem is solved in other papers 
and focused mostly on cargo securing by fastening straps, 
e.g. [16-17]. An experimental approach to analyse the 
acceleration of vehicle was chosen in paper [18]. The issue 
of cargo securing a transport safety in a selected region 
(country) is dealt with in [19-21].

3	 Transportation experiment

In order to obtain the data, three measurements 
(transportation experiments) were taken using respective 
vehicles on respective types of roads without cargo. For the 
first two transportation experiments, from which datasets 
formally designated as d

1
 and d

2
 were obtained, an off-road 

truck Tatra 810-V-1R0R26 13 177 6×6.1R (further in the text 
only “Tatra 810”) [22] was used. Tatra 810 has gross weight 
of 13,000 kg and curb weight 8,500 kg. The front axle of 
the vehicle is suspended by coil springs and the rear axle 
by leaf springs in a rocker arm arrangement. In the third 
transportation experiment, from which the dataset d

3 
was 

obtained, container carrier Tatra 815-260R81 36 255 8×8.2 
Multilift MK IV (further in the text only “Tatra 815 MK IV”) 
[23] was used. Tatra 815 MK IV has gross weight 32,000 kg 
and curb weight 15,500 kg. The front axle is suspended 
by leaf springs and the rear axle by combination of leaf 
springs with compressed air bellows. The first (d

1
) and third 

(d
3
) experiments were carried out on a high-quality road - 

highway [24], while the second (d
2
) experiment was carried 

out on a low-quality road - Class III road:
d

1
 - in total measured values n

1
 = 4,059 (1,353 per axis), 

highway transportation between Vyskov and Brno, average 
speed v

1
 = 71.84 km·h-1, distance s

1
 = 27.0 km, Tatra 810;

d
2
 - in total measured values n

2
 = 1,182 (394 per axis), Class 

III road transportation between Vyskov and Dedice, average 
speed v

2
 = 39.29 km·h-1, distance s

2
 = 4.3 km, Tatra 810;

d
3
 - in total measured values n

3
 = 4,059 (1,353 per axis), 

highway transportation between Vyskov and Brno, average 
speed v

3
 = 71.84 km·h-1, distance s

3
 = 27.0 km, Tatra 815 

MK IV.
The transport conditions of the experiments were 

optimal - excellent visibility, dry road, no rainfall and 
temperatures between 7 °C and 11 °C.

For the measurement of required data (acceleration 
coefficient values) in three axes (x - longitudinal, y - 
transversal, and z - perpendicular to the direction of 
the vehicle movement), a measuring device - OM-CP-
ULTRASHOCK-5 three-axes accelerometer with a 
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If the extreme results of d
2
 are taken as a basis, i.e. 

86 double excesses of normatively determined values 
in the y-axis out of the total number of 394 measured 
values, the greatest risk of the cargo loosening during 
the transportation by Tatra 810 vehicle on Class III road 
is in the transversal axis. The hypothesis also works for 
considerably lower average transportation speed on Class 
III road, which was almost half the highway transportation 
speed.

Furthermore, statistical tests of equality at the level 
of significance α = 0.05 (refer to Table 2) were conducted 
proving statistically significant differences in monitored 
parameters for each pair of datasets.

From the results it clearly follows that the biggest 
differences are between d

2
 and d

3
, i.e. despite the transport 

speed on a lower-quality road being half the highway speed, 
Class III road still generates greater shocks than a highway. 
The magnitude of the difference is also underlined by 

tests of equality. In Table 1, the probabilities of excess, or 
the double excess of the normatively determined values 
of acceleration coefficients, specified in EN 12195-1:2010, 
are presented, taking the shift of coordinate axis in the 
measuring device in z-axis by 1g into consideration.

The probabilities of excess of the normatively 
determined limits reach high values especially with Tatra 
810 off-road vehicle, or possibly Class III road. The highest 
values were recorded in d

1
 and d

2
 in the y-axis, which is also 

due to the magnitude of the normatively determined limit 
(c

ys
 = 0.6) as per EN 12195-1:2010. For the Tatra 815 MK IV 

vehicle the probability values are negligible, in all the three 
axes they were lower than 1 %. As far as e probabilities of 
the double excess of normatively determined limits are 
concerned, the values (refer to the experiment conducted) 
for Tatra the 815 MK IV and for d

1
 in the z-axis were not 

available. The highest value was recorded in d
2
 in the y-axis 

again.

Table 1 The probabilities of excess or the double excess of normatively determined limits

d
i

d
1

d
2

d
3

Axis x y z x y z x y z

n 1.353 1.353 1.353 394 394 394 1.353 1.353 1.353

c
s

0.8 0.6 2.0 0.8 0.6 2.0 0.8 0.6 2.0

f
c

293 942 68 202 303 181 3 7 1

π 0.2166 0.6962 0.0503 0.5127 0.7690 0.4594 0.0022 0.0052 0.0007

b
s

1.6 1.2 3.0 1.6 1.2 3.0 1.6 1.2 3.0

f
b

1 20 0 9 86 8 0 0 0

ρ 0.0007 0.0148 0.0000 0.0228 0.2183 0.0203 0.0000 0.0000 0.0000

c
s
	 normatively determined limit as per EN 12195-1:2010

b
s
	 double limit arising from c

s

f
c, 

f
b	

number of measured values excessing limit c
s
, or possibly b

s

Table 2 Statistical tests of equality

Confidence 
intervals for

Acceleration coefficients values in individual axes

x y z

d
1
<d

2
σ1/σ2

μ
1
 - μ

2
π

1
 - π

2
σ1/σ2 μ

1
 - μ

2
π

1
 - π

2
σ1/σ2 μ

1
 - μ

2
π

1
 - π

2

LB 0.419 -0.190 -0.350 0.483 -0.238 -0.121 0.372 -0.328 -0.460

UB 0.491 -0.120 -0.242 0.567 -0.156 -0.024 0.436 -0.242 -0.359

PE 0.454 -0.155 -0.296 0.524 -0.197 -0.073 0.403 -0.285 -0.409

d
1
>d

3
σ1/σ3 μ

1
 - μ

3
π

1
 - π

3
σ1/σ3 μ

1
 - μ

3
π

1
 - π

3
σ1/σ3 μ

1
 - μ

3
π

1
 - π

3

LB 1.765 0.492 0.192 2.676 0.540 0.666 1.181 0.468 0.038

UB 1.963 0.511 0.236 2.977 0.563 0.716 1.313 0.492 0.061

PE 1.861 0.502 0.214 2.822 0.552 0.691 1.245 0.480 0.050

d
2
>d

3
σ2/σ3 μ

2
 - μ

3
π

2
 - π

3
σ2/σ3 μ

2
 - μ

3
π

2
 - π

3
σ2/σ3 μ

2
 - μ

3
π

2
 - π

3

LB 3.789 0.623 0.461 4.981 0.709 0.722 2.856 0.722 0.409

UB 4.442 0.692 0.560 5.839 0.788 0.806 3.348 0.807 0.508

PE 4.095 0.657 0.510 5.384 0.749 0.764 3.087 0.765 0.459

PE	 Parameter estimation

LB	 Lower boundary of the 95 % confidence interval

UB	 Upper boundary of the 95 % confidence interval
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sometimes not secured at all, as a responsible person does 
not expect to encounter any problems during the transport. 
This article, as well as author’s further scientific work, 
mainly concentrate on another reason of inappropriate 
or insufficient cargo securing, which is unintentional 
unawareness of the cargo securing system, despite a 
responsible person using all the available information 
sources (e.g. the above-mentioned standards, or manuals, 
handbooks, etc.). Under normal conditions - especially on 
the high-quality roads - the difference between the expected 
magnitude of shocks and their real magnitude is usually 
small or there is no difference at all, i.e. it is irrelevant in 
relation to transport safety. The problem is encountered 
mainly when transporting cargos on the lower-quality 
roads - lower classes roads, or possibly under specific 
conditions, e.g. off the road or generally outside common 
roads, or by special vehicles (e.g. military, agricultural, 
Integrated Rescue System). The negative consequence 
may not only be a road accident as such, but an accident 
in general, e.g. during handling operations (in particular 
loading/unloading) or other activities in reloading areas, 
warehouses, etc. The above-mentioned flaws lead to great 
social losses, that can be (e.g. based on the Transport 
Research Centre methodology) expressed financially [27]. 
Hence, the results are mainly usable in the field of cargo 
securing optimisation and reduction of negative impacts of 
incorrect securing system selection.

The follow-up research shall concentrate on inclusion 
of further measurements, the generalisation of the results, 
taking into account the selected cargo transport specifics, 
including the transportation of hazardous materials or 
objects [28-29] and identification of further risks associated 
with the effect of shocks on cargos transported via roads 
[30]. In addition, more sophisticated statistical methods 
[31], or possibly further mathematical tools shall be 
employed, such as Wavelet analysis allowing the transition 
of data from time to frequency domain [32].
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differences between the test vehicles as it is evident that 
Tatra 810 generates greater shocks than Tatra 815 MK IV 
under comparable transport conditions.

The results complement statistically significant 
differences in probabilities (π

i
) of excess of the normatively 

determined values of acceleration coefficients in individual 
axes as per EN 12195-1:2010, although in the two cases the 
statistical difference at the level of significance α = 0.05 was 
close to the threshold value (refer to d

1
<d

2 
in y-axis and 

d
1
>d

3
 in z-axis).

It follows from the analyses conducted that in general, 
the Tatra 810 off-road vehicle generates greater shocks 
than the Tatra 815 MK IV vehicle on a high-quality road 
- highway. The shock values are even higher in case of 
Tatra 810 being operated on a low-quality road - Class III 
road. The mean values in d

1 
and d

2 
- arithmetic means of 

absolute values, or possibly medians of absolute values 
(refer to Table 3) - differ to a relatively great extent. If 
more precise arithmetic mean of acceleration coefficient 
absolute values is calculated, its value in d

2
 is for 22.6 % 

higher in  the x-axis than in d
1
, or for 27.3 % in the y-axis, 

or for 16.7 % in the z-axis. Furthermore, the results suggest 
that while the acceleration coefficient values can be used to 
determine a securing method for Tatra 815 MK IV vehicle, 
they are not, or to a very limited extent, applicable to Tatra 
810 operation under normal conditions (see above). On a 
lower-quality road, the normatively determined values of 
acceleration coefficients are completely inapplicable for 
the determination of a securing method for Tatra 810 and 
potentially dangerous, especially in the context of possible 
accident occurrence (not only road-related) in consequence 
of the cargo shifting in the vehicle cargo space. 

5	 Conclusions

The cargo securing in road transportation is still 
a topical issue and a cargo is often inappropriately or 
insufficiently secured, which supports the above-mentioned 
European Committee estimations. Those insufficiencies 
often result from negligence, i.e. when the method of 
proper cargo securing is known to a responsible person (a 
driver, a logistics employee), but the responsible person 
opts for another method, usually less laborious, cheaper or 
less time-demanding. In the road transportation, cargo is 

Table 3 Mean values (arithmetic means) of acceleration coefficients - absolute values

d
1

d
2

x y z x y z

Arith. mean (ABS) 0.6873 0.7226 1.7075 0.8425 0.9196 1.9924

Median (ABS) 0.6700 0.7100 1.6900 0.8150 0.8500 1.9500
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Unmanned Aerial Vehicles (UAVs) are still an interesting and current research topic in photogrammetry. An 
important issue in this area is determining the elements of exterior orientation of image data acquired at low altitudes. 
The article presents selected mathematical methods (TGC, TIC, TAD) of estimating elements of exterior orientation for 
image data obtained at low altitudes.  The measurement data for the experimental test were recorded by the Unmanned 
Aerial Vehicle platform Trimble UX-5. In the framework of the test photogrammetric flight, the authors obtained 506 
images and navigation data specifying the position and orientation of the Unmanned Aerial Vehicle. As a result of the 
research, it is proven possible to show the usefulness of the mathematical models (TGC, TIC, TAD) in estimation of 
elements of exterior orientation. 
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recovers the YPR (Yaw, Pitch and Roll) values of rotation 
angles on the basis of the movement of the gyroscopes and 
specifying the acceleration value from the accelerometer 
sensors. The readings of the YPR angles indicate an UAV 
position in airspace, whereas the acceleration values make 
it possible to designate the aircraft relative position [8-11].

The navigation parameters from the GNSS receiver 
are usually referenced to the GPS system time and the INS 
measurement system may have a separate built-in time 
pattern to register the observed data. It must be stressed 
that the GNSS receiver determines the UAV position with 
the absolute positioning accuracy of up to 10 m, whereas the 
INS relative accuracy becomes considerably deteriorated 
during the measurements. Furthermore, the accuracy of 
recording the YPR rotation angles equals 50 for an UAV. 
In order to correct the designated navigation parameters 
for an UAV, it is necessary to use exterior mathematical 
models so as to smooth the obtained findings. One of 
the examples of the integration of GNSS/INS data is the 
implementation, in computing, the recursive Kalman filter, 
reducing and eliminating measurements that stand out from 
a set of recorded navigational data. In addition, Kalman 
filtering ensures increasing accuracy in determining the 
UAV accuracy during the experimental test [12-14].

For aerial photogrammetry, determining the coordinate 
values and rotation angles for an UAV is a key element in the 
process of determining the elements of exterior orientation. 
The designated position of an UAV using a GNSS sensor 
forms the basis for reconstructing the camera position 
at the moment of exposure. Besides, the YPR rotation 
angles are exploited in the process of transformation to 
determine the angle OPK (Omega, Phi, Kappa) elements 

1 	 Introduction

Development of the UAV technology made it possible to 
acquire image data o at low altitudes, as well. Georeferencing 
of image data taken by the Unmanned Aerial Vehicle (UAV) is 
performed in the process of digital aerial triangulation [1-2].  
Within the classical process of digital aerial triangulation, 
the elements of exterior orientation and also coordinates 
of the measured ground control points, are taken. In the 
case of elements of exterior orientation, the coordinates 
of the centre of projection are determined for each image, 
referenced to the ground layout and the deflection angles 
of the camera referenced to the photogrammetric camera 
system. The typical accuracy of determining the elements 
of exterior orientation in the process of digital aerial 
triangulation for linear elements is approximately at a level 
of 0.1 m, and for angle elements, is respectively higher 
than 0.10. The approximate values of exterior orientation 
may be determined based on measurements of the GNSS/
INS sensors, mounted on an UAV platform [3-4]. The basic 
navigation equipment of an UAV should contain at least 
a GNSS single-frequency code receiver and additionally a 
measurement system of gyroscopes and accelerometers for 
the needs of the INS system operation. The GNSS satellite 
receiver primarily facilitates determining the position of 
an Unmanned Aerial Aircraft in the three dimensional 
Cartesian coordinate XYZ. It also allows determining the 
heading and airspeed of an Unmanned Aerial Vehicle [5-7]. 
The above-mentioned navigation parameters of the GNSS 
receiver are determined in near real-time by an UAV control 
system and stored in the device’s memory at a specified 
time interval. The measurement system of the INS sensor 
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In Equation (1) the determined parameters are the 
aircraft coordinates, , ,X Y Zr r r^ h   referenced to the phase 
centre of the antenna receiver mounted on the UAV 
platform and the receiver clock bias dtr. The unknown 
parameters from Equation (1) are determined using the 
Kalman filtering in accordance with interval recording of 
an observation. The UAV coordinates are used to determine 
the coordinates of the projection center for each image, see 
below [13-14]:
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where:
, ,X Y Zkr kr kr^ h - coordinate of the camera projection centre,
, ,e e ex y z^ h  - parameters of the camera eccentricity.

2.2 	Mathematical models for designation  
of the exterior orientation angle elements

The INS sensor installed on a UAV platform ensures 
reconstruction of a UAV orientation in airspace by means 
of the YPR rotation angles. The values of YPR angles allow 
designating approximate angular elements of OPK exterior 
orientation based on the transformation between the INS 
sensor layout and the camera layout, as below [15]:
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in the photogrammetric camera layout. The approximate 
values of exterior orientation are a valuable research and 
information material for conducting the process of digital 
aerial triangulation, using the coordinates of ground control 
points (GCPs). 

The aim of this paper is to present mathematical 
methods for establishing the approximate values of 
elements of exterior orientation and to verify the obtained 
results with regard to the final products of digital aerial 
triangulation. The measurement data for the experimental 
test come from a photogrammetric flight performed by the 
Trimble UX-5 rover in Tylicz. 

2	 Mathematical models for designation  
of the exterior orientation elements

The chapter describes the mathematical models for the 
determination of elements of exterior orientation with the 
on-board GNSS/INS data registered by an UAV and on the 
basis of the method of digital aerial triangulation.

2.1	Mathematical models for designation  
of the projection centre coordinates

A single-frequency GNSS receiver, mounted on a UAV 
platform, can be used to determine approximate coordinate 
values of the centre of projection. Coordinates of the 
centre of projection are determined in a two-step process, 
i.e. in the first stage a UAV position is determined and in 
the second stage the coordinates of the projection center 
of each image are designated, taking into account the 
correction of eccentricity between the position of the GNSS 
receiver antenna and the camera. The basic observation 
equation to determine a UAV position for the GNSS sensor 
can be expressed in the following manner [4]:

,

l c dtr dts Trop rel ion

bias Ml

$t= + - + + + +

+ +

^ h
	 (1)

where: 
l - measurement code C/A at L1 frequency,
r - geometric distance between the satellites GNSS and the 
receiver,

X X Z ZY Yr s r sr s
2 2 2t= - + - + -^ ^ ^h h h ,

, ,X Y Zr r r^ h  - position of an unmanned aerial platform in 
the geocentric frame,
, ,X Y Zs s s^ h  - position of GNSS satellite in orbit,

c - speed of light,
dtr - receiver clock bias for GNSS observations,
dts - satellite clock bias for GNSS observations,
Trop - tropospheric delay for GNSS observations,
Ion - ionospheric delay for GNSS observations,
Rel- relativistic effects for GNSS observations,
bias - summary expression for hardware delay in the GNSS 
system,
Ml  - multipath effect and measurement noise.
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, ,X Y Zkr kr kr^ h  - coordinates of the projection centre, 
expressed in terrain frame,
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- orthogonal matrix; matrix contains angle elements of 
exterior orientation, 

, ,R R s { l= ^ h ,
, ,s { l^ h  - angle elements of exterior orientation.

3	 Experimental test

In the framework of the experimental test, the exterior 
orientation elements were determined based on equations 
[2, 5-6, 18]. The navigation data to determine the elements 
of the exterior orientation from Equations (2) and (3) 
were recorded during the flight by the Trimble UX-5 
unmanned aircraft system. The coordinate values of the 
platform Trimble UX-5 and YPR orientation angles are 
recorded by measurement instruments mounted on the 
platform and stored in the universal text format “log”. The 
typical accuracy of the obtained coordinates of the Trimble 
UX-5 platform ranges from 5 m to 10 m and for the YPR 
orientation angles it is between 10 and 50, respectively 
[19]. The photogrammetric flight took place in Tylicz, in 
the south of Poland, in 2016. During the flight, 506 aerial 
images were taken, using a Sony NEX5R camera. All the 
aerial images were arranged in 22 rows (see Figure 1). The 
photogrammetric flight was executed at an altitude of 150 
m, with an assumption that the average height of the terrain 
is approximately equal to 650 m. 

Over the tested area, 10 ground control points and 
5 independent check points were also measured for 
the needs of conducting digital aerial triangulation. The 
mutual orientation was performed based on an automatic 
measurement of tie points [16]. All of the measured points 
were signalled and their coordinates were designated by 
means of the GNSS RTK technique, with an accuracy no 
worse than 0.05 m. The process of digital aerial triangulation 
was carried out in the commercial UASMaster software. 
After conducting the process of digital aerial triangulation, 
the value of the mean error of typical observations equalled 
5.4 μm (1.1 pixel). Moreover, the determined standard 
deviations for angle elements of the exterior orientation 
were over 0.0430, whereas for the linear elements of exterior 
orientation they were higher than 0.1 m, accordingly. In 
addition, the RMS error at the control points equalled 0.21 
m for the X coordinate, 0.04 m for the Y coordinate, and 0.11 
m for the Z coordinate. 

4 	 Results and discussion

For the sake of the executed experimental test, the 
elements of exterior orientation were determined based on 
the following research methods, which were defined by the 
authors as follows:
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TnE - the determinant of the matrix is equal to 1.

2.3 	Mathematical models for designation  
of the exterior orientation elements using 
the digital aerial triangulation method

The method of digital aerial triangulation allows 
determining exterior orientation of elements with high 
accuracy: for linear elements of exterior orientation above 
0.1 m and for elements of the angular exterior orientation 
above 0.10, respectively. The basic equation of digital aerial 
triangulation in the classic approach assumes the following 
form [16-17]:
	 (4)
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,	

where: 
,x yk k^ h  - image coordinates,
,x y0 0^ h  - centre point of image coordinates,

fk  - focal length,
, ,X Y ZT T T^ h  - coordinates of ground control points in 

terrain frame,
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•	 DAT method (Digital Aerial Triangulation processing), 
the method relies on applying the mathematical model 
(4).
Figures 2, 3 and 4 show values of the projection 

centre coordinates n along the X, Y and Z axes for the 
research methods TGC and DAT. The coordinates’ values 
of the projection centre are referenced to the coordinate 

•	 TGC method (Translation between GPS sensor 
and Camera sensor), the method relies on applying 
mathematical Equations (1) and (2),

•	 TGC method (Translation between GPS sensor and 
Camera sensor), the method relies on applying the 
mathematical model (3),

Figure 1 Visualization of the test photogrammetric block - altitude 150 m

Figure 2 Values of the projection centre X coordinate based on TGC and DAT methods
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point coordinates for the Z axis are equal 792.84 m in the 
TGD method and 793.21 m in the TAD method, accordingly.

Figures 5, 6 and 7 show the rotation element values 
of exterior orientation for the research methods TIC and 
DAT. Values of the Omega angle for the TIC solution change 
from -19.140 to 18.250, whereas in the DAT method they vary 
from -26.130 to 26.590, respectively. The average value of 
the Omega angle in the TIC method equals -0.060, and in 
the DAT method, it is 0.010, respectively. Values of the Phi 
angle for the TIC solution change from -15.640 to 14.320, 
whereas in the DAT method they vary from -9.800 to 13.170, 
respectively. The average value of the Phi angle in the TIC 
method equals 0.170, and in the DAT method, it is 0.500, 
respectively. Values of the Kappa angle in the TIC solution 
change from -179.880 to 25.910, whereas in the DAT method 

system PUWG2000, zone 7. The X coordinate values in 
the TGC solution vary from 5472323.01 m to 5473391.36 
m. In the DAT method, they change from 5472322.25 m 
to 5473389.66 m, accordingly. It should be stressed that 
the trajectory central point coordinates for the X axis are 
equal 5472869.82 m in the TGD method and 5472868.34 m 
in the TAD method, accordingly. The Y coordinate values 
in the TGC solution vary from 7501465.72 m to 7502332.94 
m. In the DAT method, they change from 7501466.84 m to 
7502331.47 m, respectively. The trajectory central point 
coordinates for the Y axis equal 7501900.01 m in the TGD 
method and 7501898.01 m in the TAD method, accordingly. 
The Z coordinate values in the TGC solution vary from 
781.14 m to 806.26 m. In the DAT method, they change from 
785.85 m to 800.67 m, respectively. The trajectory central 

Figure 3 Values of the projection centre Y coordinate based on TGC and DAT methods

Figure 4 Values of the projection centre Z coordinate of projection centre based on TGC and DAT methods
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where: 	
, ,X Y Zkr

TGC
kr
TGC

kr
TGC^ h  - coordinates of the centre of projection 

in the TGC solution,
, ,X Y Zkr

T
kr
TAD

kr
TADAD^ h  - coordinates of the centre of projection 

in the TAD solution.
The average value of the dX parameter equals 1.48 

m with the scatter of results ranging from -2.72 m to 8.12 
m. In addition, the standard deviation for parameter dX is 
1.99 m, with the median being equal to 1.60 m. The average 
value of the dY parameter equals 1.99 m with the scatter of 
results between -2.89 m and 7.61. Furthermore, the standard 
deviation for parameter dY is 2.43 m, with the median being 
equal to 1.85 m. The average value of parameter dZ equals 
-0.38 m, with the scatter of results ranging from -8.51 m to 

they vary from -178.750 to 17.820, respectively. It should be 
noted that a large amplitude of results of the Kappa angle is 
caused by a change in direction of the flight of the Trimble 
UX-5 aircraft system from the west to the east or vice versa.

Figure 8 shows a difference in coordinate values of 
the centre of projection along the XYZ axis on the basis 
of the research methods TGC and DAT. The difference in 
coordinates of the centre of projection along the X, Y and Z 
axes were determined based on dependency [11]:
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,	 (5)

Figure 5 Values of the Omega angle based on TIC and DAT methods

Figure 6 Values of the Phi angle based on TIC and DAT methods
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where: 	
, ,TIC TIC TICs { l_ i  - angular elements of the exterior 

orientation in the TIC solution,
, ,T T TAD AD ADs { l_ i  - angular elements of the exterior 

orientation in the TAD solution.
The average value of parameter dω is equal to -0.070 

with the scatter of results ranging from -15.400 to 14.050. 
Moreover, the standard value for parameter dω is 4.410 

and the median is equal to -0.200. The average value of 
parameter dφ is equal to -0.330 with the scatter of results 

12.58 m. The standard deviation for parameter dZ equals 
4.20 m, with the median being equal to -1.23 m. Among 
the calculated parameters dX, dY and dZ, the smallest 
dispersion (scatter) of results is noticeable for parameter 
dX. In addition, the dY parameter has the smallest standard 
values of deviation and of the median. Then, the largest 
scatter of results and standard deviation are visible for the 
value of the dZ parameter.

Figure 9 shows a difference in the exterior rotation 
angle elements on the example of the research methods TIC 
and DAT. The difference in the values of angle elements of 
exterior orientation was determined based on dependency 
[15]:

Figure 7 Values of the Kappa angle based on TIC and DAT methods

Figure 8 Difference of projection centre coordinates based on TGC and DAT methods
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The photogrammetric flight was executed over Tylicz in 
2016. During the flight, 506 images were taken at an altitude 
of 150 m. They were used in the process of digital aerial 
triangulation. For the needs of digital aerial triangulation, 
more than ten ground control points and five independent 
check points were measured. Based on the conducted 
investigations, it was found that:
•	 the calculated dY parameter has the smallest values of 

the median (e.g. 1.99 m) and of the standard deviation 
(e.g. 2.43 m),

•	 the calculated dZ parameter has the smallest values of 
the median (e.g. -0.38 m) and highest of the standard 
deviation (e.g. 4.30 m),

•	 the calculated dX parameter has the smallest value of 
the median (e.g. 1.48 m),

•	 the calculated dφ parameter has the smallest values of 
the median (e.g. -0.330) and of the standard deviation 
(e.g. 4.000),

•	 the calculated dκ parameter has the smallest values 
of the median (e.g. 0.060) and highest of the standard 
deviation (e.g. 9.860),

•	 the calculated dω parameter has the smallest dispersion 
of results with range between -15.400 to 14.050.
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ranging from -23.570 to 8.980. Moreover, the standard value 
for parameter dφ is 4.000 and of the median it is equal to 
-0.080. The average value of parameter dκ is equal to 0.060 
with the scatter of results ranging from -18.230 to 16.640. 
Moreover, the standard value for parameter dκ is 9.860, 

and the median is equal to 2.150. The dω parameter has the 
smallest values of dispersion of the obtained findings, while 
the standard deviation and the median are the smallest for 
parameter dφ. The largest value of standard deviation and 
of the median are visible for parameter dκ. 

5	 Conclusions

The article describes and presents the results of 
exploiting three test methods for determining the elements 
of exterior orientation in photogrammetry for the needs 
of photogrammetry for aerospace applications. The paper 
used:
•	 the TGC method, which allows determining the linear 

elements of exterior orientation based on navigation 
data from the GNSS receiver, mounted on an unmanned 
aircraft system,

•	 the TIC method, which allows determining the 
angular elements of exterior orientation based on YPR 
parameters recorded by the INS sensor,

•	 the TAD method, which allows designating the linear 
and angular elements of exterior orientation in the 
model of digital aerial triangulation. 
The research experiment was carried out for 

navigational data derived from the Trimble UX-5 rover. 

Figure 9 Difference of the exterior orientation angle elements based on TIC and DAT methods
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Annex - Nomenclature of used abbreviations

Abbreviation Full name

GNSS Global Navigation Satellite System

UAVs Unmanned Aerial Vehicles

INS Inertial Navigation System

YPR Yaw, Pitch and Roll

XYZ Geocentric coordinates

GPS Global Positioning System

OPK Omega, Phi, Kappa

GCPs ground control points 

RTK Real Time Kinematic

TGC Translation between GPS sensor and Camera sensor

DAT Digital Aerial Triangulation processing

PUWG2000 Local frame of Cartesian coordinates in Poland

RMS Root Mean Square
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The world today is rapidly changing with the spread of automation. Moreover, urban life is more and more common 
and the number of inhabitants is rapidly growing. This time is the renaissance of bicycle-based vehicles, especially of 
electric power assisted bicycles. Vehicle sharing is also getting more popular. These progresses will have a crucial effect 
on traditional transportation networks. Moreover, the traffic volume, parking facilities and public space usage can 
be drastically modified. A research data is introduced from Paris and Lisbon, which helps to forecast the effect of the 
autonomous and sharing systems. This evolution can be advantageous, but it can also bring some disadvantages. In 
this article, these changes are summarized in the mirror of history, especially the Futurama concept and the transport 
system changes in Los Angeles. This overview will be a  good basis for further research and for the development of 
a routing algorithm.
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with a P+R facility and the third alternative considered the 
personal comfort additionally. This area was also examined 
by Kirchler [10]. The effect on the environment was also 
examined from the viewpoint of parking [11].

The environmental impact must be taken into account, 
as well, regarding the level of pollution and the resources 
used by the transportation. This, especially the CO2 emission 
was in the main focus of a study made at Altao University 
[12]. The effect on environment was also examined from 
the viewpoint of parking [13]. One should not forget the 
economic aspects [14]. Furthermore, the special case of 
logistics has to be taken in account, as well [15].

Regarding autonomous operation, the acceptance by 
the society is also a  key factor. A  wide range survey 
was made in 2014, which focused on opinion of the 
common people [16]. Moreover, ethical questions cannot be 
neglected, either [17]. Furthermore, the testing procedure 
is also a key factor in this case [18]. In other studies, some 
predictions were made to sum up the possible advantages 
and disadvantages of the role of autonomous transportation 
[19-20]. In addition, the traffic distribution need to be 
considered, as well [21]. With the usage of the autonomous 
systems, the door-to-door transport can be made easier. 
A  review was made to summarize the accessibility of the 
public transport [22].

This article is an extension of a  conference paper 
[23]. That paper focused only on the role of autonomous 
cars. In this article, their effect on the public transport and 
the possible function of autonomous vehicles in public 
transport is presented. One of the inspirations to widen our 
study was a presentation about the trends and opportunities 
in the future cities [24].

1	 Introduction

Autonomous development is more and more in the 
focus of all the developers in the transportation industry. 
Tesla [1] and Google [2] are the biggest from the IT sector, 
but conventional car builders also invested a  lot in this 
research area. Not just the automotive sector, but train [3] 
and aircraft [4] manufacturing companies also take part in 
this improvement, and their aim is to achieve the biggest 
available cost savings. This can be realized by cutting 
down operational costs and by reducing the probability 
of accidents. Moreover, in the case of the rail industry 
the infrastructure optimization is also a  key factor [5]. 
Furthermore, the smart city concept can also be effective 
and be a part of these developments. The evolution of the 
smart city concept was in the highlight of a  study, with 
the intent to summarize and determine the content of the 
concept [6]. The outcome was that the definition is still 
forming, the content is expanding and ‘smart city’ trends 
cover the environmental, the digital and the social part of 
the life, as well. This also has an effect on Urban planning 
which was examined by Koryagin [7]. Moreover, the smart 
city conception can affect the transportation performance. 
These characteristics and the possible changes are also 
determinative [8].

In the case of a  passenger transport in a  multimodal 
transport chain, the level of comfort and available parking 
spots are the most important factors. This was researched 
and three scenarios were modeled in [9]. The three 
alternatives are the following: the first is traveling only with 
a private car; the second is that the decision can be made 
between using a  private car or using the public transport 
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the Futurama concept - even though it is quite old. The 
hypothesis is that autonomous vehicles alone cannot solve 
the traffic congestion problems.

Regarding the research listed above, there is an active 
discussion to find some solutions for the problems caused 
by urbanization. There are several possible answers, such 
as the smart city concept, the autonomous driving and 

Figure 1 Safe (in the arm of Jesus) [27]

Figure 2 Transit from one speed to another [27]

Figure 3 George Washington bridge approach problem [27] 

Figure 4 Motorway feeders from farm and village [27]

Figure 5 Motorway feeder to city [27]

Figure 6 Express boulevards are the main arteries  
for the through city traffic [27]
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summarized according to the Futurama with the history 
of LA.

The Transportation Research Library & Archive made 
a great collection of the milestones of the developments of 
transportation in LA [28]. 

The milestones, according to Barrett, were the 
following: in 1870s, a horse-drawn system was installed in 
the city. In the next decade, cable cars replaced the horse 
power, which was needed due to the rapid growth of the 
population and transit. This system was highly unreliable 
because of the dirt in the cable tubes, which caused freezing 
during operation. Therefore, this system was changed in 
the 1890s to electrically powered cars. This caused a rapid 
expand in the network.

Some decades later, a  slow degradation was starting. 
The principles of business started to change before and 
after the Second World War. The maintenance costs of 
the network - such as the replacement of old vehicles, 
the renewal of the stations and tracks - became a priority 
problem to the local and federal governments. The 
fares were artificially kept low due to political interests. 
Additionally, the car became a  status symbol. Moreover, 
General Motors began to sell air-conditioned and air-
suspensioned buses with 45 seats. Operators predicted that 
the freeway system would accommodate and speed up the 
buses. As a result of these processes, the last rail line was 
closed in 1963.

In the following decades, the bus was the core of 
public transport although a  public discussion focused 
on a  monorail and metro system. Those times were also 
characterized by innovative and special solutions that were 
intended to sustain public transport without a high capacity 

2 	 The Futurama concept

In 1939, a new approach was presented in connection 
with transportation at the New York World’s Fair [25-27]. 
The expo’s aim was to predict the trends of the next 20 
years. One of the main sponsors of the event was General 
Motors Corporation. Norman Bel Geddes collected his 
thoughts about this future in a  book [27]. He saw the 
future in automation. One of the main reasons was to 
avoid accidents (Figure 1). This is still the core basis of 
autonomous development.

In this book, the answer for the safety, comfort, speed 
and economy questions was the concept of highways in and 
out of cities. The concept of changing between different 
travel speeds is depicted in Figure 2.

The identified core problem was the change (decrease) 
of number of lanes, which caused a  bottleneck effect 
(Figure 3).

The connection concept of the smaller cities was the 
following (Figure 4).

In the case of bigger cities, the following model was 
proposed (Figure 5).

Image of the city center is presented in Figure 6.
A  prediction for the commuter traffic was that the 

commuting radius can extend 6 times with this concept 
(Figure 7).

3	 The effect of the Futurama

This concept had the most impact on the city of Los 
Angeles (LA). Therefore, the transportation changes are 

Figure 7 Commuting radius extension
Figure 9 Annual hours of delay per Traveler  

by Metropolitan Area, 2003 [30]

Figure 8 Comparison of population growth and highway speed [28]
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growth (Figure 8) and the time spent in traffic jams was also 
increasing (Figure 9).

In 2005, a  Census was made and data was also 
evaluated in connection with transportation (Table 1). Ten 

core network. After several public vote fails, the first high 
capacity light rail line was opened in 1990 [29] and since 
then the network has been rapidly expanding.

Due to the high mobility and motorization, the highway 
speed was constantly decreasing along with the population 

Table 1 Modal-split in 2005 in Los Angeles [30]

Subject Total Male Female

Workers 16 years and over 1,662,238 954,410 707,828

MEANS OF TRANSPORTATION TO WORK

Car, truck or van 79.50% 81.00% 77.50%

Drove alone 67.80% 68.90% 66.40%

Carpooled 11.70% 12.10% 11.10%

In 2-person carpool 9.00% 9.20% 8.70%

In 3-person carpool 1.70% 1.90% 1.50%

In 4-or-more person carpool 0.90% 1.00% 0.90%

Workers per car, truck or van 1.37 1.34 1.4

Public transportation (excluding taxicab) 10.30% 9.30% 11.70%

Walked 3.20% 2.90% 3.50%

Bicycle 0.60% 0.90% 0.20%

Taxicab, motorcycle, or other means 1.70% 1.80% 1.50%

Worked at home 4.70% 4.00% 5.70%

Table 2 Fleet size for different TaxiBot and AutoVot scenarios (% of current Lisbon car fleet, 24-hour weekday average) [33]

Fleet

size

% of

baseline

Baseline 203 000

100% shared  
self-driving fleet

Ride sharing

(TaxiBot)

No high-capacity public transport 25 917 12.8

With high-capacity public transport 21 120 10.4

Car sharing

(AutoVot)

No high-capacity public transport 46 249 22.8

With high-capacity public transport 34 082 16.8

50% private car use  
for motorized trips

Ride sharing

(TaxiBot)

No high-capacity public transport 13 265+194 537* 102.4

With high-capacity public transport 10 900+147 767* 78.2

Car sharing

(AutoVot)

No high-capacity public transport 22 887+194 275* 107.0

With high-capacity public transport 18 358+148 050* 82.0

* = shared + private cars

Figure 10 Modal-split in 2015 in Los Angeles [31]
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was also concerned. A survey was made about the daily car 
usage in Paris (Figure 11).

years later, driving alone was getting more common (Figure 
10). 

The Futurama concept had the highest impact on the 
transportation methods of the USA, but the rest of the word 

Figure 11 An average car is parked approximately 23 hours a day [32]

Table 3 The Automated levels for driving (SAE 2014) [19]

SAE 
level

Name
Execution of steering 

and acceleration / 
deceleration

Monitoring 
of driving 

environment

Fallback 
performance of 
dynamic driving 

task

System capability 
(driving modes)

Human driver 
monitors 

the driving 
environment

0 No automation Human driver Human driver Human driver n/a

1 Driver assistant
Human driver and 

system
Human driver Human driver

Some driving 
modes

2
Partial 

automation
System Human driver Human driver

Some driving 
modes

Automated 
driving system 

monitors 
the driving 

environment

3
Conditional 
automation

System System Human driver
Some driving 

modes

4 High automation System System System
Some driving 

modes

5 Full automation System System System All driving modes

Table 4 Possible autonomous vehicle usage [19]

Advantages Disadvantages Potential group of users

Personal autonomous vehicles 
- self-driving vehicles in private 

ownership.

Continuous availability. The 
private property can be stored 

in the vehicle.

A vehicle that meets the travel 
aim cannot be chosen for each 

trip. High costs.

Frequent travelers on a daily 
base, and/or the car is used as 
a storage for private property.

Shared autonomous vehicles - 
Self-driving taxis, door-to-door 

service for the users.

A vehicle for the actual need 
can be chosen. Door-to-door 

service.

Waiting for a car is possible. 
No personal staff (driver). 

The car can be dirty after the 
previous user.

Not so frequent travelers.

Shared autonomous rides 
- Self-driving vans (micro-
transit) take passengers 
to or near destinations. 

Supplementary service for 
public transport systems.

The cost will probably be the 
lowest.

The comfort level will be the 
lowest, the travel time probably 

will be higher.
Occasional trips.
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pooling for New York City. The subject of the research was 
the city of Lisbon.

Based on Table 2, in the case of the 100% shared self-
driving fleet with a high-capacity public transport, the actual 
car fleet size can be reduced by 90%. In the light of the car 
usage survey [32], this - in general - can cause elimination 
of the actually not used (parking) cars, but there will be no 
significant effect on traffic jams and road capacity. Based on 

Based on this survey, only 10% of the vehicles are in 
the traffic flow in peak hours and 90% are parking mainly 
at home or other locations, especially at the working place. 

According to this, only 10% of the cars are causing 
the traffic jams. In 2015, the International Transportation 
Forum published a  report about the shared self-driving 
cars [33]. This study was based on experiences of the 
Autonomous taxi system for New Jersey and the taxi 

Figure 12 In Seattle, parking spaces were designated  
for dockless bikes [34]

Figure 13 Singapore is still improving its dockless  
bike-sharing regulation [35]

Figure 14 Bird electric scooters are taking over  
San Francisco [36]

Figure 15 Traditional public transport with the new age 
solution

Figure 16 Traditional public transport with the new age 
solution during the trip

Figure 17 Age distribution

Figure 18 Importance of punctuality
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experiences and the research outcomes, it can be concluded 
that the public transport can only be supplemented with 
these solutions and cannot be fully replaced by them. 
Therefore, the low density areas can be served by the 
autonomous solution, but bike and scooter sharing systems 
are the best solutions for the high density city center. 
A schematic model is created to demonstrate this (Figure 
15).

Those solutions cannot be used only to take the 
so-called last mile, but also to change between the high 
capacity transportation lines (Figure 16).

In this case, the autonomous vehicle operates as a taxi 
and the bike/scooter sharing system as a dockless solution.

6	 Survey data

In 2017, a  preliminary survey was made to examine 
the people’s relationship with travelling. This survey 
distinguished between commuters and those going on 
leisure trips. A  part of the results is published in another 
article [37]. The aim of this survey was to measure the effect 
of different factors on the user decisions according to the 
travel mode and the route planning. Due to the preliminary 
nature of the survey, the outcome was not representative. 
In order to complete the survey, one required internet 
connection and the questionnaires were shared via e-mail 
and Facebook. Even so, 146 participants submitted their 
answers. Those were basically submitted from Budapest 
and respondents were mainly people with higher education. 
Regarding the research of Smith [38] and the Pew Research 
Center [39], the spread of smartphones and internet usage 
are higher where the population density and the per capita 
income are higher. Based on this, the probability of the 
new techniques (e.g.: autonomous car, shared economy, 
…) usage is higher. Moreover, the commuting and traffic 
problems appearance is presumably higher, as well. Based 
on this, result of this survey can be used as good preliminary 
data for further research. The age distribution of the 
respondents is presented in Figure 17.

The participants’ employment status is given in Table 5.
Regarding the data presented in Figure 9, the 

importance of punctuality could have a  significant role, 
which helps to understand the effect of delay on travelers. 
The following diagram summarizes the results regarding 
punctuality (Figure 18).

this, autonomous cars cannot replace, but only supplement 
the high-capacity public transport.

4	 Supplement transportation

4.1	Autonomous vehicles

Definition of autonomous transport was created based 
on the Society of Automotive Engineers (SAE) classification 
[19], this is presented in Table 3 and the possible role of the 
car is summarized in Table 4.

According to data presented in Table 3, only level 5 is 
suitable for use of autonomous service.

The most effective solution for society is the shared 
autonomous ride that requires much less parking facilities, 
but the economic effect, especially for car producers, can 
be negative due to decrease in the number of sold cars.

4.2	Bike, scooter share

Traditional bike sharing systems are used worldwide 
nowadays. They are usually based on a fix docking network. 
This type of system is working properly, but it usually serves 
only the high density areas in the cities, if the operation costs 
and effectiveness are taken into consideration. Moreover, 
the docking stations mean a restriction for users. Therefore, 
some operators started to develop dockless solutions.

The greatest advantage of the dockless system is that 
the user can leave the bicycle anywhere. On the other hand, 
this can cause a mess in the cityscape. Therefore, parking 
places for bikes were created as a  solution in Seattle 
(Figure 12) and in Singapore (Figure 13).

In addition to electric bikes, a new solution is underway. 
This is the electric scooter, which reduces the required 
space and gives more flexibility to the user. A service was 
started in San Francisco (Figure 14).

5	 Public transport and the new age transport 
solutions

Considering the possible cooperation between 
traditional public transport, different sharing solutions 
and the autonomous vehicles based on the Futurama 

Table 5 Employment status

Status Percent

Employee 70.55%

Entrepreneur 0.68%

Middle manager 13.01%

Pensioner 0.68%

Volunteer 0.68%

Student and part time employee 1.36%

Student 13.01%
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In this diagram, “1” represents the least important 
and “10” represents the most important factor. It clearly 
demonstrates that punctuality is a key factor if the event’s 
starting time is fixed, and it is not as important in the case 
of categories concerning leisure time. In the light of the 
traffic distribution (Figure 11) and delays (Figure 9) caused 
by traffic jams, the predictability of commuting is of great 
importance.

7	 Summary

In this article, the Futurama concept and its effect to the 
world (with the example of Los Angeles) were summarized. 
The history of LA’s public transport is presented in more 
detail.

Two important researches were presented in connection 
with autonomous cars. The outcome of a  survey made in 
Paris on distribution of car usage showed that only 10% of 
the cars are causing the traffic jams. Another research on 

autonomous car usage was based on a simulation of Lisbon’s 
traffic change in the case of presence of autonomous taxis; 
this study predicted that the number of cars can be reduced 
to approximately 10%, only if there is a  well-functioning, 
high-capacity public transport. Based on this finding, 
autonomous transportation cannot replace the traditional 
public transport systems, it can only supplement them.

Classification of the autonomous systems was also 
done. Furthermore, the new age bike sharing systems were 
introduced. These also might have a  significant effect on 
public transport systems and autonomous transportation.

Based on the presented survey data, punctuality is 
a  key factor for travelers. Regarding the delays, caused 
by the traffic jams and the research data, the autonomous 
car cannot be the only solution for traffic problems. Based 
on this, the hypothesis of the article is considered to be 
supported.

This overview can be a good starting point for future 
research. As a next step, the routing algorithm needs to be 
implemented as described in Section 5.
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Transport infrastructure is not currently the domain of activity of solely the public sector. Governments entrust 
the provision of services or realization of investment tasks to private entities and the form of involvement of private 
investors may be the public-private partnership PPP. Successful implementation of the PPP projects requires appropriate 
economic, legal, institutional and social conditions. 

The article identifies these determinants based on the literature on the subject and then their analysis in relation to 
conditions of operation and market development of the PPP projects in the area of transport infrastructure in Poland. 
The analysis covered the years 2009-2018 and was conducted against the background of development of the PPP market 
in selected EU countries.
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The subject and purpose of the research imply an analysis 
of the subject literature, statistical data, evaluation reports, 
as well as legal acts. The method of comparative analysis 
and analysis of cause and effect relationships have been 
applied, which increases the accuracy of the obtained 
results and conclusions formulated on this basis.

2 	 Determinants of the PPP development –  
a literature review 

Since the subject matter of the PPP is quite well known 
and it has been the subject of many publications, the article 
omits wider considerations on the nature and forms of that 
partnership. Only a  general definition of the PPP, based 
on literature studies, is provided, [8, 9]. A  public-private 
partnership is a type of contract between a public partner 
and a  private partner who work together to implement 
a project, while retaining their own goals and interests at the 
same time.  The result of this cooperation should be lower 
costs of the project and a higher quality of services than in 
the case of their traditional financing from public funds [10]. 
The form of private entities’ involvement in the PPP projects 
depends on its specificity and the individual needs of the 
project participants. The detailed classification of PPP 
forms was presented, among others, by R. Mu, M. de Jong 
and E. ten Heuvelhof [11]. Here one can only list the basic 
forms of participation of private entities in infrastructure 
projects: BOT - construction, exploitation, transfer, DBFO 
- design, construction, financing, exploitation and BOO - 
construction, exploitation, ownership (ownership remains 
permanently in the private sector).

1 	 Introduction 

Transport infrastructure has specific characteristics 
such as: service and social service character, capital 
intensity, long period of payback of incurred financial 
expenses, technical and economic indivisibility [1]. These 
characteristics caused that infrastructure was generally 
considered to be the domain of activity and financing by 
public authorities. However, in recent decades, economists 
dealing with this issue have presented a  view that 
infrastructure is no longer perceived as public goods and 
should not be provided by the state only, [2-3]. Currently, 
it is believed that there are no goods and services that 
can only be provided by the private or public sector [4]. 
Governments entrust implementation of public services 
or investment tasks to private entities and the form of 
involvement of private investors is often a  public-private 
partnership PPP.

However, the practice of the PPP implementation and 
conducted studies show that the success of a partnership 
requires appropriate economic, legal, institutional and 
social conditions [5], [6]. In addition, the latest reports 
of the EU institution, which has been supporting the 
development of the PPP for several years, have shown 
that the implementation of successful projects is possible 
with appropriate legal, institutional framework and 
administrative efficiency. These instruments are currently 
available only in a limited number of countries with many 
years of implementation experience [7]. 

The aim of the research is to analyze the determinants 
of implementation and level of development of the PPP 
projects in the area of transport infrastructure in Poland. 
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bases its financing structure primarily on external sources. 
Efficient financial intermediation, free access to capital and 
financial services are the key factors in the success of the 
PPPs. Research conducted by Butkiewicz and Yanikkay [17] 
show that the involvement of multilateral lenders and credit 
agencies in the project reinforces the positive outcome of 
this investment.

On the other hand, micro-level factors of significant 
importance, according to Ng et al. [14], are: socially 
acceptable level of fees/tariffs, reliable and experienced 
private consortium, long-term demand for services, stability 
of service provision, financial attractiveness of the project 
for private investors and cost effectiveness of the project 
in comparison with traditional forms of its implementation.

3	 Analysis of the PPP functioning conditions 
in Poland 

Implementation of the PPP projects requires that the 
predefined determinants were realized, especially those at 
the macro level. They create a fundamental framework for 
the functioning of partnership, without their fulfilment the 
PPP formula will not exist at all, not to mention the success 
of investment implementation. Further, due to the synthetic 
character of the article, the most important conclusions 
from the conducted research will be presented. These 
conclusions were formulated in relation to the basic key 
factors, which are: the legal system, government support, 
in particular the activity of public advisory agencies and 
availability of financing.

Stable law and certainty of its interpretation is a  key 
and necessary condition for implementation of the PPP. 
In Poland, the first act, which enabled implementation of 
road investments by the private sector, was drafted in 1994. 
The practice of implementation showed problems and as 
a  consequence the Act was amended - in 2000 and 2005. 
However, those legal actions were not enough and in 2008 
a  new, more flexible act was passed, which initiated the 
actual process of implementing public tasks in the PPP 
formula. In 2018, the government decided to increase the 
scale and effectiveness of the PPP and amended the Act of 
2008 [18]. The new regulations simplify the procedure of 
selecting a partner and the process of concluding contracts. 
Moreover, they provide comprehensive advisory services 
for public entities and optional certification (evaluation) 
of projects by the minister of regional development. 
Legislative activities of the government have eliminated 
many legal obstacles. The current regulations are so flexible 
that even political changes will not be a barrier to the PPP 
implementation.

The government also plans to establish a  guarantee 
and warranty system for the public and private sectors. 
It concerns the creation of a  special fund for the PPP, 
preferential rules and interest rates [15]. The latter is 
very important as it will facilitate access to bank loans 
for investors. In previous years, external financing was 
provided mainly to projects that met one of two criteria: 

The literature also shows that the success of 
a  partnership requires the provision of appropriate 
economic, legal, institutional and social conditions (success 
means a PPP project that has been carried out according to 
budget, schedule and quality of service standards) [5], [6]. 
Conditions favorable for the PPP implementation are defined 
as critical success factors - CSF. Their identification was the 
subject of extensive research conducted by Harcasttle et al. 
[12], which identified five main groups of factors: effective 
purchase process, feasibility of the project, government 
guarantee, favourable economic conditions and available 
financial market. The CSF classification, which is based on 
various aspects of risk associated with the PPP projects, 
was developed by Ozdogann and Birgonul [13]. Technical, 
financial and economic, social, environmental, political 
and legal risks are important determinants considered by 
decision-makers. An extensive review of the CSF was also 
presented by Ng et al. [14], who studied the importance 
of these factors, taking into account the objectives of the 
public sector, private sector and society. They proposed 
to divide the factors into four groups: political and legal, 
economic and financial, technical, social.

Based on literature research, it can be assumed that 
the classification of the determinants of the PPP success 
includes the following groups of factors: economic and 
financial, political and legal, technical and social. In addition, 
they can be divided according to the level of analysis. 
Determinants that are shaped by the government and its 
institutions can be described as factors at the macro level. 
However, those that affect the practical implementation at 
the stage of project preparation and feasibility assessment 
concern the micro-level. 

These determinants have a  differentiated impact on 
the success of the PPP. The research conducted by Chou 
et al. [15] shows that at the macro level, the following have 
the strongest impact: stable macroeconomic conditions, 
economic and political support of the government, 
availability of financing, legal system, competent public 
advisory agencies, social support, clear procurement 
process, competition in the procurement process. For 
transport infrastructure projects, an important factor, 
emphasised by Hammami et al. [5] and Chou et al. [15], is 
the stable macroeconomic condition of the country, and in 
particular such indicators as the GDP growth, purchasing 
power of customers, market size. Good macroeconomic 
conditions, according to Mansoor and Klein [16], are able 
to attract investors and increase the level of financial 
resources. Well-organised public advisory agencies are 
also a key factor. Their activity is particularly important in 
countries that have no experience with the PPP [5].

The element of experience in implementation of 
projects is worth noting here. It is about the experience of 
the government, private investors and multilateral lenders 
in the field of this kind of projects. A  trustworthy and 
experienced private consortium provides the opportunity 
for agreement at the stage of project preparation and its 
subsequent technical feasibility. The experience of financial 
institutions is equally important because the private sector 
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the years 2009-2018, developed on the basis of research 
conducted by the European PPP Expertise Centre EPEC 
[19]. The data include large investment projects - until 
2010 these were projects worth more than 5 m euro and 
since 2011 more than 10 m euro (the value of the so-called 
“financial closure” projects).

The leader of the European PPP market was and still is 
the United Kingdom, which since the beginning of the 1990s 
has used various forms of cooperation between the public 
and private sectors to implement investments and provide 
services. The partnership also has a  significant place in 
countries such as: France, Germany, Italy, the Netherlands 
and Spain. 

It is worth mentioning here that the most important 
area of the PPP implementation is transport infrastructure. 
Financial resources earmarked for these enterprises 
constituted, in the years 1995-2009, an average of 75-90 % 
of the total value of projects. In 2018, their share decreased 
and amounted to 48 % due to the growing value and 
number of projects in the area of telecommunications and 
environmental protection for several years [19].

Compared to other EU countries, the value of the 
market for the large PPP projects in Poland is very small 
and represents only 2 % of the total value. This relatively low 
level of development of the PPP market will be the subject 
of further research. These included reports and statistics 
available on the government’s PPP Platform [20].

Figure 2 shows the value and number of the PPP 
projects in individual years 2009-2018. Figure 3 shows the 
total value and number of projects by economic sectors in 
the entire period. These data include all the projects that 
have been implemented or are being currently implemented 

limited financial involvement of the public partner or 
a small scale of the enterprise, allowing the private partner 
to finance with its own contribution. The position of the 
banks was quite restrictive and a large part of projects did 
not receive financing. 

Another determinant of the PPP success is availability 
of the public advisory institutions. In 2011, a governmental 
PPP Platform was established to assist in the preparation 
and implementation of projects. However, this initiative 
was not sufficient. Therefore, starting from 2017, the 
government intensified its activities in this area: a three-year 
training project was launched, in which the government and 
local government administration employees participate, 
the minister for regional development offers free legal, 
financial and technical advice and agreements were also 
signed with consortia of consulting companies to provide 
comprehensive advice to public entities. Moreover, the 
government plans to initiate 10 pilot projects by the end 
of 2020.

The government expects that the effect of the above 
actions will be, among others, the conclusion of at least 100 
new agreements by the end of 2020 and an increase in the 
number of signed agreements in relation to the number of 
announcements of choosing a private partner to 40 % [18].

4	 Analysis of development of the PPP market 
in Poland

While studying the level of the PPP development 
in Poland, it is worth considering this issue against the 
background of the EU project market. Figure 1 presents 
development of the PPP market in selected countries in 

Figure 1 Total value of the PPP projects in 2009-2018, in selected EU countries (billion euro) 
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The PPP project market actually started to develop in 
2009, after the change of legal regulations to more flexible 
ones, corresponding to the specificity of these enterprises. 

and their value is the sum of the value of investment outlays 
or services, regardless of the amount of these expenditures.

Figure 2 The PPP project market in Poland by value and number of projects (2009-2018)

Figure 3 Total value and number of the PPP projects in Poland, by sector of economy (2009-2018)
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The PPP market in Poland can be described as a “market 
under construction”, dominated by the low-value projects 
that are not included in EPEC reports. Projects are initiated 
by local authorities, mainly in large urban agglomerations. 
It is worth emphasizing that the effectiveness of the PPP 
proceedings has improved, the period of negotiations 
and preparation of contracts has been decreasing and 
the scope of using the services of external consulting 
companies has increased. Public entities, operating within 
the legal framework, adapted to the specificity of the PPP, 
gain experience in the implementation of projects. These 
determinants are essential for the success of projects and 
are an impulse for development of partnership.

When studying the value of the PPP market projects, 
it can be compared with local government expenditure 
investments. In 2009-2011, these expenditures amounted to 
30.4 bn euro and the value of the PPP projects amounted 
to 0.18 bn euro, which was 0.06 %. However, in 2016-2018 
the value of projects was 1.3 % in relation to investment 
outlays (25.3 bn euro - outlays, 0.33 bn euro - PPP projects) 
[21]. The government plans that the value of the PPP 
investments should amount to at least 5 % of the public 
sector outlays. A comparable level - 4 % of all investments 
in the public sector, the PPP projects constituted in 2007 in 
the “old” EU countries.

Turning to the analysis of the PPP projects in the area 
of transport infrastructure in Poland, one can distinguish 
the market of relatively small enterprises that initiate 
local governments and the market of large government 
projects. The first one includes mainly the construction of 
parking lots and bus shelters. These investments are not 
the basic elements of transport infrastructure, but they are 
the so-called point infrastructure, complementary. Their 
share in the total value of the PPP projects in 2009-2018 
was about 10 % (Figure 3). Local authorities therefore carry 
out transport infrastructure projects with very limited 
material and financial resources. This is because local 
authorities have at their disposal EU funds, which they can 
use to finance up to 85 % of the investment costs and they 
are non-refundable. This system is more advantageous in 
procedural and financial terms than the PPP. 

However, large projects include a  programme for the 
construction and operation of toll motorways, launched 
by the government in 1996-1997. In 2000-2011, private 
consortia carried out the following investments in the 
concession system: section of the A2 motorway Swiecko-
Konin (255 km), section of the A1 motorway Gdansk-Torun 
(152 km), section of the A4 motorway Katowice-Krakow 
(61 km). Consortia have built and operate about 30 % of the 
current motorway network in Poland [22]. 

Another government action was a pilot project initiated 
in 2013, consisting in the reconstruction and maintenance 
of 187 km of lower category roads in the Lower Silesian 
Voivodship. The project assumed a thorough reconstruction 
of 113 km of roads within the first four years of signing 
the agreement and then their maintenance. The remaining 
74 km were planned to be covered by renovation works and 
current maintenance during 22 years of the agreement’s 

Between 2009 and 2018, 131 projects were completed and 
their value amounted to 1.4 bn euro. Both the value and 
the number of projects vary greatly from year to year. In 
2013, the highest value PPP agreements were concluded, 
as the subject of the agreements were large investment 
projects, including: construction of waste incineration 
plant in Poznan (185 m euro) or broadband network in 
the Mazowieckie and Podkarpackie voivodships (183 m 
euro).  However, in 2016-2017, the number of contracts and 
the value of projects decreased. This is a  consequence of 
poor activity of local self-governments as entities initiating 
projects. This activity is a  function of, among others, the 
level of absorption of the EU funds. An increase in use of 
the EU funds could have been an important factor limiting 
the interest of the public sector in the PPP projects. This 
issue will be discussed in the article.

Further analysis of the PPP market allowed to identify 
its features and changes that took place in the analysed 
period [20]:
•	 131 contracts were signed and executed, and the 

effectiveness of the PPP proceedings, i.e. the ratio 
of the number of contracts signed to the number of 
announcements of choosing a  private partner, was in 
2009 - 5 %, whereas in 2018 - 32 %,

•	 the largest number of contracts concluded concerned 
projects with a  value of up to 10 m euro - 72 %, 
while contracts with a  value of more than 60 m euro 
accounted for only 6 %,

•	 projects are implemented mainly in the following sectors 
(taking into account their value): telecommunications 
- 27 %, waste management - 24 %, revitalisation - 10 %, 
transport infrastructure - 10 % (Figure 3),

•	 investment projects dominate - 58 %, however, there is 
also a large share of service projects - 42 %,

•	 14 hybrid projects were implemented (co-financed 
from EU funds), which constituted only 10 % of all the 
PPP undertakings,

•	 the agreements are concluded mainly by local self-
governments - 90 % of all the contracts, whereas the 
central government administration signed only 6 out 
of 131 contracts,

•	 among self-government authorities, the largest number 
of contracts were implemented by large, economically 
active urban agglomerations (Warsaw, Silesian 
agglomeration, Krakow, Wroclaw, Gdansk),

•	 the contribution of the public side to the project 
consisted in providing the property on which the 
private partner was to construct the infrastructure in 
accordance with the “land for infrastructure” principle; 
more than half of the projects is financed exclusively 
by the private partner,

•	 the average contract period is 21-23 years,
•	 the average time from the date of the project 

announcement to the conclusion of the contract was in 
2009 - 264 days, and in 2018 - 257 days,

•	 among local authorities that initiate projects, some use 
external advisory services - in 2016 it concerned 37 % of 
projects, while in 2018 - 54 % of projects.
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warrantees system for the public sector and private PPP 
partners, is also of great importance for development of 
partnership. Certainly, this system will facilitate access to 
external financing of projects.

In the area of transport infrastructure, over the last 
ten years, projects have been implemented mainly by 
local public authorities. Those were small, procedurally 
and financially easy investments, such as the construction 
of bus shelters or parking lots. On the other hand, 
large government projects were completed in 2011, 
when private consortia commissioned about 470 km 
of motorways (30 % of the total length). Therefore, the 
basic system of transport infrastructure implementation 
is traditional public financing and the PPP formula 
remains an alternative and complementary model. Its 
practical implementation is difficult and procedurally 
time-consuming, which makes it unattractive for public 
authorities, especially when they can easily obtain the 
EU funds. An impulse for the PPP development may 
be the government’s programme of construction and 
operation of express roads. This project will increase the 
experience of public authorities and institutions, which 
is an important success factor in the capital-intensive, 
multilateral transport projects. 

The conducted research is a  diagnostics of current 
macro-conditions and the level of development of the PPP 
market. Conclusions formulated based on the analysis 
may be helpful for decision-makers at various levels in 
the context of identifying problems in implementation of 
projects and striving to eliminate them and in the context 
of shaping the directions of the target structure of the 
PPP market in Poland. An important issue that may be 
the subject of future research is an analysis of the impact 
of individual determinants on the success of the PPP 
implementation, using statistical methods and econometric 
models.

validity. The procedure of selecting a  private partner 
started in 2014 and the final selection of the company was 
to take place in July 2018. However, the offers received 
from two companies were so high that they exceeded the 
level of availability fees estimated by the self-government 
authorities of the voivodship several times. Therefore, 
a private partner was not chosen. 

Currently, the government is planning to build some 
sections of express roads in the form of partnerships. The 
programme is to cover the following roads: S6 - Gdansk 
bypass (31 km), S6 - Szczecin bypass (50 km), S6 - Koszalin 
- DK 6 Bozepole Wielkie (117 km) and S10 - Bydgoszcz - 
Torun (50 km). The private partner is to design and build 
roads, maintain them for 30 years and then hand them over 
to the public party. In return, the public side is obliged to 
pay a cyclical fee for accessibility [18].

5 	 Conclusions

Successful implementation of the PPP projects, 
especially in the area of transport infrastructure, requires 
specific legal and institutional conditions (activity of public 
advisory agencies) and availability of financing. Polish legal 
regulations, after 25 years of experience in the practical 
implementation of the PPP and legislative changes, are 
now flexible and adapted to the specificity of projects. 
In recent years, the government has clearly supported 
the development of partnership, what is indicated by 
the activity of government institutions in the area of 
advisory services. The first effects of these activities and 
accumulated experience of local authorities are already 
visible - more and more local authorities use advisory 
services and the effectiveness of announced projects is 
increasing. The implementation of 10 pilot projects, planned 
by the government, as well as creation of a guarantees and 
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Influence of boundary conditions (i.e. mounting type of shafts ends) on spectral and modal properties is studied 
in this paper. Cases with joints at both ends and with joint at one end and fixed end are described in detail. The 
vibration problem of rotating shaft is generalized to problem of vibration of the shaft in the rotating plane. The problem 
is illustrated on testing models. The real mounting type of shafts is presented.
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2.1	Shaft with continuously distributed mass

Consider a prismatic shaft, which rotates at constant 
angular velocity ~ . The shaft bends at critical velocity and 
it rotates in a bent state (see Figure 1). Centrifugal force dC 
acts on the shaft element dx (see Figure 1)

d dC y x x2n ~= ^ h 	 (1)

where y(x) is deflection depending on distance from shaft 
end x l0 # #^ h , n  is a specific mass per unit length of the 
shaft; Sn t=  and S is the cross-section of the shaft, t  is 
a density of the shaft material.

Continuous strain q(x) of the length element is

d
dq x
x
C y x 2n ~= =^ ^h h .	 (2)

as is well known that deflection curve satisfies

E J y x M x0=-m^ ^h h ,	 (3)

By differentiating the above equations twice, with  
EJ = constant, one obtains

E J y x M x q x y xIV
0

2n ~=- = =m^ ^ ^ ^h h h h ,	 (4)

i.e.

E J y x y x 0IV
0

2n ~- =^ ^h h .	 (5)

The above equation is rewritten to form

, .y x a y x a
E J

0IV 4 4
2n~

- = =^ ^h h 	 (6)

Meanings of symbols in equations above are precisely 
described in Table 3.

1	 Introduction

The calculation of modal and spectral properties of the 
shaft is among the basic calculations that are required to 
support propulsion projects for various vehicles, ships and 
construction machines. 

The mathematical model of the rotating shaft is 
influenced by many factors, such as vibration noise [1], 
flexibility of shaft [2], increasing rotation velocity [3], 
workspace of universal joints [4] and others [5]. A number 
of powerful software packages for calculation of torsional 
vibration already exists [6].

This paper is devoted to study deflection, critical 
velocity and eigenvalues of frequencies in the rotating shaft. 
Influence of boundary conditions in mathematical model is 
illustrated on testing examples.

2 	 Theoretical background

The mathematical model of the rotating shaft is 
described by the 4th order differential equation. An unknown 
function in the given differential equation is the shaft 
deflection depending on the distance from the shaft end.

By solving the equation, a general solution that includes 
all the solutions to the problem is calculated. The number of 
solutions is infinite.

The particular solution is obtained by applying the 
boundary conditions (i.e. mounting types of ends of the 
shaft - Figures 5 and 6, [7]).

This means that boundary conditions play significant 
role in the calculation of model (Table 2 and Table 4).
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The infinite number of critical angular velocities was 
obtained. The K-th critical velocity is expressed by equation

,

,

K
l

EJ
K

r
EJ

cr cr

cr

2
2

2

K 1

1

~ r
n ~

~ r
n

= =

=

a

` j

k
	 (10)

where cr1~  is the first critical velocity K 1=^ h .
A shape of deflection curve depends on critical velocity. 

Expression for the deflection curve yK  (see Figure 2) for 
the K-th critical velocity crK~  is

siny D
l
K x

K
r= 	 (11)

2.3 Critical angular velocities of shafts with 
one fixed end

The critical velocity of the shaft with fixed end is now 
determined by analytical method (see Figure 3 and Table 1, 
mounting type E in Table 2).

The parameter d in Figure 3 indicates the shaft diameter 
(i.e. the characteristics of the cross-section).

Analytical solution (without damping and shifting 
forces and friction) is solution of differential Equation (5) 
(resp. Equation (6)). The general solution is of the form

,cosh sinh cos siny x A ax B ax C ax D ax= + + +^ h 	 (12)

where a
E J

2
4 n~

= , with boundary conditions

, , , .y y l y y l0 0 0 0 0 0= = = =l m^ ^ ^ ^h h h h 	 (13)

The general solution of Equation (5), respectively 
Equation (6), is

.cosh sinh cos siny x A ax B ax C ax D ax= + + +^ h 	(7)

The integration constants can be determined from the 
boundary conditions that correspond to the shaft’s ends’ 
mounting type. The particular solution is obtained by the 
straightforward calculation of the constants.

2.2 Critical angular velocities of shaft with 
joints

The shaft shown in Figure 1 (c.f. Table 1, mounting type 
A in Table 2) satisfies the boundary conditions

, , , .y y l y y l0 0 0 0 0 0= = = =m m^ ^ ^ ^h h h h 	 (8)

Those boundary conditions (by straightforward 
calculation of Equation (7)) are equivalent to equations for 
integration constants

, , .,sinh sinA C B al D al0 0 0 0= = = = 	 (9)

Note that sinhal 0!  for 0!~ , than B 0= . The 

last equation is satisfied if D 0=  or are valid.sin al 0=   

Equality D 0=  means that there is no deflection of shaft 

and D plays the role of the maximal deflection (amplitude). 

The solution of  equation sinal 0=  is al Kr= , 

where , , ,K 1 2 f=  . . ,i e a
l
K a

l
K4

4r r= =b b l l  and 

t
K

E J

4
2r n
~=a k .

Figure 1 Shaft with joint ends Figure 2 Deflections of a shaft

Figure 3 Shaft with joint and fixed end

Table 1 Boundary conditions at the ends of a shaft

Mounting type

Joint Fixed end Free end

Boundary conditions in x = 0 or x = l
y(x) = 0,

y, ,(x) = 0

y(x) = 0,

y ,(x) = 0

y , ,(x) = 0,

y , , ,(x) = 0
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3	 Analytical solution of generalized problem

The problem mentioned above is the vibration of a 
shaft in a plane. Generalization of the above problem is 
vibration of one-dimensional continuum in the rotating 
plane with angular velocity ~ . By analytical method it is 
possible to obtain the following description of the problem, 
c.f. [13].

x
y

EJ
Sr

x
y

t
y

EJ
Sr y

EJ
S

y

t EJ
S

x

4

4
0

4

4 2 4

2

2 2

2

2

2

2 2$ $

$ $

2
2

2 2

2

2

2

2

2

t t

t ~ t ~

- + -

- - =

,	 (17)

Contrary to ordinary differential Equation (6), the 
above Equation (17) is partial differential equation.

Assume that each shaft cross-section performs an 
oscillating motion with the amplitude depending on 
location, with a time course identical along the entire shaft, 
i.e.

,y x t Y x ei t= X^ ^h h ,	 (18)

where Y(x) is amplitude of deflection depending on 
coordinate x and rad s 1$X -6 @  is the natural frequency of 
relative oscillations.

Substituting Equation (18) to Equation (17), with 
undamping condition identical all the time, one obtains 
ordinary differential equation for amplitude as

By straightforward calculation of the above conditions 
one obtain transcendental equation

tan tanhal al=

with solutions

, , ,al K K
4

4 1 1 2K fr= + =^ h 	 (14)

Therefore the K-th critical velocity is expressed by 
equation

K
l

EJ
4

4 1
cr

2

K~ r
n= +b l 	 (15)

and the first critical velocity is

, .
l

EJ
l
EJ

4
5 15 4 1cr

2

21 0~ r
n n= b l 	 (16)

In Table 2 one can see role of the mounting type of 
shafts and beams in the frequency equation (c.f. [8]). The 
most obvious mounting types A and E of shafts are more 
precisely discussed above.

Technical realization of the most common mounting 
types A and E is presented in the Conclusion (see technical 
design in Figures 5 and 6).

See [8] and [9] for more details on theoretical 
background in mechanical properties and [10-12] for more 
details of the computational methods.

Table 2 Role of mounting types (i.e. boundary conditions) in solutions of the frequency equation

Mounting type Frequency equation Solutions

A sin al = 0 a
l
K

k
r=^ h

B cos al cosh al = 1

,

. ,

. ,

. ,

a l

a l

a l

a l

0

4 730

7 853

10 996

1

2

3

4

f

=

=

=

=

^
^
^
^

h
h
h
h

C cos al cos al = 1

. ,

. ,

. ,

. ,

a l

a l

a l

a l

4 730

7 853

10 996

14 134

1

2

3

4

f

=

=

=

=

^
^
^
^

h
h
h
h

D cos al cosh al = - 1

,

. ,

,

. ,

.

.

a l

a l

a l

a l

4

10 996

1 875

694

7 855

1

2

3

4

f

=

=

=

=

^
^
^
^

h
h
h
h

E tan al = tanh al 

,

,

,

,

.

.

.

.

a l

a l

a l

a l 1

3 927

7 069

10 210

3 352

1

2

3

4

f

=

=

=

=

^
^
^
^
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h
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Table 3 Parameters of testing examples

Parameter
Value

Description
Simple shaft Skoda 781

E 2 . 1011 2 . 1011 Modulus of elasticity [Pa]

t 7800 7800 Density [kg . m- 3]

l 1 0.65 Length [m]

r 0.0564 0.0105 Radius [m]

S 0.01 0.0003 Cross-section [m2]

J 7.9578 . 10 - 1 9.5466 . 10 - 9 J r m4
4 4$= r 6 @

n 78 2.7016 S kg m 1$ $n t= -6 @

Table 4 Critical velocities of testing examples based on different mounting types

 

rad sK
1$~ -6 @

1 2 3 4

Simple Shaft
2 joints 1409.82 5639.26 12688.35 22557.06

1 joint 1 fixed 2202.84 7137.19 14891.18 25464.81

Skoda 781
2 joints 621.01 2484.05 5589.11 9936.19

1 joint 1 fixed 970.33 3143.87 6559.44 11217.03

Figure 4 Critical velocities

Figure 5 Shaft with joints in technical practice [7] Figure 6 Shaft with joint and fixed end in technical  
practice [7]
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Results of calculations are shown inn Figure 4. 
Meaning of K in Figure 4 and Table 4 is shown in  

Figure 2.
It is clear from the Equations (10) and (15) that the 

shaft parameters also influence the critical velocity (see 
Figure 4 and Table 4). The critical speed is proportional 
to the parameter EJ  and inversely proportional to 
parameters l2  and n .

There can be seen how different mounting types can 
change values critical velocities. The exact values are 
shown in Table 4.

5 	 Conclusions

In Table 2 are presented all the possibilities of mounting 
types of shafts and beams. The usual technical designs of 
the shaft’s ends are presented in Figure 5 (shaft with joint) 
and Figure 6 (shaft with join and fixed end).

As shown in Figure 4 and Table 4, the critical velocity 
depends significantly on the mounting type of shaft’s ends 
and parameters , , ,E J l n  of the shaft. It is clear from results 
that the mounting types of shaft’s ends need to be taken into 
account when calculating the modal and spectral properties 
of shafts.
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,Y x bY x cY x 0IV + - =m^ ^ ^h h h 	 (19)

where
 

, .b
EJ
Sr

c
4

2
2 2 2 2t
~ ~X X= - = +^ ^h h

Applying the boundary conditions for ends with joints 
(see Table 1) the particular solution of Equations (19) has 
assumed the form:

,sinY x Y p xconst K=^ h 	 (20)

where l is length of shaft, p
l
K

K
r= , and , ,K 1 2 f= .

Substituting Equation (20) to Equation (18) one obtains 
the frequency equation

.sinp bp c Y p x 0K K const K
4 2- - =^ h 	 (21)

Calculating the above equation, the eigenvalues of 
frequencies of the vibration have the form:

qS
EJ

l
K r

l
K

EJ
S

l
K r

2
1

1
2

n 2

2
1

4 2 2 2
1

r

r t ~ r

X =
+

- -
J

L

K
K
KK

c
b

b

b
N

P

O
O
OO

m
l

l

l: D
.	 (22)

4	 The testing model

Derived equations were tested on two different 
examples (mounting type A and E in Table 2). The first one 
was simple shaft with circular cross-section and the second 
was shaft from the Skoda 781. Parameters of both examples 
are shown in Table 3.

References

[1] 	 ERTURK, A. T., KARABAY, S., BAYNAL, K., KORKUT, T. Vibration noise harshness of a light truck driveshaft, analysis 
and improvement with six sigma approach. Acta Physica Polonica A [online]. 2017, 131(3), p. 477-481. ISSN 0587-4246, 
eISSN 1898-794X. Available from: https://doi.org/10.12693/APhysPolA.131.477

[2]	 RODRIGUEZ-CIANCA, D., RODRIGUEZ-GUERRERO, C., VERSTRATEN, T., JIMENEZ-FABIAN, R., VANDERBORGHT, 
B., LEFEBER, D. A Flexible shaft-driven remote and torsionally compliant actuator (RTCA) for wearable 
robots. Mechatronics [online]. 2019, 59, p. 178-188. Available from: https://doi.org/10.1016/j.mechatronics.2019.04.004

[3]	 XU, H.-B., TANG, S., XI, H.-F., GAO, P.-Y., LI, M.-Y. Joint interface during arc milling brazing of aluminium alloy to low 
carbon steel with cutter milling at various rotation speeds. Rare Metals. 2017, 36(11), p. 872-877. ISSN 1001-0521, eISSN 
1867-7185.

[4]	 ZHANG, G., DU, J., TO, S. Study of the workspace of a class of universal joints.  Mechanism and Machine 
Theory [online]. 2014, 73, p. 244-258. ISSN 0094-114X, eISSN 1873-3999. Available from: https://doi.org/10.1016/j.
mechmachtheory.2013.11.004

[5]	 HRUBY, P., NAHLIK, T., SMETANOVA, D. Mathematical modelling of shafts in drives.  Communications-Scientific 
letters of the University of Zilina [online]. 2018, 20(4), p. 36-40. ISSN 1335-4205, eISSN 2585-7878. Available from: 
http://komunikacie.uniza.sk/index.php/communications/article/view/637

[6]	 ZOUL, V., KOVAC, P. A brief overview about the development of torsional vibration calculation and education of 
methods for their calculation. Scientific Journal of Silesian University of Technology. Series Transport [online]. 2018, 
99, p. 205-211. ISSN 0209-3324. Available from: https://doi.org/10.20858/sjsutst.2018.99.19

[7] 	 Rolling bearings – SKF group [online]. 2018. [Viewed 04-06-2019]. Available from: https://www.skf.com/binary/ 
21-121486/Rolling-bearings---17000-EN.pdf



E F F E C T S  O F  B O U N D A R Y  C O N D I T I O N S  O N  T H E  M O D A L  A N D  S P E C T R A L  P R O P E R T I E S  O F   T H E   S H A F T 	  47

V O L U M E  2 2 	 C O M M U N I C A T I O N S    1 / 2 0 2 0

[8] 	 JULIS, K., BREPTA, R. Mechanics / Mechanika (in Czech). Prague: SNTL, 1987. REKTORYS, K. Variational methods 
in mathematics, science and engineering. Springer Science & Business Media, 2012. ISBN 9789401164504.

[9]	 Group of Authors. Flexibility and strength II / Pruznost a Pevnost II (in Czech). Prague: Czech Technical University 
in Prague (CVUT), 1979.

[10]	RALSTON, A., RABINOWITZ, P.  A first course in numerical analysis. 2. ed. Dover Publications, 2001. ISBN 978-
0486414546.

[11]	REKTORYS, K. Solving ordinary and partial boundary value problems in science and engineering. 1. ed. CRC Press, 
1998. ISBN 9780849325526.

[12]	REKTORYS, K. Variational methods in mathematics, science and engineering. Springer Science & Business Media, 
2012. ISBN 9789401164504.

[13]	HRUBY, P. Cardan coupling shaft vibrations in the rotating plane. PhD. Thesis. Plzen: University of Mechanical and 
Electrical Engineering (VSSE), 1979.



48 	 O R I G I N A L  R E S E A R C H  A R T I C L E

	

Guyk A. Manuylov - Sergey B. Kosytsyn - Maksim M. Begichev

The classical solution for critical stresses in the problem of stability of a  circular longitudinally compressed 
cylindrical shell consists of two terms, reflecting the ability of the shell to resist buckling due to bending and membrane 
deformations. However, with usual boundary conditions the classical solution appears only with the absence of the 
Poisson expansion of a  shell. With a  non-zero Poisson's ratio, an axisymmetric edge effect presents. It reduces the 
critical load and causes the initial arrangement of its own forms to change as the load increases.
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Another important point is a significant decrease of the 
critical load with certain boundary conditions (for example, 
under the condition of a free edge and some others).

In general, this is due to the fact that the total 
resistance of the shell to buckling is created from the 
bending energy and the energy of the circumferential 
membrane deformations.

In this paper, the above-mentioned expansion of the 
critical load expression is considered into two terms, the 
solution is being analyzed, as well as results of the study 
of the influence of the edge effect by Almros [6-7]. It is 
shown that the edge effect leads to disappearance of the 
axisymmetric form of loss of stability. Some features of 
development of the edge effect and its role in the wave 
formation at the time of loss of stability were also studied. 
In addition, some variants of boundary conditions of 
the shell were considered that lead to reduction of the 
critical load by half in comparison with the classical one. 
In the paper, the periodic buckling modes of an axially 
compressed cylindrical shell are being examined. Matters 
of localized buckling modes are being considered in other 
works of the authors [4, 8].

2	 On the classical critical load

The bifurcation problem of the stability of an axially 
compressed circular cylindrical shell is known [9] to be 
described by a  linear partial differential equation with 
respect to the deflection W (x, y) for zero boundary 
conditions

D W
R
E

x
W

x
W 02 4

2

4

2

dddd
2
2

dd
2
2

d
v+ + =c m .	 (2)

For the case of pinned edge

1 	 Introduction

It is known that the solution of the linear stability 
problem of an axially compressed circular elastic cylindrical 
shell without initial imperfections gives the classical value 
of the critical stresses

/E R 3 1.cr cl
2v d y= -^ h .	 (1)

Buckling of the shell occurs either in an axisymmetric 
form or in a form that is a linear combination of axisymmetric 
n 0=^ h  and skew-symmetric n 1=^ h  eigen forms. Here 

n is the number of total circumferential waves in critical 
equilibrium.

Equation (1) was obtained by Lorenz (1908, non-
axisymmetric buckling [1]) and Timoshenko (1910, 
symmetrical buckling [2]). However, in subsequent years 
it was established that if the shell material has a nonzero 
Poisson’s ratio 0!y^ h , then in many cases of boundary 
conditions the classical critical load is not achieved even 
in calculations. The reason is a development of a non-linear 
axisymmetric edge effect, caused by the constraint with the 
boundary conditions of free Poisson expansion. In the book 
[3] Panovko wrote that the axisymmetric boundary effect 
makes the linear eigen value problem inhomogeneous, and 
to obtain the solution of the stability problem one should 
perform a geometrically nonlinear calculation. This remark 
is true in relation to axisymmetric eigen forms. But with 
respect to non-axisymmetric forms of loss of stability (forms 
of “wave formation”), the eigen value problem remains 
homogeneous. These forms of stability loss of an axially 
compressed cylindrical shell are unstable (watershed), 
since they separate the stable subcritical equilibrium from 
another stable but strongly deformed distant equilibrium, 
meaning the destruction of the shell [4-5].
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/1 2 2 2p h pW= +^ h .	 (11)

Then, according to what has been said, follows:

;
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1 12 1

2 3 1
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2

"v }
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W

=
-

+ = -

= -
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^h
h

h; E
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Finally, one obtains an expression for the classical 
critical stress

.

R
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v v

v
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2 3 1

1

2 3 1
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v d

d

=
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+
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=

=
-

d
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h h n
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The number of circumferential waves n depends on the 
ratio of the sides of the rectangular wave formation cells 

/a bp=

n R v
1

12 12 2

2
24

p
p

d
=

+
-^ h .	 (14)

For 1p=  (square cells)  the well-known equation is 

obtained .n R0 909,
d

.

The energy justification of Equation (9) will be shown 

in deriving a  critical force P crv d=^ h , as Timoshenko 

did [10].It used the sinusoidal form of deflections 

sinw A R
mxr=a k  as an axisymmetric form of loss of 

stability.
The condition for achieving the critical equilibrium can 

be represented as the vanishing of the second variation of 
the total potential energy

E I I I 0b m
2d = + + =v ,	 (15)

where Iv  is the work of the external load, 
I

b
 and I

m
 is the potential energy of bending and membrane 

deformations,

/I RP
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dW dx PA m R2 2

1 21
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1
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2 3 2r r=- =-v b l# ,	 (16)
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The critical load is obtained in the form of two 
components in accordance with the representation of the 
energy of elastic deformation as the sum of the energy of 
the bending deformation and the energy of the membrane 
deformation.

P
v

E m E l
l m R R

E P
24 1

2
cr cr2

3 2 2 2

2 2 2 2

2d r
r
d d=

-
+ =^ h ,	 (19)

W
x
W V 0x4

2

2
2 v= = = =    for   .x 0 1= ,	 (3)

where:
V - transverse displacement, 
d  - Laplace operator, 
D - cylindrical rigidity, 
v  - axial compressive stress.

As a  solution (non-axisymmetric form of loss of 
stability), one can take

sin sinW A mx
R
ny

1min
r= ,	 (4)

where n and m are integers that determine the number of 
circumferential waves and axial half-waves. Substitution of 
the expression for the deflection in the form of a product of 
sinusoids makes it possible to express the critical stress in 
the following form:
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If the dimensionless quantities are introduced

/n R2h d= ;   / /b a Rm nlp r= = ,	 (6)

where a  and b are the dimensions of the rectangular 
wave formation cells along the generator and the cylinder 
guide. If one denotes

/
l Rn
m R

l n
m R

n
R

2 4

2 2 4

2 2

2 2 2

2
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d
r r

d
p h= = ,	 (7)

then one can write
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v12 1
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1
cr cr 2 2
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p h

p h
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= =

-

+
+

+

^
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h
h h> H ,	 (8)

or

R
E

R
E

cr b m crv d v v d v= + =6 @ .	 (9)

Here the first term in parentheses determines the 
energy contribution of the flexural deformations of the 
shell to the total buckling resistance; the second term is the 
contribution of the energy of circumferential membrane 
deformations. The expression in square brackets consists of 
two actually reciprocal quantities. Therefore, the smallest 
value of the critical stress is achieved when these terms are 
equal. Then, each of them is equal to half of the minimum 
critical load

2
1min min

cr cr
b

cr
b

cr"v v v v= = .	 (10)

To determine min
crv  it is convenient to introduce the 

notation
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The second summand are zero eigen modes 
W Wc1

0p= {_ i , which are found by numerically solving the 
homogeneous equilibrium and deformation compatibility 
equations, after substituting in them the solutions for the 
edge effect in them W0  and f0

,
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vP R
E W

W

f

0

, / , , ,
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xx R xx xx yy
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4
1 1 1 0 1
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d
d

+ + - +

+ - =b l 	 (28)

E
f W W W1 0, / , ,xx R xx yy
4
1 1 0 1d

d
- + = .	 (29)

Here, the subscripts xx and yy after the comma 
mean differentiation with respect to the corresponding 
coordinate. Using

;sin sinf F x R
ny
W W x R

ny
1 1= =^ ^h h .	 (30)

Almros moved to a system of ordinary equations with 
variable coefficients with respect to F(x) and W(x)

,
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Boundary conditions were expressed through W and F 
in the usual way in the case when they include W, f, P, N

xy
. 

The conditions for displacements were written as follows:

U F vF R
n0 0

2

"= + =m a k ,	 (33)

V F v F R
n E W0 2 0

2

" d= - + - =n l^ ah k .	 (34)

A classical solution is obtained if one assumes that

/W vPR E0 d= .	 (35)

The solution of equations and determination of the 
critical load were carried out numerically by the method of 
finite differences (MFD).

The homogeneous problem of determining the 
bifurcation load corresponding to a non-axisymmetric form 
of loss of stability was solved from the condition that the 
determinant of the corresponding matrix be zero.

Studies of the convergence of MFD showed that to 
obtain two valid signs of the critical load, it is sufficient to 
have 50-100 sampling points. Refinement of the critical load 
(3-4 valid marks) required a substantial grinding of the grid 
(up to 400-600 points) and, correspondingly, an increase in 
the labor intensity of problem solving.

In problems with pinned boundary condition, 
convergence from below was observed, whereas in the 
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In the above derivation of the equation of the classical 
critical stress, it corresponds to the equality of the terms in 
parentheses

minP P P P2
1

cr b m cr cl& = = $ .	 (21)

If one denotes

/ /R m l1 2 2 2} d r= ;  / P1 m}= ,	 (22)

then
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Finally, one gets
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The number of axial half-waves m is defined as follows:

/m v R2 3 1 12 r d= -^ h .	 (25)

It should be noted that the decomposition of the critical 
force into a  bending and equal membrane component 
is valid only for the classical solution of the linearized 
stability problem considered above. In the case of the 
development of the edge effect, the ratio between P b  and 
P m  can change. At the same time, under certain boundary 

conditions, it can turn out that P m  is much smaller P b , 
and then the critical force  P cr  will be much lower than 
the classical value.

3	 Influence of the edge effect

Studies of the edge effect on the axially compressed 
cylindrical shells were carried out by Geckeler [11], Fisher 
[12], Ohira [13], Almros [6], Hoff and Reifeld [14]. Especially 
important are the results obtained by Almros. He presented 
the general solution for deflection W and stress function f 
at the moment of loss of stability in the form of two terms

W W W0 1= + ; f f f0 1= + .	 (26)

The first terms are solutions of the differential equation 
of the boundary effect (for details see [6])

/Dw xxxx Pw xx E w R R
vP 00 0 0

2d+ + - = .	 (27)
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S W W N V 0x1 = = = =C C C Cm^ h  at R4 2
12 ,	 (36)

. .0 8 0 87cr
cr eff

cr cl
.h v

v= -
$

$
,	 (37)

under the boundary condition

.S w w u V 0 0 842 ,h= = = =C C C Cm^ h ,	 (38)

for S w w N N 0x xy3 = = = =C C C Cm^ h   
value h  smaller . .0 5 0 51'.h^ h .	 (39)

case of fixed edges of the shell, the convergence of the 
approximate values of the critical load was from above.

The results of this investigation with respect to 

cr cl

cr
cr eff

h v
v

=
$

$

 with eight different combinations of boundary 

conditions are given in the article`s table [6]. Note that 

Almros used not all combinations of /R d  and /R d .

As follows from results in that table, influence of those 
shell parameters on the critical load is much less than the 
influence of the boundary conditions. Thus, for standard 
hinge support conditions

Figure 1 Competition of eigen modes

Figure 2 Eigen forms, calculated at loads of 520, 550 and 720 kN (v = 0.3)
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the cases except for S
3
 and S

4
, for which the number of 

circumferential waves decreased to two (n
cr
 = 2).

The finite element calculations of the authors 
(NASTRAN, MARC) showed a  critical pressure P

cr
 = 713 

kN for the hinged shell of Croll [15] (R/δ = 300, R = 300 mm, 
L/R = 2.88, E = 2.1∙104 kg/mm2, v = 0.3). For a close-sized 
shell (R/δ = 100, L/R = 3.2) with the same pinned edge 
Almros obtained P ~ 693 kN. The classical critical load for 
this shell is:

. .P E kN1 21 798 28cr cl
2r d= =$ .	 (41)

The Almros’s result is .0 868h= . Here the result is 
slightly larger .0 893h=^ h . The number of circumferential 
waves is n = 15, and not 9 as in Almros, which is explained 
by a much larger value of R/δ = 250> 100. It is noted that the 
development of a nonlinear axisymmetric edge effect due to 
the constraint of the Poisson expansion of the shell’s edge 
leads to a competition of eigen modes as the compressive 
load increases. This means that the curves of changes in the 
corresponding eigenvalues, with respect to the load of the 
derivative of the nonlinear operator, intersect each other. 

Practically the same values . .0 5 0 51',h h^ h  were 
obtained  for the case

S w w N N 0x xy4 = = = =C C C Cm^ h  .	 (40)

It was noted that in the case of S
3
 and S

4
, the reduction 

in the critical load is the same as without taking into 
account the edge effect. These last two results (S

3
 and S

4
) 

indicate an important inhibiting role of circumferential 
membrane stresses. In the absence of these stresses, the 
critical load is almost halved compared to the classical one.

In the case of a  standard fixed edge (the condition 
C w N NW 0x xy3 = = = =C C Cl^ h ), as in the case 
of the condition wC W u V 01 = = = =C C C Cl^ h , 
reduction of the load somewhat less . .0 91 0 93'h= .

A  slightly smaller value h  for the case 
C C NW W v 0x2 2 = = = =C C C Cl^ ^ hh . 
Here . .0 86 0 91'ch . Approximately the 
same values h  are for the combination C

4

C W W N N 0x xy4 = = = =C C C Cl^ ^ hh , . .0 86 0 91'ch .
It was found that the form of a  non-axisymmetric 

loss of stability has 8-9 circumferential waves for all 

Figure 3 The eigen forms of a shell with zero Poisson’s ratio

Figure 4 Distribution of stresses in the circumferential direction in pre critical and post critical equilibrium
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P
cr.p

 = 761.8 kN). It can be seen that the initial order of the 
arrangement of the first 5 eigen forms is preserved up to 
the critical equilibrium. Consequently, among these eigen 
forms there is no competition in the absence of an edge 
effect. In this paper it is established that even a very small 
nonzero Poisson’s ratio (v = 0.05) causes development of 
the edge effect.

It is noted that, due to the edge effect, a  powerful 
belt of large tensile circumferential membrane stresses 
is created in the edge zone of the hinged shell. Such 
a  belt (as a  hoop) substantially increases the stability 
margin of a  longitudinally compressed shell (Figure 
4). Simultaneously with this belt a  belt of significant 
compressive circumferential membrane stresses is formed. 
Here, the shell experiences a biaxial contraction - this is the 
most provocative zone from the point of view of the onset 
of wave formation. Indeed, upon transition to the initial 
post critical equilibrium, it is precisely along the zone of this 
compression belt that the first “wave formation elements” 
develop (Figure 4), which then expands to the entire shell 
surface.

4	 Conclusion

Calculations performed on model shells showed 
that the development of a  nonlinear edge effect leads to 
a change in the order of the eigen forms of loss of stability 
of the cylindrical shell. For model shells with a  pivotally 
fixed edge, the axisymmetric form of buckling remained 
the first up to a load equal to (0.65-0.7) P

cl
. Upon exceeding 

the indicated load values, the cyclically symmetric forms of 
buckling were becoming the first. The axisymmetric form 
of buckling remained the first until the critical load was 
reached on shell models where a nonlinear edge effect does 
not develop. This can be achieved with a  zero Poisson’s 
ratio, as well as when fixing the shell at its edges only 
with tangent supports (they prevent movement along the 
circumferential coordinate). However, the last fixing option 
(absence of radial support) leads to a significant reduction 
in the critical load.

Thus, the mutual arrangement of the eigen forms of loss of 
stability changes (Figure 1).

Calculations in this paper for a  number of hinged 
and fixed shells showed that the axisymmetric and skew-
symmetric forms of loss of stability remain first up to a load 
of (0.65-0.7) P

cr
. However, further, these forms “yield” the 

first place (corresponding to the least rigidity of the shell) 
to skew-symmetric forms. A  particularity of these forms 
is the development of waves of the greatest amplitude 
near the edge of the shell. When from the edges, the wave 
amplitude decreases sharply [16]. This change in forms of 
loss of stability occurs with simultaneous more intensive 
development of the edge effect (as the compressive load 
approaches the critical value). When the load reaches the 
pre-critical value of the axisymmetric and skew-symmetric 
forms of loss of stability, there are no among the first ten 
eigen forms of the shell (Figure 2). At this point, the first 
two “zero” eigen forms W1

0  and W 0
2  are the same. These 

are cyclically symmetrical double waveforms, rotated 
relative to each other by 6°. Therefore, the initial form of 
loss of stability is formed as a linear combination of these 
forms, which is summed with an axisymmetric pre-critical 
equilibrium

WWW W .. / . precrf post cr
0

1 1
0

22p p= + +v v .	 (42)

When can a  classical solution be actually used? The 
answer is simple - when the edge effect will not develop 
(the standard conditions for hinging and fixing are meant). 
However, with such boundary conditions, one can avoid 
constraining Poisson expansion if the Poisson’s ratio is zero 
(v = 0). In this case, the linearized classical solution of the 
stability problem can be used

E
R3

crv
d= .	 (43)

In this case, the first eigen form of loss of stability is 
axisymmetric. But it can be a multiple.

Figure 3 shows eigen forms for the Kroll’s shell at zero 
load (a) and for pre-critical equilibrium (b), (P = 760 kN, 
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A phosphating process modified for a high-strength low-alloy (HSLA) steel was performed at various temperatures 
and influence on the surface properties of the Domex steel covered by manganese phosphate (MnP) was investigated by 
electrochemical corrosion tests supported by a photo documentation performed by the SEM. Corrosion measurements 
were performed in 0.1M NaCl solution at 22±2 °C using electrochemical impedance spectroscopy and potentio-dynamic 
polarisation in order to obtain thermodynamic and kinetic corrosion characteristics and individual elements of 
equivalent circuits. It is that a  temperature of the phosphating process has a  very significant effect on protection 
properties of the created manganese phosphate coating on the Domex steel and needs to be strictly monitored. According 
to results of corrosion testing and surface morphology observations, the optimal temperature for the phosphating 
process on the tested Domex steel was chosen.	

Keywords: HSLA steel, corrosion properties, manganese phosphate, surface treatment
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and a  bath composition. The effect of phosphating bath 
temperature on various surface characteristics of standard 
carbon and CrMoV steels was studied by some authors 
[10-11]. However, the research on corrosion resistance 
evolution of the MnP coating, prepared by the manganese 
phosphating on the HSLA steel at various temperatures, 
was not revealed yet. Hence, the aim of this paper is to 
optimize the phosphating temperature in order to reach the 
MnP coating on the Domex steel with the most protective 
character.

2	 Experimental material and methods

The high-strength low-alloy Domex 700 steel without 
additional heat treatment was used as the experimental 
material. The chemical composition of the Domex 700 is 
shown in Table 1.

The samples of the experimental material for phosphating 
and electrochemical tests were prepared with dimensions 
of 80 ± 0.1 x 20 ± 0.1 x 5 ± 0.1 mm (Figure 1). A  3 mm 
diameter hole was subsequently drilled into samples to allow 
suspension of samples during the phosphating.

Two different electrochemical measurement techniques 
were used to compare and determine the corrosion resistance 
of the Domex 700 steel after phosphating at different 
temperatures: the potentio-dynamic polarization measurements 
(PD) and the electrochemical impedance spectroscopy (EIS) 
measurements. A  solution of 0.1M NaCl (simulating an 
environment containing aggressive chloride ions) was chosen 

1	 Introduction

At present, the trend is to replace conventional 
structural steels with high-strength low-alloy steels. The 
HSLA steels have been developed to replace carbon steels 
in order to reduce the weight of structures. Their biggest 
advantage is a  weight to strength ratio. Using the HSLA 
steels instead of conventional carbon steels can save up to 
20% of weight while maintaining the high strength, stiffness 
and toughness of a  structure [1-3]. However the HSLA 
steels are also attacked by common types of corrosion like 
standard steels [1], hence their surface needs to be protected 
by the application of surface treatments. Phosphating is 
one of the simple, affordable and inexpensive processes 
for formation of the surface conversion layers. Individual 
types of phosphating are a  preferred surface treatment 
for the majority of metallic materials. The phosphate 
coatings improve corrosion resistance and abrasion 
resistance, increase adhesion at a  metal-paint interface, 
serve as carriers for lubricants, and at the same time exhibit 
relatively low costs compared to other paint systems 
and coatings. The main types of phosphating include 
manganese, ferrous and zinc phosphating. The manganese 
phosphate has high mechanical resistance and good sliding 
properties. Good adhesion, distribution and uniform crystal 
size of this phosphate type result in increased corrosion 
resistance [4-8]. As listed by Narayanan [9], phosphating 
may be performed at temperatures ranging from 30-99 °C 
and processing time can be varied from a  few seconds 
to several minutes depending on the nature of the metal 
to be coated, thickness and weight of a  coating required 
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performed by immersing the samples in the phosphating bath. 
The samples were placed vertically. After the phosphating 
process, the samples were washed with demineralised water 
and dried with a stream of air. The individual parameters of 
the phosphating process are shown in Table 2.

3 	 Results and discussion

Created MnP layer is composed of Mn from the solution 
and Fe from the steel wool/matrix. Depending on the Mn/
Fe ratio the chemical composition of the layer is (Mn, 
Fe)3(PO4)2−2(Mn, Fe)HPO4−4H2O, where Fe and Mn are 
interchangeable. The total Mn and Fe content in the well 
prepared MnP structure is 39-40 wt% [7, 13-14]. However, 
as proved in our previous study, higher Mn content helps to 
reach better corrosion properties of the layer [15]. Therefore, 
it is important to know the chemical composition of the MnP 
layers for the deeper evaluation of the surface properties. 
The morphology and chemical composition of the MnP 
layers formed at the different temperatures are documented 
in Figure 2 and in Table 3. As can be seen, the change in the 
phosphating temperature significantly affects the formation of 
the MnP layer. As the temperature increase, a more compact 
and homogeneous MnP layer is formed, a  direct effect of 
which on the surface layer composition was as detected by 
the EDX analysis. Figure 2a reveals that MnP phosphating 
of the tested HSLA steel in the chosen phosphating solution 

as the test medium for all the electrochemical tests. All the 
electrochemical measurements were performed at 22 ± 2 ° C.

A  technique with a  constant potential change per time 
unit was used for the PD measurements. The PD tests were 
performed over the potential range from -250 mV to +300 mV 
vs. an open circuit potential (EOC) value, after 5 minutes of 
stabilization in the 0.1M NaCl test environment. The constant 
change of applied potential during the measurements was 1 
mV.s-1. The measured area of the samples was 1 cm2. The 
Tafel analysis of the measured curves was performed using 
the EC-Lab V11.10 software.

The EIS measurements were realized after 5 minutes of 
stabilization, too. The measurements were performed in the 
frequency range from 100 kHz to 10 mHz with the frequency 
10 times per decade. The amplitude of the applied AC voltage 
was 10 mV around the open circuit potential value (EOC). 
The output of the EIS measurements were represented by the 
Nyquist diagrams, which were analysed by the equivalent 
circuits with the EC-Lab V11.10 software.

The samples were pre-treated by grinding with a  p500 
grit SiC paper to provide a  uniform and homogeneous 
substrate prior to MnP phosphating. The grain size of the 
abrasive paper used was chosen based on the previous 
experimental works and the experience of the authors with 
the manganese phosphating process [7, 12]. Prior to the 
phosphating process, the samples were thoroughly degreased 
and cleaned in an ultrasonic cleaner for 15 minutes before 
being dried with a stream of air. The phosphating process was 

Table 1 Chemical composition of the Domex 700 steel (wt. %)

C Si Mn S P Al Nb V Ti Fe

0.110 0.090 0.720 0.009 0.007 0.015 0.094 0.210 0.130 balance

Table 2 Parameters of the phosphating process 

Demi. H
2
O

H
3
PO

4

(85.8 wt. %)

MnO
2

(99.9 wt. %)

Ultrafine steel wool

(grade 0000)
Temperature range Time

500 ml 7.5 g / 1 l 7.5 g / 1 l 2.5 g / 1 l 50 - 90 °C 75 min

Table 3 Chemical composition of the MnP layers formed on a ground surface of the Domex 700 steel at various phosphating 

temperatures (wt. %)

Phosp. temperature O Mn P Fe

50 °C 5.3 2.9 0.9 91.0

60 °C 23.2 10.5 7.9 57.2

70 °C 28.9 12.7 10.7 47.7

80 °C 35.0 15.8 13.4 35.8

90 °C 45.6 33.6 16.1 5.0

Figure 1 Sample of Domex 700 steel designed both  
for phosphating and electrochemical tests
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of just a fine MnP film is proved by the small percentage of 
Mn and P in the surface layer (Table 3). The 91% Fe content 
in the surface layer demonstrates that the performed EDX 
analysis detected the matrix. Thus, there is no thermodynamic 

is very unsatisfactory at temperatures up to 60 °C as almost 
no MnP layer is visually detectable on the steel surface. Even 
the surface morphology after the final grinding operation is 
still clearly visible on the phosphate surface. The formation 

50 °C 60°C

70 °C 80 °C

90 °C

Figure 2 Morphology of the MnP layers formed on a ground surface of the Domex 700 steel  
at various phosphating temperatures
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compact, as proven also by results of EDX analysis, where 
a  significant decrease in the Fe content and an increase in 
the Mn content were detected. In addition, the Mn content 
(33.6 wt.%) markedly exceeded the recorded Fe content 
(5.0 wt.%). This fact does not only indicate the reduction 
of pores and layer defects, but also the thermodynamic state 
of the phosphating system where the phosphate Mn3(PO4)2-
2MnHPO4- 4H2O is preferably formed in the MnP structure.

The results from the morphological and chemical analysis 
of the tested layers were also supported by the electrochemical 
tests to provide a  more comprehensive assessment of the 
quality of the formed layers. The measured PD curves and 
EIS curves of the created MnP layers at different phosphating 
temperatures are shown in Figures 3 and 4. The individual 
electrochemical characteristics obtained by the analysis of 
these curves are shown in Table 4. It was proven, that the 
higher temperatures of phosphating lead to lower values 
of the corrosion current density iCorr and the corrosion rate 
vCorr. This confirms the formation of a  protective layer on 
the surface of the base material and a gradual increase in the 
corrosion resistance in the aggressive chloride-containing 
solution. The decrease of the iCorr values is gradual and fluent 
up to 80 °C. However, the layer formed at 90 °C reached 
the iCorr value of 2 orders of magnitude lower compared to 
one formed at 80 °C. This radical difference between two 
phosphating temperatures supports the similar differences 
reached by the EDX and morphology observations. The 
corrosion potential values did not show ​​significant change 
in either direction in the range of phosphating temperatures 
from 50 °C to 80 °C. Hence, it can be stated that from 
the thermodynamic point of view neither the character of 
the formed layer nor the thermodynamic stability of the 

assumption for a serious nucleation of the MnP layer crystals 
at the low temperatures (below 50 °C). At 60 °C, the 
conditions for the MnP layer formation are slightly better, as 
demonstrated by the nucleation and distinct local formation 
of the MnP facets. Although the layer is non-compact, the 
significant increase in Mn and P content measured by the 
EDX analysis presents superior thermodynamic conditions 
for the MnP layer formation to the phosphating at 50 °C. 
The trend of the MnP growth at 70 °C is very similar to 
the one at 60 °C apart from the slight increase in Mn and 
P content. The morphological change is negligible. Similar 
results with the local smooth facets formation at 70 °C were 
also obtained by Wang et al. [10]. However, the very high 
Fe content in the surface layer still confirms the fact that 
a  significant part of the surface is still not covered by the 
MnP layer. When the phosphating temperature reaches 80 
°C the relatively homogeneous layer of the fine MnP crystals 
is formed that copies the surface morphology after grinding. 
Thus, the temperature of 80 °C is the limit for reaching the 
thermodynamic conditions allowing a  visually continuous 
MnP layer formation after 75 minutes of phosphating. 
However, the Fe content is still very significant meaning that 
the layer is very thin and porous allowing the EDX to detect 
the matrix. Only phosphating at the temperature close to the 
boiling point (90 °C) allowed the increase of the diffusion 
kinetics of the nucleation process and the growth of the MnP 
crystals to such an extent that the formation of a  thick and 
homogenous MnP layer was possible. Although there is only 
a  10 °C difference to the previous phosphating temperature 
(80 °C), this temperature change has a critical effect on the 
phosphating process efficiency. The MnP crystals formed 
at 90 °C were considerably thicker and the layer was more 

Figure 3 PD curves of the MnP layers formed on a ground surface of the Domex 700  
steel at various phosphating temperatures
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the gradual increasing of the MnP layer quality, reached 
by increasing the phosphating temperature, caused the 
reduction in charge transfer between the corrosive medium 
and the base material, which is documented by the gradual 
increase of the R

p
 values (Table 4). The considerably higher 

R
p
 value of the MnP layer reached after phosphating at 90 

°C compared to 80 °C, is caused due to both a significant 
reduction in the charge transfer through the base material 
/ environment interface and an additive effect of the MnP 
layer resistance itself. The layer formed at this temperature 
reveals a high level of compactness that allows formation 
of the second capacitive loop in the Nyquist diagram. The 
decreasing values ​​of the constant phase element CPE

1
 also 

documents e reduction of the active surface area of the 
base material and the increasing thickness of the formed 
layer. The quality of the MnP layer, formed at 90 °C, is 
evident very well from this parameter as it reached the 
CPE

1
 value of 4 orders of magnitude lower compared to 

those prepared at 50 or 60 °C. As the only one MnP layer 
(formed at 90 °C) revealed 2 capacitive loops, the value of 
the constant phase element CPE

2
, related to the electrolyte 

penetration ability of the formed layer, could not be 

whole system changes markedly. However, by increasing the 
phosphating temperature up to 90 °C, a step change (66 mV) 
is achieved, similarly to the case of the current density. In this 
case, a  significant decrease in the Fe content of the surface 
layer and an increase in the Mn content are responsible for 
the potential shift to more positive values. This results in 
the better thermodynamic stability of the surface layer in the 
corrosion test medium.

The EIS measurements and Nyquist diagram analysis 
provide a comprehensive view of the corrosion resistance 
of the formed MnP coating on the tested HSLA steel. The 
most relevant electrochemical parameter in this area is the 
polarization resistance R

p
, which expresses the resistance 

of the surface layer to the corrosion process [16-17]. In 
a  more complex systems, this polarization resistance is 
given by the sum of the partial resistances R

p1
 and R

p2
. This 

situation appears when the measured Nyquist diagram is 
composed of two capacitive loops. Only one capacitive 
loop was recorded in the Nyquist diagrams measured up to 
80 °C on the samples. This fact expresses a situation where 
the formed layer does not reach the level of compactness 
necessary to form its own impedance loop. However, 

Figure 4 Nyquist diagrams of the MnP layers formed on a ground surface  
of Domex 700 steel at various phosphating temperatures

Table 4 Electrochemical corrosion characteristics of the MnP layers formed on a ground surface of the Domex 700 steel  

at various phosphating temperatures

Phosp. 
temp.

E
Corr

(mV)

i
Corr

(µA.cm-2)
v

Corr
 (µm.year-1)

R
P1

(Ω.cm2)

R
P2

(Ω.cm2)

R
P

(Ω.cm2)

CPE
1

(10-6.F.sn-1)

CPE
2

(10-6.F.sn-1)

50 °C
-552

± 9

11.78

± 1.13

273

± 21

1 250

± 51
-

1 250

± 51

477

± 21
-

60 °C
-561

± 11

10.97

± 1.21

255

± 18

1 295

± 61
-

1 295

± 61

457

± 23
-

70 °C
-551

± 8

4.57

± 0.87

106

± 9

5 972

± 195
-

5 972

± 195

23

± 5
-

80 °C
-548

± 13

2.31

± 0.51

54

± 4

27 788

± 347

27 788

± 347

3.3

± 0.6
-

90 °C
-482

± 7

0.07

± 0.01

1.7

± 0.2

66 140

± 1 234

16 214

± 201

82 354

± 1 435

0.06

± 0.01

7.4

± 0.5
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B. 	 The threshold for forming a  visually compact MnP 
layer is to maintain the phosphating temperature of at 
least 80 °C.

C. 	 The chemical composition of the MnP layer with the 
higher Mn content than Fe is ensured by phosphating 
at the temperature of 90 °C

D. 	 The most compact MnP layer with the highest corrosion 
resistance and electrochemical stability in the aqueous 
medium containing chloride ions is achieved at the 
highest tested phosphating temperature (90 °C).
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compared to the other ones. The phosphating temperature 
of 90 °C was also found to be optimal by Wang et al. [10], 
who observed the effect of higher temperatures (70 - 90 
°C) of phosphating on morphology and electrochemical 
characteristics of a  different steel type. Thus, it can be 
concluded that despite the certain specifics and differences 
in the phosphating process, it is necessary to maintain the 
phosphating bath temperature of at least 90 °C throughout 
the phosphating, regardless of the fact that the phosphated 
material is a standard or HSLA steel. 

4	 Conclusions

Based on the measured data and analyses the following 
was concluded:
A. 	 There are several step changes during the manganese 

phosphating of the Domex 700 HSLA steel depending 
on the process temperature resulting in the quality 
and surface properties differences of the formed MnP 
layers.
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Premature failure or damage of parts and components of the oil and gas well piping, as well as pipelines for 
transport of oil and gas, are generally caused by the simultaneous influence of a  large number of technological, 
metallurgical, structural and exploitation factors. Therefore, the convenient structural solutions, which provide the 
mechanical safety of parts and integrity of structures, can be realized only through total comprehension of their 
behavior in various operation regimes.

Importance of technical diagnostics for monitoring and state analysis of welded pipes/pipelines in oil industry 
is considered in this paper. An analysis of causes of the welded pipes failures in exploitation has been performed 
through use of the fault tree analysis. Based on the suggested structure of a database, regarding the causes of failure, 
possibilities are presented to set measures for prevention of damage and failure of welded pipes/pipelines and for 
extension of their service life. A suggestion for improvement of the organizational scheme for monitoring the state and 
maintenance of welded pipes/pipelines during the exploitation has been made, as well.

Keywords: welded pipes, damage, failure, the fault tree, database, preventive measures
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accelerated by various corrosion mechanisms [10-15], or 
some other factors [16-18].

         

2	 Technical diagnostics

During the exploitation of oil well piping and transport 
pipelines, useful properties of assemblies and their 
constitutive parts get gradually degraded. Degradation of 
the material properties and/or deformation of elements, 
can get accelerated due to exploitation and assembling 
errors, therefore, the periodic or permanent diagnostic 
measurements and periodic inspections are necessary in 
order to keep under control the processes that may create 
conditions leading to a system failure.

If the technical diagnostics was carried out correctly, it 
would prevent sudden failures of well piping and transport 
pipelines, ensure safe working conditions for the employees, 
rational techno-economic exploitation and protection of the 
environment.

Procedures for the pipe column inspection mostly 
consist of the following actions [1]: 
•	 coupon testing through use of the steel plates, located 

within the pipeline, to monitor the corrosion layers,
•	 determination of hydrogen content through application 

of an analyzer,
•	 determination of the CO

2
 and H

2
S contents, as well as 

the iron content (if the Fe content is less than 0.02%, 

1	 Introduction

Due to the fact that oil and gas well piping and pipelines 
for transport of oil and gas are considered as highly 
responsible structures, quite susceptible to corrosion and 
occurrence of cracks, Figures 1 and 2, it is very important 
to know the pipe’s residual strength, in the case that any of 
the mentioned types of damages would appear on them [1].

The API 5CT standard prescribes regulations for 
production of protective seam welded pipes, which are used 
in wells, [2-4]. Automatic or semi-automatic production 
of welded pipes enables the continuous production of 
longitudinal-seam welded pipes where the basic intention 
is to reach the welding speed equal to speed of the pipe-
forming. Machines aimed for the continuous production of 
longitudinal-seam welded pipes are mainly designed for the 
automatic high-frequency contact welding [5].

Based on the precise examination, regarding the defect 
type and size, as well as on calculation of operating ability 
of the welded joint, the decision, referring to possibility of 
reintegrating the pipe into the system, can be made [6-9].

Steel pipes in oil industry are continuously exposed 
to corrosive effects, which are enhanced by high pressures 
and temperatures existing within the well. Corrosion can 
cause a decrease of steel’s mechanical properties, which in 
turn, in combination with unfavorable operating conditions, 
may lead to appearance of an initial crack and a subsequent 
fracture. Failure of protective pipes can be caused and 
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the conclusion, which refers to causes of and singular 
contributions to failure [19-21].

Main advantages of the fault tree method are:
•	 the simple graphic depiction of the logic of failure,
•	 the logic of failure can be followed gradually,
•	 the possibility of making the quality and quantity 

analysis, through use of the Boolean algebra,
•	 the quantity analysis can be carried out when the 

quantity input data is available. When there is no 
reliable input data available, only the quality analysis 
is carried out,

•	 the fault tree analysis can envelop various influences, 
unlike other methods,

•	 no special training and knowledge are necessary for 
application of the fault tree method.
Results of the fault tree analysis are used for failure 

prevention, failure analysis, or in other words for influence 
of various factors on reliability, as well as for clearer 
definition and quantifying of individual influences that 
affect the reliability, ensuring conditions that would provide 
for the good reliability. 

During the process of oil/gas exploitation, the well 
piping and transport pipelines are subjected to varying loads 
(pressure, temperature) and to occurrence of corrosion in 
all the parts of the system, starting from the well, until 
the master pipeline entry and through the pipeline to the 
consumer. Failures of welded pipes during exploitation or 
transport of oil/gas, which occur due to damaging, influence 
the operation reliability and safety. Failures generally occur 
due to corrosion fatigue, Figure 3. Procedures concerning 
the material degradation of pipes/pipelines during the 
exploitation are presented in Figure 4. However, it is not 
uncommon that defects pass undetected during the NDI 
(non-destructive inspection) methods, Figure 5. Conditions 
for the crack propagation until it reaches the critical size 
(case A – Figure 3) are presented in Figure 6. Legends of 
symbols and notation presented in Figures 3 to 6 are shown 
in Tables 1 and 2, respectively.

FeS
2
, which actually causes the corrosion, cannot be 

created),
•	 determination of the Benfield solution content (content 

of Fe less than 0.02%, V < 0.7% and H
2
S),

•	 determination of inhibitor content in the condensate 
(for protection of the pipe surfaces),

•	 ultrasonic wall thickness measurement,
•	 corrosion inspection of the pipes’ inner surfaces 

through use of a calibrator,
•	 inspection performed through use of the corrosion 

measuring probes,
•	 ultrasonic inspection of the gas pipeline inner surface 

during the operation.
Procedures for inspection of the oil and gas transport 

pipelines include:
•	 inspection of the gas pipelines’ inner surfaces during 

the operation through use of the magnetic flux leakage 
(MFL) inspection method using the MFL inspection 
tools (magnetic flux expands longitudinally with 
respect to the pipeline axis),

•	 inspection of the gas pipelines’ inner surfaces during 
the operation through use of the combined MFL 
inspection tool,

•	 ultrasonic wall thickness measurement,
•	 ultrasonic inspection of the gas pipelines’ inner 

surfaces during the operation.

3	 Failure analysis of welded pipes in oil 
industry

The production systems, such as oil wells, are very 
hard to analyze due to their complex structure, operating 
conditions and inaccessibility of pipes. In such cases, the 
fault tree analysis can be very successfully applied, with 
several minor simplifications. The fault tree is suitable for 
analyses of the complex systems, consisting of functionally 
related or dependable subsystems with different 
performances. The fault tree analysis is regularly used for 
the nuclear power plants, aircrafts and communication 
systems, chemical and other industrial processes. However, 
that does not apply to processes in the oil industry. Through 
analysis of singular influences, the fault tree provides 

       
Figure 1 General corrosion of well pipes  Figure 2 Pipeline failure
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Figure 3 Schematic presentation of failure due to corrosion fatigue

Table 1 Legend of symbols used in Figures 3 to 6

Symbol Meaning

Elementary event, initial defect

Intermediate event or on top (I)

Undeveloped event due to a lack of information

AND gate: a defect on the output side occurs if all defects on the input side occur

OR gate: a defect on the output side occurs if one defect on the input side exists

Further development of the fault tree on the other figure

Entrance of the part of the fault tree from the other figure

Table 2 Notation presented in Figures 3 to 6

Notation Meaning

T Failure due to corrosion fatigue

E1 Fatigue defect has not been detected

E2 Crack propagation, a > a
c

E3 Defect has not been detected by the NDI methods 

E4 Defect has not been detected by the NDI methods immediately after the occurrence

E5 Defect has not been detected by the NDI methods in the later stages of inspection

A Conditions for the crack propagation

B Device does not detect the defect

C Operator does not detect the defect despite the fact that the device is capable of detecting it
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4	 Database

An adequate database is required if one wants to 
obtain the reliable evaluation of integrity and suitability 
for operation of the structure elements of welded pipes/
pipelines in the oil industry. Additional software packages 
enable the more efficient use of databases, analysis of 
certain influential factors, possibilities of failure prevention 

Derivative of the reduced fault tree is:
T = E1*E2
= E2(B1 + C1) - A*E3(B1 + C1)
= A(E4 + E5)(B1 + C1) - A(B2 + C2 + B3 + C3)(B1 + C1)

By applying the law of absorption one gets  
T .  A(B1 + C1). 

Figure 4 Scheme of the pipeline material degradation inspection during exploitation

Defect has not been detected
NDI

+

Device Operator

+ +

Handling Maintenance Calibration Power supply
Operator`s 
technical 

skill

Performance and 
qualification Operator`s conscientiousness

+

Does not 
follow the 
procedure

Motivation
General conditions

+

LocationLightingAccessibilityClimate

- Regime
- Inspection technique
- Acceptance criteria

- Temperature
- Humidity
- Pressure
- Wind
- Dust
- Gases

1Fig. 4

Figure 5 Scheme of the event elaboration - defect has not been detected
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CONDITIONS FOR CRACK PROPAGATION

1Fig. 2
+

KIc >KIcc STRAIN
T LOW .

.

Δσ

+

Main strains

+

N

dσ/dt  σ average Thickness
Axisness

Structure
ΔS Media

Thermal Local Residual

Operational 
load Load testing

Figure 6 Scheme of elaboration of possibility for the crack propagation until it reaches  
a > a

c
 (event A in Figure 3)

Figure 7 Process analysis of damage and failure of welded pipes and pipelines in oil industry
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into a  group of the most unfavorable ones. Therefore, 
changing the load, e.g. from tensile to compression, can 
have multiple effects on extending the service life.

Material replacement, as one of the preventive 
measures, implies the substitution of material at critical 
places for the sake of extending the pipeline service life. 
For instance, there are frequent examples that the used 
material is inadequate from the aspect of corrosion [21-22], 
thus it per se represents the critical point of a  structure, 
what preventively can be solved by replacing the critical 
material.

The same applies for the places of joints in construction, 
where the referral is to the welded joints and vicinity of the 
weld and not to the material as a whole [8, 16, 23].

Sometimes, the preventive measures can be related 
to the process of manufacturing the construction. During 
the design, it is recommended to select the technological 
process of the construction execution in such a  way that 
it corresponds to the type of construction, as well as to 
its exploitation conditions. If, during the construction 
operation, was found out that the cause of failure could be 
in the way the construction was made, it could be possible, 
in some of the following phases, to change the construction 
production process in order to eliminate the cause of 
possible failures.

In this phase, it is very important that the maintenance 
personnel defines the critical spots in a proper manner and 
determines the real cause of failures, based on which they 
can propose certain measures for the purpose of extending 
the construction’s service life [10, 24].

Finally, if some of the mentioned measures did not 
produce the desired effect, the solution should be sought in 
the design phase. Namely, different examples from practice 
have shown that poorly designed construction can cause 
serious problems, which cannot be eliminated by any other 
measure, but by correcting the error made in the design or 
manufacturing phases.

A  decision to reject a  specific technical solution can 
initialize making of a  new, optimal structural solution, in 

and creation of alternative solutions in all the phases of 
design and structure development.

Creation of the damage and failure analyses of parts and 
elements of bearing structures is enabled by information on 
improvement of the design methods for bearing parts and 
elements of bearing structures, as well as on improvement 
of properties of the existing materials and technologies 
for their processing and development of new materials. 
The damage and failure analyses can enable development 
of new technical solutions and testing methods already in 
the prototype phase. A  systematic approach is required if 
one wants to determine and prevent causes of damage and 
failure, Figure 7.

Databases, which refer to realized inspections and 
failure analyses, regarding adequate oil and gas well piping, 
as well as transport pipelines, offer big possibilities when it 
comes to determining changes of the mechanical properties 
of materials and welded joints. This is due to the fact that 
a large number of influential factors are varying and some 
undesirable effects should be reduced to bearable values, 
or, in other words, the satisfying structural solution should 
be created.

5 	 Measures for damage and failure prevention

Causes that can lead to failure could be determined 
through analysis of damage and failure of responsible 
parts and pipeline elements in oil industry, thus enabling 
the decision making, referring to rejection of the specific 
technical solution or preventive measures, Figure 8.

The preventive measures, shown in Figure 8, are 
primarily related to execution of processes that can, in 
a  certain way, influence the integrity and service life 
of a  pipeline, which can be determined according to 
experience or based on conducted analyses.

Variation of the load type can significantly affect the 
integrity of a structure, since the pipeline can in some phase 
of exploitation be exposed to tensile stresses, which belong 

Figure 8 Preventive measures
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Organization of a  maintenance system, regarding 
piping and transport pipelines, depends mostly on the shape 
and structure of tubing, exploitation conditions, number of 
employees, experience of experts and adequate databases 
regarding maintenance and inspection of pipelines in oil 
industry.

Based on realized researches and experience based data 
regarding the pipeline maintenance system in oil industry, 
an organizational model of the pipeline maintenance system 
in oil industry is proposed, shown in Figure 9.

6 	 Conclusions

Presented results and realized research offer big 
possibilities regarding behavior analyses of welded pipes 
and pipelines in oil industry. That was done to determine 
changes in mechanical properties of materials and welded 
joints of oil and gas well piping and transport pipelines, in 
conditions when many of the influential parameters are 
varying. This presents an attempt to design safer structures 
and/or to reduce certain undesirable effects to bearable 
values, i.e. in other words to design a  satisfying solution 
regarding the well structures and transport pipelines as 
a whole.

Quick and reliable solution of problems, regarding 
responsible parts and structure elements, is achievable 
only with help of adequate databases. Additional software 
packages can enable the more efficient use of those 
databases, as well as analyses of certain influential factors, 
improvement techniques, possibilities for failure prevention 
and alternative solutions in all the phases of designing and 
development of the well structures and transport pipelines 
in the oil industry.

varying load conditions, for various operation regimes, 
dimensions of parts and bearing structure elements, 
shapes of welded joints, materials, processes and quality 
of production.

When the responsible parts and pipeline elements 
are concerned, a  change of the load type, according 
to the exploitation conditions can lead to experimental 
determination of operational loads, as well as to change 
of the structural solution and determination of operating 
conditions and load regimes, which would secure the 
reliable operation for the specific technical solution.

Change of technology of the production process 
refers to alteration of shapes and dimensions of parts and 
elements of bearing structures, welding procedures, basic 
material and regimes of the heat treatment.

Alteration of inspection of the production quality refers 
to the more strict inspection and testing before and during 
the production, as well as after assembling.

Since all those measures for prevention of damage 
and failure represent the group of complex and expensive 
solutions, which are assumed to be able to enhance the 
security of responsible parts and pipeline elements, many 
eminent institutions all over the world have undertaken the 
comprehensive experimental research in order to develop 
techniques for simpler and cheaper improvement of the 
static and fatigue properties of parts and pipeline elements 
in the oil industry.

Improved techniques that were thus achieved are 
not equally successful with various structural solutions, 
because their effects depends on the load type and regime, 
material properties and type of a structure that consists of 
welded elements. Therefore, recommendations referring 
to application of certain methods primarily depend on 
possibility of a structure building and designer`s experience.

Figure 9 Organizational model of the pipeline maintenance system in oil industry
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common for data transfer and local internet coverage. It 
allows users to have a wireless connection within the local 
area (among buildings, business center, etc.) [1-4].

 During the last 20 years the exposure by mobile 
phones and WiFi routers has rapidly increased. People 
are exposed to EMF mainly by microwave operating 
devices and other electronic devices that emit the pulse 
modulated, high or low frequency EMF [5-6], what seems 
to be similar problem both at home (a living environment) 
and work (a  working environment). Hence, the exposure 
of humans to radiofrequency (RF) EMF has always been 
one of the major topics at the Meetings of the World Health 
Organization (WHO) [7] and the International Commission 
on Non-Ionizing Radiation Protection (ICNIRP) [8]. Over 
the past two decades, worldwide sale of mobile phones 
has extremely raised up reaching now more than 7.3 
billion. In many countries (such as Belgium, Great Britain, 
Russia, Japan etc.) the number of mobile phones is even 
higher than the total number of population [9-10]. Thus, the 
potential detrimental effects of RF EMF are in the interest 
of both the professionals and also general public. There 
are many studies referring to the adverse effects of the RF 
EMF generated by mobile phones on human health [11-16]. 
WHO has stated that the exposure to RF fields transmitted 
by mobile phones seems to be now generally higher than 
from BTSs [17]. Also “urbanicity” seems to be an important 
determinant of total exposure. Thus, people living in 
the urban environments have higher RF EMF exposure 
comparing to those living in the rural environment [18].

1 	 Introduction

Intelligent transportation needs reliable data transfer 
between vehicle and control headquarters. Data transfer 
is based on GSM or WiFi networks. However, these 
communication networks employ a  variety of different 
frequencies which can have an adverse effect on biological 
systems including humans. The detrimental effect of 
electromagnetic radiation can negatively affect driver and 
persons inside the vehicle, and thus may result in serious 
problems of transporation. 

The history of wireless communication started with 
the 1st generation (1G) of the mobile network system. 
The principle was based on analogue transmission of 
information. 1G network had used frequencies of 450 MHz 
and 900 MHz. The successor of 1G network, also called 
the Global System for Mobile Communication (GSM), was 
the 2nd generation (2G) mobile system. The system had 
used a  cellular principle for signal transmission, which 
divided the geographic territory into the same large parts 
(cells). Another system was the 3rd generation (3G) mobile 
network also called Universal Mobile Telecommunication 
System (UMTS). The 3G system has enhanced the data 
transmission. The UMTS system used a  frequency range 
of 2100 MHz. The 4th generation (4G) was designed for 
broadband internet access, in the Europe known as the 
Long Term Evolution system (LTE). It operated at 800, 900, 
1800 and 2600 MHz. However, Wireless Local Area Network 
(WLAN, known as WiFi) operating at 2400 MHz is also very 
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Galaxy 5 as a measured phone and the iPhone 6 as a calling 
(broadcasting) phone. Both enabled selection between 
3G, 4G or WiFi networks for data transmission. The Narda 
550 was fixed on a  tripod together with the measuring 
Galaxy 5 phone (Figure 1) by the custom made plastic 
holder. The distance between the measuring mobile 
phone and EMF meter was 0.2 cm. This mobile phone 
was attached at the height of 140 cm, what corresponds to 
a person sitting on a chair. In addition, the background E 
of EMF was measured at each of the measured place. The 
arrangement of the trial and measured places are shown in 
Figure 1.

Before the measurement, the broadband EMF meter 
Narda NBM 550 was self-calibrated. The measured mobile 
phone (Samsung Galaxy 5) was set up before each 
measurement, as follows: 
•	 WCDMA (Wide Band Code Division Multiple Accers) - 

the standard for the 3G network
•	 LTE (Long Term Evolution) - the standard for the 4G 

network
•	 WiFi - connected to a local Wifi  network  

The aim of this study is to determine the changes in 
E of RF EMF during data transmission through 3G, 4G 
and local WiFi networks at different areas of the living 
environment.  

2	 Methods

The E intensity of EMF emitted by mobile phones 
was monitored during the data transfer at three different 
areas in the city of Martin, Slovakia. All measured places 
were situated at the basement of the buildings near 
the city center (either in the restaurant or bar; Figure 1). 
However, each place was covered by the 3G and 4G 
signal at least for 75 %, measured by the mobile phone 
itself. The local WiFi was also available at each place. 
The measurements were conducted always during the 
afternoon between 3:00-6:00 PM, from Monday to Friday. 
The E of EMF was measured by the broadband EMF meter 
Narda NBM 550 which enabled to measure E-field within 
the frequency range from 100 kHz to 3 GHz. Two mobile 
phones were utilized for the measurements, the Samsung 

Figure 1 Arrangement of measurement at three places (A, B, C)  
in city of Martin (see text for detail)
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conditions. Data are expressed as mean and standard 
deviation (x±SD). T-test and ANOVA were used to compare 
the data between the measured networks.

3 	 Results
      
The results showed the significant differences between 

the local WiFi network and the 3G network at the place 
A (p<0.01) and B (p<0.05), but not at the place C (Table 1). 
The significant differences were also found between the local 
WiFi network and the 4G network at places A (p<0.001), B 
(p<0.001), and C (p<0.05). Significant differences between 
the 3G and the 4G were identified at place A (p<0.001), B 
(p<0.01) and C (p<0.01). The background values of E EMF 

The application Messenger was utilized for data 
transmission. It is a  software application for cell phones 
widely used for calling or a  video chat. In our study, this 
application was used to make a call between the cell phones. 
During the data transmission, the calling phone was 
distant enoughfrom the measuring phone not to disturb 
the transmission. The measurement started after the call 
was answered. The total number of the measurements 
was 105 of which ten measurements were performed 
for each place and standard and 5 for background. One 
measurement lasted 6 minutes and the limit value according 
to the ICNIRP recommendations was set to 61V/m.

For statistical evaluation Microsoft Office Excel and 
GraphPad InStat 3 was used. These programs allowed to 
compare the values obtained under three different tested 

Table 1 Mean values (x±SD) for E of EMP (in V/m) for data transfer through 3G, 4G and WiFi networks at three places (A, B, 

C). *** = p<0.001, ** = p<0.01, * = p<0.05 (comparison between WiFi and data 3G, 4G is given above numbers, between data 

3G and 4G below numbers at all places the background E was significantly (p<0.001) lower compared to data 3G, 4G and WiFi)

Place A

x ± SD [V/m]

Place B

x ± SD [V/m]

Place C

x ± SD [V/m]

Data 3G

                                                      

8.84 ± 0.79 **

(n=10)                                                                            

11.21 ± 1.16 *

(n=10)

5.69 ± 0.72

(n=10) 

Data 4G 21.06 ± 1.59 ***

***  (n=10)                                                                            

20.96 ± 3.05 ***

** (n=10)                                                                            

11.85 ± 2.07 *

**  (n=10)                                                                            

WiFi 4.03 ± 0.29

(n=10)                                                                            

4.23 ± 0.41

(n=10)                                                                            

3.7 ± 0.57

(n=10)                                                                            

Backg. 0.35 ± 0.24

 (n=5) ***                                                                       

0.93 ± 0.47

(n=5)***                                                                            

0.26 ± 0.17

(n=5)***                                                                           

Figure 2 Graphical representation of the mean values of E EMF for tested networks (Data 3G, Data 4G, WiFi) taken  
at places A, B, C, and the limit values (Limit Values) given by the Decree of Ministry of Health No. 534/2007 C
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     In the earlier study of our experimental group [25], 
the E of EMF produced by mobile phones was measured 
at the working environment in the grammar school.  These 
results are in line with the data presented in this study 
in active mode of the phone (calling, data transmission, 
messages) and also for the background measurements. 
However, comparing to our results, we utilized one cell 
phone only where Spiguthova et al. used several phones in 
a time with higher distance from the meter. 

Paljanos et al. [26] assessed the exposure of mobile 
phone using 3G and 4G networks. In this study, they 
compare near-field radiated power levels from mobile 
phone for various data and voice application services. 
General observations have shown that the higher 3G 
values barely reached the 4G highest measured values.  
The mobile application “Messenger” did not show higher 
EMF exposure comparing to the “WhatApp” mobile 
application. They revealed approximately 2.5 fold higher 
levels for 4G network rather than 3G network. These results 
are consistent with our results since we observed 2.38 fold 
higher E-field for the 4G compared to the 3G network.

The study presented by Khalid et al. [27] investigated 
WiFi exposure at schools. They surveyed EMF exposure 
in the form of WiFi signal from WiFi devices at 0.5m 
distance. They found, that the E EMF from the WiFi device 
is influenced by the WiFi signal. This study showed lower 
measured values than our study. However, they placed 
measuring device 0.5 m away from the WiFi source, 
comparing to our study where the broadband meter was 
placed 0.2 cm from the WiFi source represented by the 
mobile phone.

It appears that the limit values for EMF radiation 
are currently insufficient and outdated, hence they were 
defined in 1998. For the frequency range from 2GHz to 300 
GHz, the constant limit of 61 V/m applies, which is no longer 
an adequate value. Based on the results of the studies, 
consideration should be given to reassessing and possibly 
changing of the existing limit values in relation to a current 
EMF sources, as well as in relation to proposal of the 5G 
networks.

The E of RF EMF emitted from the mobile devices 
is influenced by several parameters such as its frequency, 
character of an environment (shielded or unshielded), 
SAR value of mobile phone, a  distance from the source, 
modulation, polarization, etc. Nowadays the most of the 
mobile providers do  not admit the possible hazard and 
serious side effects of the RF EMF on the human and the 
animal bodies from the cellular phones and the BTSs. 
Providers are trying to speed up the data transfer selecting 
between the 3G, 4G and 5G networks trying to increase the 
frequency and decrease the E of EMF and the SAR. Thus, 
the emitted spectrum contains additional frequencies which 
may oscillate DNA in living cells and thus affect the genetic 
material of the cells [28].

Therefore, we consider as important to continue with 
studies of the RF EMF transmissions through the 3G, 4G, 
the local Wifi networks and the future 5G in the living and 
the working environments.  Proper analyses of detrimental 

were significantly (p<0.001) lower at all measured places 
compared to the values of active data.

As stated before, the limit value for each measured 
frequency range was 61 V/m. According to the results, the 
limit values have not been exceeded at any place (Figure 2).  

4 	 Discussion
    
 In this study we evaluated E-field intensity of the EMF 

during the data transmission through the 3G, 4G and local 
WiFi networks at selected places of the living environment 
in the city of Martin. Our results showed that the highest 
values of E EMF were revealed during the data transmission 
using the 4G network at all measured places. The 4G values 
were approximately twice as much compared to the 3G and 
4 to 5 times higher compared to WiFi.  The lowest values 
were measured during the local WiFi network transmission 
at the same places. It is interesting, that at the place with 
minimal background (Place C), the 3G, 4G and WiFi values 
were also the lowest.

For voice and data transmissions the 3G uses frequency 
range 2100 MHz and the 4G mobile network 2600 MHz 
or 800 MHz [19-20]. The upcoming network of the fifth-
generation (5G), nowadays intended solely for the data 
transmission, employs the frequency range around 26 GHz 
(in Europe) [20]. At this frequency, the wavelength of the 
EMF wave is approx.1 mm representing extremely short 
waves. The ability of such short waves to cause different 
types of the resonance effects (frequency windows [21]) is 
higher for inhomogeneous biological tissues as the human 
body is. Belyaev [21] proposed that 2G users during 
the talk are exposed to microwave radiation at several 
frequency bands. The base transceiver station (BTS) 
can change the transmission frequency even during 
the talk by frequency hopping. The 2G uses Gaussian 
Minimum Shift Keying modulation but the 3G employs 
Quadrature Phase Shift Keying modulation what may 
explain its higher biological effect. [22] Parameters such 
as frequency and signal modulation can also significantly 
affect biological effects caused by mobile phones. It is 
most likely that an excessive exposure to mobile devices 
working at 4G or 5G networks becomes more dangerous for 
the biological system.  

Study group Misek et al. [23] described the 
measurement of RF EMF in the living environment. 
They found that, the distribution of E EMF in the city 
center was 0.16±0.02 V/m for 3G, 0.048±0.005 V/m for 
4G and 9.81±3.66 * 10-3 V/m for WiFi. Similar results 
were revealed by the Hardell group [24], where six 
places in Stockholm Old Town were investigated for the 
distribution of 3G, 4G and WiFi networks. However, our 
results of the background E EMF in the city center was 
higher in all measured environments even measured in 
the basements of the buildings. The difference could 
be given by a  different distance from BTS and WiFi 
transmitters as well as their number resulting in different 
signal coverage. 
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network. However, the limit values listed in the Decree 
of the Ministry of Health of the Slovak Republic were not 
exceeded during the transmission for any of the measured 
standards.

Acknowledgment 

This study was supported by the Slovak Research 
and Development Agency under the project APVV-0189- 11 
(prof. Jakus).

effects of the mobile networks on the human body are 
necessary.

5	 Conclusion
     
Our measurements showed a higher level of the E of 

EMF generated by a mobile phone during data transmission 
at the 4G and 3G networks compared to a  local WiFi 
network at the underground places. Results proved that 
safer way of the data transmission is to use the WiFi 
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The paper deals with the direct AC-AC propulsion system and compares two matrix converter concepts with five-
phase traction induction motors (IM) for the hybrid electric vehicle (HEV) including electronic differential. The first 
one consists of [3x5] matrix converter and [3x1] active PWM rectifier (4Q-converter) for full power performance. The 
second one comprises one [3x5] matrix converter for full power and auxiliary [0x5] matrix converter for partial output 
power. Configurations of [3x5] + [0x5] MxC converters with five-phase motor(s) are not analyzed in available literature 
so far. The advantage of the proposed connection is in supposed higher efficiency of matrix converter then clasiccal VSI 
one. Part I deals with a theoretical study of converter concepts for hybrid electric vehicle. Based on simulation results 
the comparison and evaluation of the property and quality of the quantities of different type of the matrix powertrain 
are discussed in Part II.
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The mostly powertrains with matrix converters use 
[3x3] MxC with three-phase IM/SM motors [8, 16-17], 
except for the author works [6, 18-19] and partially [8]. It 
is assumed that total efficiency will be higher as classical 
one because of higher efficiency of MxC then VSI [11], 
and nearly the same efficiency of [3x3] and [3x5] MxCs [8, 
19]. The [0x5] MxC (with partially power) is supposed for 
parallel operation only, so, the total operational efficiency 
should be higher.

2	 Direct AC-AC matrix converter powertrain 
without 4QC

The configuration of novel simplified AC/AC powertrain 
shown in Figure 2 can be applied for following possible 
operation modes [6, 18]:
a.	 traction drive/brake from/to ICE engine: ICE->>SG-

>>MxC->>5PIM or, respectively 5PIM->>MxC->>SG-
>>ICE

b.	 traction drive/brake/charging from/to accu-battery: AB-
>>MxC->>5PIM or, respectively 5PIM->>MxC->>AB

c.	 starting-up of the engine/charging of the accu-battery: 
AB->>MxC->>SG->>ICE or, respectively ICE->>SG-
>>MxC->>AB.
In above modes are folloved:

•	 ICE - internal combustion engine
•	 SG - synchronouos generator
•	 MxC - direct matrix converter(s)	
•	 5PIM - five-phase induction motor(s)
•	 AB - accu-battery(-ies).

1	 Introduction

The mostly series HEV powertrains use front-end 
converter system with a  DC-voltage interlink [1-5]. Since 
in-vehicle driving tests for evaluating performance and 
diagnostic functionalities of engine management systems 
are often time-consuming, expensive and not reproducible, 
simulation methods with HIL (hardware in the loop) or SIL 
(software in the loop) simulators allow to validate new 
hardware and software automotive solutions. 

One of the important questions is the number of phases 
of the generator and/or traction motor, respectively. If the 
number of phases of the generator are smaller than three, 
so the power fluctuation in fictitious DC interlink is rather 
high [6-7]. Similarly, on the opposite, if the number of 
phases of the motor is just three (no more) then there is not 
possible to connect both traction motor to on one common 
direct traction converter [8-13], Figure 1.

Advantages and operation of a  five-phase induction 
motor are described in [14], its operation under loss of one 
phase of a feeding source in [15].

Such a configuration of the AC/AC powertrain makes 
it possible both pure electric operating modes and/or 
pure engine mode, as well as hybrid mode: the vehicle is 
propelled by ICE engine and accu-battery energy in parallel 
operation [1].  

Note, to provide of full autonomous HEV operation 
from accu-battery AB (i.e. traction one), the sizing of 4QC 
converter should be done for nominal traction power of two 
traction motors TM.
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mode is using during the accelerating and ICE start-up/AB 
charging regime only.

Structural schemes of AC/AC matrix converters (3x5 
MxC, 0x5 MxC) are classical circuitry with three-phase 
input and five-phase output (3x5 MxC) or DC input and 
five-phase output (0x5 MxC), respectively. The structural 
schemes of MxC converter with indirect control [9, 16-19] 
used for simulation are shown in Figure 5.  

Since the 4QC converter is omitted, the novel scheme 
of HEV powertrain, Figure 2 makes it possible the parallel 
operation of ICE and AB using 0x5 MxC converters. It gives 
a sophisticated solution making possible as parallel as the 
autonomous operation of ICE and AB.

Since it deals with parallel operation, such an HEV is 
series and parallel vehicle. The sizing of paralleling converter 
(4QC or 0x5 MxC) is then done just for the different power 
of traction motors and ICE, Figure 4. Practically, the parallel 

SGICE

+

-

M1

DIR POW

VCS

M2

MxC

4QC*

AB

Figure 1 Direct AC-AC propulsion system with one [3x5] 
matrix converter and parallel connected two five-phase IM 

traction motors [6]

3x5

SGICE M1

DIR POW

VCS

M2AB

MxC

+

-

Figure 2 Novel enhanced AC/AC series/parallel HEV 
with one MxC converter and two traction motors with 

independent control

Figure 3 Connection for autonomous modes of HEV

Figure 4 Hybrid parallel operation of HEV of ICE and AB 
using 0x5 MxC converter

				               a)                                                      b)

Figure 5 Structural schemes of MxC converter with indirect control (FDC - is fictitious DC interlink with  
a) three-phase rectified voltage or with b) DC voltage) without filter and protection circuitry
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where UDC+  and UDC-  is equal /U 2DC  so, 
U U UDC DC DC= -+ - .

Using this approach a space vector PWM can be used 
for IM control.

3	 Clamping protection and filtering circuits

Compulsory parts of the matrix converter mentioned 
rarely are protection and filtering circuits [5, 20]. Schematics 
of MxC propulsion drive with floating clamping protection 
and input filter is shown in Figure 6.

3.1 	Designing input LC filter and clamping 
protection unit

The input filter is very important for MxC especially 
in the case of the non-harmonic input currents of MxC will 
be loaded with the synchronous generator by additional 
distortion power. Design of LC filter should be considered 
basically from the next points of view [20-21]:

Filter operation at a  basic mains frequency of the 
range 100 - 200 Hz (output frequency of the synchronous 
generator)

Filter combination behavior in the frequency domain 
(filter transfer function)

The resonant frequency should be in a range between 
ten times the line frequency and one-half of the switching 
frequency, to avoid resonance problems in the lower and 
upper parts of the harmonic spectrum

Passive damping must be sufficient to avoid oscillation, 
but losses cannot be so high as to reduce efficiency [5]

Regarding the clamping unit: In generally, energy 
accumulated in coils is given by their inductances and the 
appropriate currents flowing through them. 

The design procedure for both LC filter (Figure 7) and 
clamping protection unit has been used by [20].

Modeling indirect control we get:

u T I R uuout in in) ) )= =6 6 6@ @ @ 	 (1)

i T iin
T

out)=6 6@ @ ,	 (2)
where T, I, R are transfer matrix of matrix converter, 
fictitious inverter and rectifier, respectively
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where  are modulating matrices with their elements

m t T
t

oi
s

oi=^ h ,	 (5)

where toi  for output indexes , , , ,o A B C D E1 2!  and 
input indexes , ,i R S T1 2!
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Figure 6 Schematics of MxC propulsion drive with floating 
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The total value of inductance should be less than 
0.1 p.u. to limit the ac voltage drop during operation. 
Otherwise, a  higher dc-link voltage will be required to 
guarantee current controllability, which will result in higher 
switching losses. 

To design the LCL input filter the design procedure 
using [23] can be used.

Designing input LCL filter is needed for 4QC 
autonomous operation as charging of accu-battery by ICE/
SG unit or at starting-up the ICE/SG using accu-battery. To 
design the filter, some limits on the parameter values should 
be introduced [22-23]

The capacitor value is limited by the decrease of the 
power factor at rated power (generally less than 5%). The 
power factor decrease can also be a  function of the ac 
sensor position as discussed in [22].

a)

ICE SG 3x5
MxC IM

b)    

3x5
MxC

AB

4QC

IM

c) 
AB

0x5
MxC IM

Figure 8 Possible operational model of novel enhanced AC/AC powertrain
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Figure 9 Principle block diagram for ICE engine - PMSG generator control
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Figure 10 Principle control diagram for ICE engine, PMSG generator, MxC converter and IMs
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a sophisticated solution making possible as parallel as the 
autonomous operation of ICE and AB. The parameters of 
the powertrain are as follows given in Tables 1 and 2.

5	 Conclusion 

Basically, using of [3x5] matrix converter drive with 
5-phase motors brings:
•	 higher efficiency against VSI front-end converter 

system 
•	 the possibility of independent control of 5-phase 

motors which is not possible with 3-phase motors.
•	 battery autonomous traction and a  braking regime 

where 4QC should be completed by [3x5] MxC since 
auxiliary [0x5] MxC should not be,

•	 also, charging mode from ICE/SG unit with 4QC 
needs either control by ICE engine or further DC/DC 
converter since auxiliary [0x5] MxC not need.
Total comparison and evaluation can be done until 

when all operation modes of both concepts (with 4QC and 
with [0x5] MxC) will be simulated and their result known. 
Both of those concepts make it possible to also combine 
(parallel) modes of the HEV powertrain.

The article continues in Part II (will be published 
in Communications - Scientific Letters of the 
University of Zilina No. 2/2020).

4	 Modeling and simulation
	
Possible operational modes of novel advanced AC/AC 

powertrain suitable for simulation are shown in Figure 8 
a, b, c.
(a) 	 traction drive/brake: ICE->>SG->>MxC->>5PIM or, 

respectively 5PIM->>MxC->>SG->>ICE,
(b) 	 traction drive/brake/charging: AB->>4QC->>MxC->>5PIM 

or, respectively 5PIM->>MxC->>4QC->>AB,
(c) 	 traction drive/brake/charging: AB->>MxC->>5PIM or, 

respectively 5PIM->>MxC->>AB
For simulation purpose, the ICE engine has been 

substituted by DC separately exciting motor. The main 
block diagram of a  control strategy for ICE engine - SG 
generator assembly is shown in Figures 9 and 10 [18], 
created by [24-26]. 

Algorithm for ICE engine - generator assembly control 
consisting basically of three steps:
•	 start-up of ICE engine to reach the idle speed, then 
•	 start-up of traction motor to demanded speed and 

continuously
•	 setting-up of the ICE engine to adequate speed and 

power.

Hybrid operational mode of HEV powering. 
Parallel operation of ICE engine and traction accu-battery 
AB is possible using the novel scheme of HEV powertrain, 
Figure 4 makes it using 0x5 MxC converters. It gives 

Table 1 Parameters of the powertrain

Item Quantity Value (dimension)

ICE engine (DC motor, separate exciting)

Output power 30 hp (22 kW)

Armature voltage 500 V

Nominal speed 3 000 rpm

Field voltage 300 Vdc

3 phase PMSG generator

Power 11.5 hp (8.5 kW)

Nominal torque 27 N.m

Nominal speed 3 000 rpm

Fictive DC bus voltage Nominal value 300 Vdc

5 Phase IM induction motor

Output power 7.5 kW

Output voltage 150 Vrms

Nominal torque 23 N.m

Synchronous speed 3 000 rpm

AB accu-battery Nominal voltage 300 V

Table 2 Parameters of the input filter and floating protection

Input LC filter Floating protection

L
F
=100 μH; C

F
=28.2 μF; R

PD
=0.94 Ω; C

PD
=112.8 μF C

CL
=1 mH; R

CL
=10 kΩ
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of transport infrastructure requires consideration of 
a  large number of factors related to the indicators of the 
technical development of the city [3]. Determining the 
directions of the development of transport infrastructure, 
the implementation of which will lead to a  sustainable 
transport system, is a  serious problem, as it is associated 
with a high degree of uncertainty about the future impact of 
the proposed measures on the transport system and urban 
environment [4].

Researchers identify four levels of transport planning: 
object, sectoral, integrated transport, relating to the 
transport system of the city, and urban, containing the 
complex of relations between the city and transport [5]. 
A  well-functioning transport infrastructure ensures the 
sustainability and availability of transport for the population; 
the possibility of free transit in the zone and increasing 
mobility; creates the conditions for the development of 
the system of settlement, employment, recreation [6]. 
This requires a  balance and coordination of land use, 
building and development of transport infrastructure. Such 
coordination is necessary and possible not only at the 
planning stage of new development zones. It should be 
carried out in the course of any major projects of urban 
territorial development [7]. The prerequisite for a  smart 
city is that, having the right information at the right time, 
citizens, service providers and municipal authorities will 
be able to make more correct decisions that will lead to an 
improvement in the quality of life of the inhabitants and the 
overall sustainability of the city [8]. This should be one of 
the directions of state policy in which planning decisions 

1 	 Introduction

Transport and transport infrastructure have a significant 
impact on the economic development of cities, the main 
area of employment, productivity of people, the cost 
indicators of the transport process. This is largely due to 
the geographical situation, the structure of the street-road 
network, the patterns of settlement and various scenarios 
of economic development. The growth of the level of 
motorization causes the need to develop a  street-road 
network, increase the throughput and carrying capacity of 
the urban transport system.

2 	 Analysis of recent research  
and publications 

The urban transport sector is economically sustainable 
when resources are efficiently used and allocated to 
maximize benefits and minimize external mobility costs [1]. 
Urban residential zones, in which live more than half the 
world’s population, are facing unprecedented challenges 
in the field of transport and mobility. [2]. In the context 
of globalization and a  significant increase in the level 
of motorization, one of the tasks in the development of 
transport infrastructure is forecasting the parameters of 
transport and passenger flows while improving the transport 
provision of new residential districts and various urban 
objects. Moreover, it is often necessary to assess the impact 
of the designed object on the transport infrastructure. Thus, 
the solution of problems of the formation and development 
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The purpose of users of the network may be to minimize 
travel-related losses, such as travel time, expenses of 
nervous energy and maximize their safety with the slightest 
deviation from comfortable conditions when traveling 
along several routes [19]. An adequate description of 
human behavior in practice is needed [20]. In this case, 
a  combination of technological efficiency and behavioral 
changes is advisable [9].

A large role on the parameters of travel have individual 
qualities of a  person [21]. The researchers propose to 
combine individual characteristics of people with the 
same properties of the central nervous system. In their 
opinion, the properties of nervous processes form certain 
combinations that determine the type of the nervous 
system or the type of higher nervous activity [22]. Thus, 
we can conclude that the individual characteristics of 
urban residents, which are determined by the type of 
nervous system, significantly affect the choice of mobility 
parameters and the choice of the route.

3 	 Research problem and purpose statement

The conducted researches aimed to determine the 
regularities of changing the gravity function of workers 
of city-forming enterprises for the projecting of urban 
transport infrastructure taking into account the human 
factor.

To achieve this goal, the following tasks were solved:
•	 identification of factors influencing the patterns of 

distribution of transport and passenger flows through 
the transport network;

•	 analysis of the influence of the parameters of the city 
structure, socio-economic factors and factors that 
characterize the zones of residence and employment 
on the change of the gravity function between the 
urban districts.

4 	 Data and results of research

4.1 	Mathematical model

The projecting of transport infrastructure should be 
based on the results of a study of the patterns of influence 
of urban parameters on the distribution of transport and 
passenger traffic along the road network. Formation of 
flows occurs on the basis of the dispersal of urban residents, 
which determines the gravity function of the city districts. 
The amount of transport and passenger traffic flows transit 
is complemented by the visiting population. Adequate 
gravity functions should take into account not only time of 
travel, as at present, but also a more complex dependence, 
which includes other parameters influencing the choice of 
population of places of gravity.

The gravity function of inter-zone work-related mobility 
can be formalized as follows:

regarding the development of cities must be coordinated 
with the development of transport [9].

The constant increase in the number of cars makes it 
necessary to optimize the road network so as to satisfy most 
of the needs of the city. To reduce the risk of investment to 
a minimum, it is necessary to take into account the patterns 
of development of the system of roads, the distribution of 
the load on its individual sections. Therefore, modelling 
and optimal planning of the transport network takes on 
particular importance  [10]. At the same time, the current 
problem of road congestion for the largest cities is one of 
the central ones that requires urgent attention [5].

The most important and fundamental feature of the 
formation of the loading of a transport network is that the 
choice of means and ways of travel users of the network 
affects the same choice that is being made by other users. 
This circumstance creates a  feedback in the process of 
forming the loading of a  transport network. The choice is 
based on a comparison of the parameters of different ways, 
while the parameters themselves are determined by the 
load on the transport network. At the same time, there is 
some uncertainty in predicting the routes by drivers. [11]. 
The state of flows is generated by the mutual transit of 
vehicles that implement the well-known OD matrix [12].

According to the researchers, if the flows in the 
network are in an equilibrium state, then the parameters 
of all the used ways connecting the two districts are 
in such a  state as well. Formation of transport and 
passenger flows can be described by the gravity function, 
which determines the probability of choosing to travel 
to the zone j by population that leaves the zone i. The 
gravity function may include parameters characterizing 
the arrival and departure zones, as well as parameters 
characterizing the availability of alternative travel options 
(e.g., public transport). To form a  origin-destination 
matrix, the gravitational modeling approach can be 
used. [13]. In this case, the formation of the mobility 
of the population is mainly influenced by the social 
composition of the population and the target nature of 
mobility [14]. Existing at present gravity functions are 
offered for all inhabitants of cities irrespective of social 
composition of urban population and as a  parameter 
have only transit time [15]. The difference is only the 
type of function used. Some researchers describe it by 
hyperbolic dependence [15]. Others use the exponential 
model [16]. The third, according to the materials of the 
personal data, conclude that the best approximation of 
the gravity function is the function of the EVA [17].

In fact, residents belonging to different groups of the 
population have different priorities when choosing zones of 
gravity [15]. Researchers identify the following independent 
groups of population: employees of city-forming enterprises; 
employees of city service enterprises; students of higher 
educational institutions, colleges, secondary vocational 
schools. As a result, the gravity function should be formed 
separately for each group of active urban populations. In 
this case, in all processes in which a  person is involved, 
there is an individual and collective behavior of people [18]. 
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the place of residence relative to the place of work. The 
cost of one square meter of housing in the area of residence 
and the cost of one square meter of housing in the area 
of employment reflect the ability to change a  place of 
residence relative to the place of work or study, that is, 
whether an employee can buy housing in the place of work 
in terms of their financial capacity, and vice versa to change 
the place of work. All socio-economic factors should be 
considered in relation to the value of the average wage in 
the research region.

Using the method of expert assessments, the general 
type of gravity function for intra-zone travel not connected 
with work was determined:
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where: 
dbk

jz 
- the gravity function between the j-th zones of departure 

and the z-th store for intra-zone cultural and social mobility 
(bk),
,zH H  - respectively, the value parameters of gravity that 

characterize the store z, and the average cost parameters of 
the gravity of stores in all zones, UAH,
,L Ljz  - respectively, the distance from the j-th zone to the 

z-th trade establishment and the average distance from the 
zone to stores in the all zones, km,
,N Nj  - respectively, the number of consumers in the j-th 

zone and the average number of consumers in all zones, 
ppl.,

dmt
ij
 = f (G, S, R),	 (1)

where: 
dmt

ij 
- the gravity function of inter-zone labor transit between 

(mt) the i - th zone of departure and the j-th zone of arrival,
G - group of factors that describe the urban structure,
S - group of socio-economic factors and data,
R - group of factors determining the urban zones.

It is possible to identify the following factors of each 
group (Figure 1).

The factors that describe the structure of the city, 
characterize the features of the organizational structure of 
the road network and the trip distance around the city.. The 
distance from the residence to the work and the traveling 
time directly reflect the difficulty of communication 
between the transport zones. The distance from the origin 
zone to the city core and the average distance from the 
residence to the city core characterize the organizational 
structure of the urban road network and the distance.

The factors that determine the parameters of the city’s 
zones reflect the essence of the gravity function of the fact 
that people move from places of residence in which the 
number of workplaces or places of study is less than the 
number of workplaces or places of study in other zones. 

Socio-economic factors estimate the costs for transit of 
urban residents and the expediency of changing their place 
of residence in relation to the place of work or study. 

Travel costs indicate the difficulty of travelling in terms 
of financial loss. The average wage estimates the financial 
capacity of the population, which has a  direct impact 
on the travel quantity and the choice of the route. The 
average monthly income per household member reflects 
the  financial security of urban residents. It also depends 
on the choice of transport and the possibility of changing 

Figure 1 Parameters affecting the selection of the urban population of places of gravity
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were determined. The total number of respondents was 
874 people. Processing the questionnaires was to identify 
zones of departure and arrival. These zones were formed 
in accordance with the places of residence of workers 
and their place of employment. To solve this problem, 
a  topological map of the city of Kharkiv was developed, 
consisting of 63 transport hubs and 100 connections. Using 
this scheme, the average distance of the districts from 
the geographical center of the city and the distance to the 
zone of employment was determined. The average travel 
time was defined as the sum of transport element’s time 
from the place of residence to the place of employment or 
training: walking to stopping point, waiting for a  vehicle, 
time to transfer from one mode of transport to another, 
walking time from the final stop to place of employment. 
The average cost of transit was also determined. For 
calculations for each zone of the urban housing prices were 
determined as well as the number of residents and places of 
employment in the zones of residence and work. 

At the next stage the following data were 
determined: the significance of the gravity function of 
city-forming enterprises between zones i  and j (dy

ij
), 

the distance between zones i  and j (l
ij
, km), the travel 

time between zones i  and j (tn
ij
, min), the ratio of the 

travel cost between zones to the average salary in the 
city of Kharkiv (S

ij
/Zsr), the ratio of the distance from 

the departure zone i  to the central core to the average 
distance from the urban zone to the center (Lr

i
/Lrs), 

the ratio of income of a  resident to the average wage 
in the Kharkiv (D

i
/Zsr), the ratio of the cost of one 

square meter of housing in the zone of residence i to the 
average salary in the city of Kharkiv (Zz

i
/Zsr), the ratio of 

the cost of one square meter of housing in the industrial 
zone j to the average salary (Zr

j
/Zsr), number of places 

of employment in the zone of residence (Qr.z
i
, units), the 

amount of residents in the zone (Qz.z
i
, ppl.), the amount 

of places of employment in the zone j (Qr.r
j
, units), the 

number of inhabitants in the inhabitans zone j (Qz.r
j
, 

ppl.). An example of the results of the calculation of the 
data is given in Table 1.

Thus, after conducting a  field survey and processing 
its results, all the data needed to determine the gravity 
function between the employment zones and residence, 
depending on the factors that affect it, were obtained. 

4.3 	Computer experiment

The information obtained during the survey, makes 
it possible to carry out a  mathematical description of 
the dependence of the change in the gravity function 
of the workers of the city-forming enterprises. For this 
purpose, the methods of correlation and regression analysis 
were used. The values of the regression coefficients 
were calculated using the least squares method. Model 
parameters were determined using appropriate statistical 
methods. A multifactor model of change of gravity function 
between the zones i  and j was developed. The results of 
calculations of the parameters of the model of the change 

,jzd d  - respectively, the slope factor ratio of the locality 
when moving from the j-th zone to the z-th store and the 
average slope factor in the all zones,
,R Rjz  - respectively, the non-linearity factor of the 

connection when moving from the j-th microdistrict to 
the z-th trade establishment and the average non-linearity 
factor of the connection in all zones,
,S Sz  -  respectively, the trade service dimension in the 

z-th store and the average zone of trade service institutions 
in all zones, m2,
a1, a2, a3, a4, a5, a6 - calibration coefficients, the value 
of which depends on the parameters of microdistricts and 
trading establishments.

The direction of influence of each factor was 
determined by analyzing its essence in relation to the 
function of attraction. The use of gravity functions that 
take into account the above-mentioned factors will allow to 
receive a matrix of correspondence of the urban population. 
This matrix can be used to model transport and passenger 
flows, considering the projected parameters of the urban 
infrastructure.

4.2	Data of instance

In order to realize the dependence (1), the definition 
of the gravity function of employees of city-forming 
enterprises of Kharkiv city was carried out. Kharkiv is the 
regional center of Ukraine and the second largest after Kiev. 
Currently, the urban population is about 1.5 million people. 
The total area of Kharkiv is now 35002.26 ha. The length of 
the backbone network of the city (citywide streets, streets 
of the regional significance and highways) is 391.2 km, and 
the average population density is 47.9 people per ha.

Kharkiv is one of the largest transport hubs of Ukraine 
(railways and highways, international airport). The city 
has an extensive network of street public transport: metro, 
route taxis, buses, trolley buses, trams. The total length of 
the Kharkiv metro lines is 33 km, the number of stations 
is 26. There are 18 tram, 29 trolleybus and 48 bus routes 
organized in the city. The fare in the city electric transport 
is $ 0.19, subway $ 0.27, buses $ 0.37. The average wage is 
$ 285. The total fleet of individual cars is 196.8 thousand 
cars. The level of automobilization is 134.8 cars per 1000 
inhabitants.

In order to obtain the initial data needed to determine 
the gravity function between the place of employment and 
residence, field surveys were carried out. The study was 
conducted by a  questionnaire method among workers of 
city-forming enterprises of the city of Kharkiv (Figure 2). 
The possibility of using a  large sample survey to identify 
data on the preferences of urban dwellers has previously 
been substantiated. [23]. Employees of 58 city-forming 
enterprises located in various urban zones took part in the 
survey. During the survey, the places of employment and 
residence of employees were recorded, the type of mobility 
(transit), its temporary indicators, types of transport, price 
of transit and average monthly income per family member 
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Figure 2 Questionnaire for workers of city-forming enterprises

Table 1 The results of the survey data calculation
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0.04 6.05 15 0.0012 1.13 0.67 2.79 3.77 8700 10205 30783 23463

0.017 15.4 54 0.0018 1.24 1.72 3.59 3.81 8700 10205 17801 27552

0.023 10.2 46 0.0013 1.07 1.14 4.23 3.13 18737 20992 31786 44432

0.034 12 61 0.0016 1.05 1.33 3.38 2.54 21749 35278 25783 24453

0.029 16 75 0.0019 1.13 1.78 3.38 3.76 13049 48107 34673 43567

… … … … … … … … … … … …

0.046 3.2 33 0.0011 1.25 0.35 4.49 2.73 12046 4082 23527 36534

0.006 12.4 70 0.0013 1.08 1.38 3.88 3.78 3747 41547 32587 42566

0.029 14 59 0.003 1.19 1.56 3.6 3.34 4216 44900 29837 41232

0.017 20.1 90 0.0023 1.31 2.233 3.47 3.81 12046 6123 18865 25765

0.003 7.2 17 0.0008 0.66 0.8 3.601 4.1 7027 19680 16532 22687
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in the gravity function of the workers of the city-forming 
enterprises are given in Tables 2-4.

The multiple regression model has the following form:

Table 2 Limits of measurement of the model of change of the gravity function of employees of city-forming enterprises

Indicator
Designation, 
dimension

Measurement 
boundaries

Travel time between zones i and j tn
ij
, min. 9.5-100.1

The ratio of the distance from the departure zone i to the center to the average 
distance from the zone to the city center L

L
rs

ri 0.39-2.44

The ratio of the cost of one square meter of housing in the zone of residence i to the 
cost of one square meter of housing in the work zone j Zr

Zz
j

i 0.726-1.21

The ratio of number of places of application of labor in the zone of work i to the 
number of places of application of labor in the residence zone j

Qr r
Qr z

i

j$
$

0.49-23

The ratio of the travel cost between zones i and j to the average income of a resident 
of zone i D

S
i

ij 0.0005-0.0092

Quantity of inhabitants in the zone of residence j Qz.z
j
, ppl. 3061-103794

Table 3 Characteristics of the model of change of the gravity function of employees of city-forming enterprises

Factor Coefficient Standard error
Student’s t-test

actual calculated

tn
1
ij

1.531 0.265 5.77 1.98

/ Lrs
Lr

1 ib l 0.0212 0.009 2.27 1.98

log Zsr
Zzib l -0.164 0.016 -10.2 1.98

log
Q
Q
r z

r r

i

j

$

$c m 0.043 0.004 11.45 1.98

Zsr
Sijc m -0.743 0.17 -4.36 1.98

Q ,
z z
1 2
i$ 0.000000027 0.000000013 2.06 1.98

Table 4 Confidence intervals of the coefficients of the model

Factor Lower bound Upper bound

tn
1
ij

0.849 2.213

/ Lrs
Lr

1 ib l 0.0028 0.0452

log Zsr
Zzib l -0.205 -0.123

log
Q
Q
r z

r r

i

j

$

$c m 0.034 0.053

Zsr
Sijc m -1.181 -0.304

Q ,
z z
1 2
i$ 0.0000000066 0.000000061

Qr.z
i
 - number of places of application of labor in the zone of residence I, ppl.

S
ij
 - cost of travel between areas i and j, UAH

D
i
 - average income of a resident of i zone, km

Qz.z
j
 - number of residents in the zone of residence I, ppl.

S
ij
 - cost of travel between zones i and j, UAH

D
i
 - average income of a resident of i district. UAH.
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Zz
i
 - the cost of one square meter of housing in the urban 

residence I,
Zr

j
 - the cost of one square meter of housing in the work 

zone  j,
Qr.r

j 
 - the number of places of employment in the work 

zone j.

where: 
dy

ij
 - the gravity function of the workers of the city-forming 

enterprises between regions i and j,
tn

ij
 - travel time between zones i and j,

Lr
i 
- distance from the zone of departure i to the city center,

Lrs - average distance from the zone to the center,

Table 5 The results of the evaluation of the model of changes of the gravity function of the workers of the city-forming 

enterprises

Indicator Value

Student’s t-test:               tabular

                                      calculated

1.25

125.24
Multiple correlation coefficient 0.99

Average approximation error, % 13.4

Figure 3 Graph of changes in the gravity function of employees of city-forming enterprises,  
depending on the travel time between zones i and j

Figure 4 Graph of changes in the gravity function of employees of city-forming enterprises,  
depending on the ratio of the travel cost to the average income of residents of the zone of departure i
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indicates a  high degree of closeness of the connection 
between the values of the gravity function and the 
selected factors. The assessment of the adequacy of 
the developed model was carried out in terms of the 
average approximation error. Its value corresponds to 
the permissible limits.

To analyze the changes in the gravity function of 
the workers of city-forming enterprises, graphs of its 
changes were constructed depending on the influence of 
each of the previously determined factors. When plotting 
the graphs, the value of one of the factors changed with 
the average values of others. The calculation results are 
shown in Figures 3-8. 

Analysis of the received gravity function shows that the 
increase of the travel time between the areas of departure 

After the development of the regression model, its 
statistical evaluation was carried out. The results of the 
calculations are given in Table 5.
5 	 Discussion

The results of the research showed that in determining 
the patterns of change in the gravity function of the 
workers of the city-forming enterprises, of all the factors 
studied, only ten turned out to be significant, they form 
certain ratios.  This is evidenced by the calculated value 
of Student’s t-test, which is bigger than the table value. 
The closeness of the relationship between the dependent 
variable and the factors that influence its level was 
determined by the coefficient of multiple correlation. 
The value of the coefficient of multiple correlation 

Figure 5 Graph of changes in the gravity function of employees of city-forming enterprises, depending on the ratio  
of remoteness of the zone of departure i to the center to the average remoteness of the zones of the city from the center

Figure 6 Graph of changes in the gravity function of workers of city-forming enterprises, depending on the ratio of the cost 
of one square meter of housing in the zone of residence i to the cost of one square meter of housing in the zone of work j
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With the increase in the ratio of the cost of one square 
meter of housing in areas of residence and employment, the 
value of the gravity function decreases. This is due to the 
fact that employees of city-forming enterprises have more 
opportunities to purchase housing at the industrial zone. In 
addition, the cost of housing determines the prestige of the 
zones and residents may prefer to work in them.

With an increase in the ratio of the number of places 
of place of employment in the industrial area to the number 
place of employment in the zone of residence, the value of 
the gravity function increases. This is due to the fact that 
the likelihood of finding work in the area of gravity is higher 
than in the area of residence.

With the increase in the number of residents in the area 
of residence, the gravity function increases. With a  large 
number of residents in the area of residence it is more 
difficult to find a job and residents will be forced to move 
to other parts of the city. 

and arrival reduces the value of the gravity function. The 
more time it takes to travel, the fewer people will carry it. 
This conclusion is consistent with the results of previous 
studies.

An increase in the ratio of the travel cost to the average 
income of the residents of the area of departure leads to 
a decrease in the value of the gravity function. This is due 
to the fact that the higher is the travel cost in relation to 
income, the less people will make this trips. In this case, the 
route with a lower cost will be chosen. 

The ratio of the remoteness of the area of departure 
from the city center to the average remoteness of the zone 
of the city from the center reduces the value of the gravity 
function. This is due to the fact that with an increase in 
the distance, possible transfers from one type of transport 
to another increase, the trip time and the cost of travel 
increase. All this causes a decrease in the attractiveness of 
potential travels from the area. 

Figure 7 Graph of changes in the gravity function of workers of city-forming enterprises  
depending on the ratio of the number of places of application of labor in the industrial zone j to the number  

of places of application of labor in the zone of residence i

Figure 8 Graph of changes in the gravity function of employees of city-forming enterprises,  
depending on the number of residents in the zone of residence i
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residence and place of employment. However, it should 
be noted that the given ranges for measuring the factors 
of the obtained model correspond to the input data for 
which they were obtained. As a  result, they cannot be 
considered typical, since the parameters of cities and their 
transport systems may differ significantly. There is a need 
for further broader research of the influence of factors that 
determine the patterns of change in the gravity function of 
urban residents. The obtained data on the change in the 
gravity function of the workers of city-forming enterprises, 
depending on the parameters of the city, increase 
knowledge of the degree of influence of town-planning and 
socio-economic factors on the patterns of settlement of 
urban residents. The proposed gravity function will help 
municipal services to assess changes in the parameters 
of transport and passenger flows in the improvement 
of the urban transport infrastructure, as well as in the 
construction of new areas of residential development. This 
will allow the identification of such measures, which will 
provide the population with better living conditions to 
a  greater extent. In the future, it is expected to continue 
research in the design of urban transport infrastructure, 
taking into account the human factor in determining its 
parameters. It is planned to determine the probability of 
choosing different types of travel: hiking, cycling, transport; 
the probability of choosing individual and public transport 
for transportation; the proportion of correspondence, 
which is realized by alternative ways of travel on an 
individual transport; determination of the proportion of 
passenger correspondence, which is realized by alternative 
routes of travel on public transport. The advantage of 
these researches is to take into account the individual 
characteristics of the urban inhabitants, namely gender, age 
and type of the nervous system.

Thus, we can conclude that the change in the gravity 
function of the workers of the city-forming enterprises 
is described with sufficient accuracy by the regression 
equation, in which the variables are factors that describe 
the urban structure, socio-economic factors and factors 
determining the parameters of zones of residence place of 
employment. As a result of the calculations, it is possible to 
conclude that it is acceptable to use the resulting model of 
the change of the gravity function of employees of the city-
forming enterprises when designing the urban transport 
infrastructure. 

6	 Conclusion

The design of the urban transport infrastructure should 
be focused on creating a  comfortable living environment 
and the development of territories. In accordance with 
this premise, it is necessary that decision makers in 
the sphere of design of urban transport infrastructure 
take into account the influence of the human factor on 
changes in the parameters of transport and passenger flows. 
The existing methods for determining the parameters of 
transport and passenger flows did not fully considered the 
patterns of settlement of urban residents, their subjective 
choice of method and ways of travel due to the lack of 
mathematical formalization of the gravity function, the 
patterns of choice of public and individual transport for the 
travel, as well as the distribution of the formed transport 
and passenger correspondence for the existing route and 
street-road network. The proposed gravity function of the 
workers of the city-forming enterprises is based on the 
parameters of the urban structure, socio-economic data 
and factors that determine the parameters of the zones of 
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In this paper, a new approach is introduced upgrading the complex object recognizing monitoring system up to the 
image processing system capable of operating both in the visible and the infrared wavelength ranges. For this purpose, 
both new algorithmic software and user interface are provided that require from the operator neither special knowledge, 
nor specific competencies in the fields of object detection, tracking and recognition, while allowing determining the 
thermal imager parameters necessary for constructing a high-quality image of an object. There are formulated the 
conditions required for obtaining such image that, by its quality, would make the satisfactory detection of the desired 
object possible. By means of the conducted tests, it is demonstrated that the application of the proposed mathematical 
and algorithmic support of the complex monitoring and control system provides the solution for the problem of the 
highly accurate individual recognition.

Keywords: object image, background image, cascade classifier, thermal imager, object contour, background 
subtraction

THE SYSTEM OF FACIAL RECOGNITION IN THE INFRARED 
RANGE

quantitative characteristics describing the geometric and 
physical quantities that can be detected in the monitoring 
system [1-5]. Depending on the distance from the passenger 
to the photodetector, it is proposed to use the categories 
“far” and “close” objects and, depending on the speed of 
movement of the passenger - the categories “fast” and 
“slow”. For the primary classification of objects by the 
distance to them, their speed and type, it is proposed to 
use the method of analyzing the image blur in the optical 
range [2, 6-8].

2	 Problem statement

Since the presented monitoring system examines the 
images obtained in the infrared range, the considered approaches 
and algorithms are not suitable for “fast” objects [9-10], because 
thermoelastic processes in conventional environments are 
sufficiently inertial and depend on the amount of heat, the 
surface area through which the heat is distributed, the thermal 
conductivity of the medium in which the monitoring system 
operates.

This paper does not study the aspects of the 
interdependences of the heat flow speed, the speed of 
passenger movements and the speed of image acquisition 
by means of the thermal imager in the infrared range. 
For the classification of the recognizable objects in the 
context presented above, it is assumed that the speed 
of movement of both passenger traffic and individual 

1	 Introduction 

The current stage of development of security systems 
and passenger traffic control is associated with the detection, 
capture and recognition of images of many people, as 
well as with the definition of the individual parameters 
characterizing their condition and behavior. One of the 
promising areas of development of such systems is the 
identification of individuals according to their biometric 
personal data. It is important not only to determine the 
identity of the person, but also to determine his mental and 
physical condition, the adequacy of behavior, forecasting 
and tracking his or her routes within the transport 
infrastructure and choice of the rolling stock. Since low 
temperatures prevail in Russia and several European 
countries for most of the year, passengers widely use 
various insulating accessories that reduce the surface of 
the face, suitable for creating an image for recognition.

This paper is devoted to the study of the possibility 
of recognizing a person based on the image of his face, 
obtained in the infrared wavelength range. To obtain the 
primary image of the object under study, a Fluke TIX 
580 thermal imager with a sensitivity of 0.05°C is used. 
As passengers move within the boundaries of the transport 
infrastructure, in order to solve the complex problem of 
recognition it is proposed to use a modified method of 
analogies involving constructing the system of verification 
comparisons between the models of physical objects and 
information processes where the main parameters are 
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Figure 3 Cascade of classifiers

When using the gradual complication of the primitives 
of the Haar [2, 3, 6], each successive classifier of the 
cascade meets the more stringent conditions of accuracy 
and completeness (Figure 3).

The second approach used in this study is the method 
of background subtraction when, to represent each pixel, 
one uses not one model (mean and variance), but several 
Gaussian ones [18, 21]. This paper presupposes that for 
each pixel there are three Gaussian models. If the pixels do 
not match the Gaussian background distribution, then 
they are considered to be in the foreground. The available 
methods of background subtraction differ significantly 
from each other, but they all assume that the observed 
series of images I consists of a static background B and 
moving objects in front of it [21]. It is also assumed that any 
moving object has a color distribution different from the 
background. In general, the methods of subtracting the 
background can be represented as a ratio:
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where:  

t|  - motion mask at a time t, 
I ,s t  - the color of the pixel s at a time t, 
Bs  - pixel background s, 
d - distance between I ,s t ,
Bs  , x  - threshold value.

passengers is quite small, and that the objects of 
recognition are located near the infrared detector.

It is proposed to perform passenger face recognition 
by applying the aggregated approach [11] using the 
cascade classifiers based on Haar primitives and on 
background subtraction algorithms [2, 3, 6]. Since the 
resulting images in the infrared range have fewer colors 
than regular photography, the use of the described 
approaches is reasonable [12-14].

Cascade classifiers are determined by means of an 
adaptive boosting algorithm (AdaBoost), well-known from 
the researches performed by domestic and foreign scientists 
and the modern software system descriptions [15-16].

3 	 Object detection using cascade of classifiers

Now let us consider an image obtained in the optical 
and infrared range using a thermal imager that detects 
thermal radiation at wavelengths from 3 to 15 μm [17] 
(such radiation corresponds to the thermal processes on 
a human body surface) and is set at 1.5 meters from the 
object of examination. (Figure 1). The average background 
temperature determined by the thermal imaging system 
is 25.2°C, and the maximum temperature of the desired 
object (passenger) is 35.9°C. From Figure 1, it is seen that 
the image quality is not good enough for the successful 
construction of a unique cascade classifier based on Haar 
primitives [2, 3, 6].

Changing the parameters of the monitoring system 
when receiving the primary image of the object [18] means, 
first of all, reducing the distance between the object and 
the detector that can lead to the appearance of distinct 
elements on the image of the passenger’s face (Figure 2) 
[19]. The maximum detectable temperature of the object 
is equal to 37.0°C and the average temperature of the 
background is equal to 36.0°C. The image obtained under 
such conditions can be used in recognition algorithms 
based on both the cascade classifiers and the background 
subtraction procedures [8, 10, 20].

Figure 1 Combined passenger image in the visible  
and infrared wavelength range at a distance of 1.5 meters

Figure 2 Combined passenger image in the visible  
and infrared wavelengths at a distance of 0.5 meters
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extremum values ms , Ms , Ds  is more informative than 
the one using the traditional mean vector and covariance 
matrix. As this Equation (7) holds for grayscale images, 
they may carry less information than the color frame 
sequences [17, 21].

The estimation of the pixel belonging to the background 
image can also be performed by modeling the multimodal 
probability distribution function:

P I
N
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= -
= -
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^ ^h h/ ,	 (8)

where: 
K is kernel, 
N is a number of previous frames, 
P I ,s t^ h  is an estimated probability.

If the evaluation is based on a sequence of color 
frames, then, in expression (8), one-dimensional kernels 
can be used:
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where jv  can be fixed or pre-evaluated.
If the background image is quite complex in structure 

and color gamut, then the functions of the multimodal 
probability distribution can be used. In this case, each 
pixel is modeled by a set of K Gaussians [21-22], and the 
probability of occurrence of a certain color in a given pixel 
s can be represented as:

,P I N, , , , , , ,s t i s t i s t i s t

i

K

1

~ n R=
=

^ ^h h/ ,	 (10)

where: 
,N , , , ,i s t i s tn R^ h  - representation of the i-th model of the 

Gaussian [18, 21], 

, ,i s t~  - weight of i-th model.
In the calculation it can assumed that Id, ,i s t

2vR = , 
i.e. the covariance matrix is diagonal, and the values 
included in Equation (10) for the Gaussian the intensity I ,s t  
of which does not exceed the specified deviation from the 
mean value is determined by the recurrence relations:

1, , , ,i s t i s t 1~ a ~ a= - +-^ h ,	 (11)

I1, , , , ,i s t i s t s t1n a n t= - +-^ h ,	 (12)

,d I1, , , , , , ,i s t i s t s t i s t
2

1
2

2v t v t n= - +-^ ^h h ,	 (13)

where: 
a  is a set value showing the speed of learning of the 
algorithm, 

,N , , , ,i s t i s tt a n R= ^ h  is a second approximation of the 
speed of learning, 
d2  is the distance between the pixels.

It is assumed that the values n  and v  for non-
coincident distributions do not change, and only their 
weight is decreasing:

1, , , ,i s t i s t 1~ a ~ a= - +-^ h .	 (14)

4	 Background subtraction algorithm

Now there will be considered several ways to detect 
motion in an image. The easiest way to get background B is 
to create a single gray or color image that does not contain 
moving objects. For this, there is done a photo of the object 
of transport infrastructure without moving objects (people) 
or a picture with a median filter [22]. To reduce the effects 
of light and changes, the background can be represented by 
the following iterative expression [23]:

,B B I1, , ,s t s t s t1 a a= - ++ ^ h ,	 (2)

where .0 1a=  is a certain constant.
The presented background model allows determining 

pixels belonging to moving objects located in the foreground 
by finding the threshold of distance functions of different 
orders:
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where indexes R, G and B indicate the intensity of red, 
green, and blue in the marked pixel, while d0  is the initial 
distance measure, defined in shades of grey.

The proposed scheme allows one to use the previous 
frame It 1-  as a background image B. This approach reduces 
the resulting computational complexity of the procedure 
[24]. Also, this approach allows detecting movement by 
comparing neighboring frames, it is resistant to changes 
in the illumination of the entire picture, while at the 
same time it is difficult to select the entire moving object 
and not its parts.

Pixels belonging to the background can be detected 
by means of the MinMax method, which specifies a 
condition whose satisfaction is a criterion for assigning 
a pixel to a static object:

M I d,s s t 1 x- n ,	 (7)

where: 
x  - threshold set by the monitoring system operator, 
dn  - median value of the largest absolute difference 
between frames across the image, 
s - background pixel, 
Ms  - the maximum difference between frames, which is 
associated with the minimum value of this difference ms  
and the maximum difference of successive frames Ds  
observed during the examination of the series of images.

Equation (7) takes into account that, in the noisy area 
of the image, the pixel changes greater than in the area of 
a stable background [25]. According to this approach, the 
description of the desired background pixel by the three 
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4. 	 Applying the double threshold method in order to 
determine potential boundaries.

5. 	 Tracing the ambiguity region, simultaneously 
suppressing all the boundaries that are not 
associated with the specific edges.
The described operator is most often implemented 

in a grayscale image - to reduce the cost of computing 
power.

Defined in the proposed way, the contour is an array 
of points connected to a curve. Each foreground object 
(movable) is characterized by its contour. This procedure 
will help to detect the overlap of the studied objects and 
to select the objects that have all the points on the contour 
curve and are to be recognized and classified lately.

The developed facial recognition system consists of the 
following modules: loading a series of images of passenger 
traffic, entering the parameters of recognition by the 
user, the background subtraction algorithm, the mode of 
matching subsequent frames, the detection of an individual 
passenger, object recognition and entry into the database.

5	 Implementation of image processing 
algorithms

In this study, when considering the complex monitoring 
system, more attention is paid to the object detection 
unit that uses the background subtraction algorithm and 
is expected to take into account a number of factors, 
including sudden or gradual change in illumination; 
repetitive and oscillatory movements of individual elements 
at the background; long-term changes in the position of the 
objects in the overall picture.

The procedure of background subtraction is quite 
well known and it is used in various modifications in 
many graphic editors and image processing programs to 
create a foreground mask (a binary image that includes 
pixels related to moving objects). The foreground mask 
is determined by means of subtraction of the background 
image from the current frame, while this very background 
image is formed taking into account the parameters of 
the observed picture and the characteristic time of the 
individual object position changes, as well as the settings 
of the photo system.

The implementation of the presented algorithm is 
possible with the help of OpenCV technical vision library 
also allowing working with the cascade classifiers based 
on the Haar primitive use [2, 3, 6]. As a subtraction method, 
the method is used that segments the background and 
foreground objects using a set of Gaussians [18, 21] for each 
of the elements; in the library, this method is referred to as 
MOG2. The specified algorithm selects the most accurate 
Gaussian distribution for each of the pixels and therefore 
it can adapt well to changing shooting conditions.

To perform the described procedure, several functions 
are sequentially used. The function setShadowValue()  is 
responsible for the detection and designation of shadows 
and has one parameter that takes values from 0 to 255.

If at a certain stage of the iterative process the 
component under consideration does not correspond to 
the color I ,s t  with the lowest weight, it is replaced by 
the Gaussian having a greater initial dispersion 0

2v  and a 
smaller weight coefficient 0~  [18, 22]. After each Gaussian 
is redefined, the weights are normalized and added to the 
sum of a single value. After that, K distributions are 
ordered according to the ratio /, , , ,i s t i s t~ v  and H of the 
most reliable of them are defined as background:

arg minH
h

i
i

h

1

2~ x=
=

e o| .	 (15)

After the described procedure, pixels having a color 
I ,s t  that differs by a greater deviation than the specified 
one from all the obtained distributions H are detected as 
belonging to a moving object.

In the presence of a significant noise in the original 
images and the use of the algorithms based on the Gaussian 
model [18], the noise components may increase. To reduce 
this effect, it is proposed to use morphological operators 
that are erosion and dilation.

Binary representation of erosion has the following 
form:

A B Ab
b B

H =
!

( ,	 (16)

where A is a main binary image and B is a binary 
representation of the structural element causing erosion. 
Image B moves around the entire image A and, if the unit 
pixel A and B are the same, then there occurs the logical 
centering of the central pixel B with the corresponding 
pixel A. As a result, the original image is cleared of the 
objects smaller than the structural element.

The binary dilation operator is represented as:

A B A
b B

b5 =
!

' .	 (17)

If the origin of the structural element B coincides with 
a single pixel, the entire element B is transferred and then 
added to the corresponding pixels of the image A.

The operator (15) is mainly used to clear the 
background, while the operator (16) is used to select 
foreground objects. In fact, both erosion and dilation 
affect the boundaries of the objects, primarily changing 
the graphic elements of the small size, and thus there often 
arises a separate task of detecting the boundaries of the 
objects as well as the corner points. One of the methods 
of allocation of the boundaries of the objects is the Kanye 
method. Its implementation includes the following main 
stages:
1. 	 Applying the Gaussian filter in order to smooth the 

image and remove noise.
2. 	 Defining the gradients of the image intensity; 

where the maximum gradient value is detected, the 
boundary is marked.

3. 	 Making use of the non-maximum filtration procedure.
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The next step is to use a function setHistory() that 
determines the number of frames that are taken into 
account when the background model is obtained.

To detect and select the individual moving objects, 
it is proposed to use a function findAndDrawContours() 
that detects contours in a binary representation. If the 
contours found have a size larger than the user-defined 
threshold value denoted by the parameter areaThreshold, 
then using the function drawBoundingBox(), the objects 
to which the corresponding contours belong are 
indicated by rectangular frames. Figure 4 demonstrates 
the use of the above functions with some modifications 
needed to work with multi-color images [16, 21].

Next, a function apply() is performed that finds 
the foreground mask and has three parameters: image, 
fgmask, learningRate. The field Image defines the next 
frame of the sequence which is used without scaling. 
The field Fgmask sets the foreground mask as an 8-bit 
binary image. LearningRate is the parameter specifying 
the rate of change of the background, its equality to 
zero means that the background remains the same for 
the entire series of images, and the unit indicates that 
the background is each time redefined by the last image 
of the series. This parameter can take negative values. 
In this case, the speed of background change is selected 
automatically.

a)

	 	
	 b)	 c)

Figure 4 Representation of the passenger object in the visible optical range: a) the initial image of the object,  
b) selecting an object without a shadow, c) the contour of the object with the averaged background in the place of an object
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allow moving from one state to another. The state of 
interaction is determined by an event occurring with a 
separate interface element.

The developed interface of the main modules of the 
monitoring system has been tested by means of the GOMS 
(Goals, Operators, Methods, and Selection Rules) method 
making it possible to determine the time needed to solve 
a specific task together with the speed of the application 
operation in various situations. The implementation of the 
user actions is evaluated by defragmenting the task being 
performed into typical components and by calculating the 
time spent by operators for the operation with each of the 
interface elements.

In general, the proposed mathematical and algorithmic 
software can be used in complex monitoring and control 
systems in both optical and infrared wavelengths, and 
the formulated parameters for obtaining the primary 
image provide a solution for the problem of detection and 
recognition of individual passengers.
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In this study, software that implements the above 
algorithms in the form of a single complex of monitoring 
and control is developed. For the convenience of its 
use by an operator without special skills, a graphical 
user interface (GUI) [26-27] has been developed, which 
provides developers with an ability to create forms with 
the necessary placement, related classes and dialogs.

6 	 Conclusion

Since the interaction of the operator-user with the 
hardware-software complex of monitoring and control 
occurs according to a certain scenario, when designing 
and implementing it, it is necessary to take into account 
the individual characteristics of the operators and the 
requirements to them depending on the task to be solved 
and the individual functions of the software complex. This 
approach is taken into account in this work when creating 
the user interface. The system of classes, functions and 
concepts associated with the scenario of interaction 
between the user and the software application, as well 
as the individual modules of the monitoring software 
and hardware complex between them, determines the 
set of the possible states of dialogue and actions that 
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resilience overcoming, this paper describes the approach to 
the resilience measurement suitable for the transportation 
CI elements. That implies focus on the resilience of TN 
elements in particular, rather than the TN as a whole. There 
are still properties of the systematic approach in form of 
demand change distribution after a  disaster occurrence. 
From this reason, but not limited to, a decision-theoretical 
approach, based on Influence Diagrams (IDs), was used 
in this paper. It was used as a  tool to model functionality 
disruption of the TN elements after disaster occurrence. 
It is argued that the use of IDs can address two important 
aspects of resilience modelling: (1) provide an improved 
framework for the risk and resilience assessment through 
more elaborate combining probabilities and measures of 
disruption levels after a  disaster with respect to not only 
a  direct influence (loss of capacity due to disaster) but 
also to often neglected an indirect influence of a  disaster 
(change of demand distribution in TN) and (2) facilitate 
knowledge elicitation from human experts through 
a  structured approach to the problem. Moreover, the 
approach is complemented by the time decomposition of 
the functionality disruption duration of the TN elements 
with respect to all the relevant resilience features 
(robustness, redundancy, resourcefulness, responsiveness, 
recoverability).

2	 Background and rationale

The resilience concept originated from ecology [10-11] 
and has been continuously enhanced into other areas 
[12], e.g. business and economics [13], telecommunication 
systems [14], power systems [15-16], production systems 

1	 Introduction

Over the last decades, there is a  considerable 
research interest and ongoing discussions on the topic 
of  the transportation network (TN) resilience from 
both practitioners’ and academic communities. Several 
approaches to the TN resilience understanding and 
measurement have been proposed and the variety of 
research perspectives including those from the disaster or 
hazard perspective were introduced. The resilience of the 
TN has become an important issue in ensuring operational 
continuity [1] of the TN and in providing of a  TN key 
function - to provide means to move people and goods 
between the origin and destination [2-3]. 

Importance of resilience issue increases with severity 
of possible consequences caused by a  TN disruption. 
Under certain circumstances, the disruption of the TN can 
cause problems in ensuring the national priorities such as 
economic sustainability [4] and growth, human welfare 
[4], social development, providing security and public 
order [5-6], operational capability of the armed forces 
[5]; it plays a  critical role in delivering disaster relief or 
facilitating mass evacuations, but plays an important role 
in disaster management, as well [7-9]. Those examples 
of consequences can be relevant only (1) in cases of the 
large-scale disruptions of a  TN or (2) for a  small part of 
a  dense TN of every state, which can be considered as 
truly important. The second option results in identification 
of the critical infrastructure (CI) notion - a  subset of 
the transportation infrastructure that is of the particular 
importance and interest, which is of interest in this article. 

Based on relation of a  TN element performance/
functionality disruption, caused by a  disaster and its 
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from response activities and therefore they should be 
assessed separately. 
Apparently, all the features can be divided into 

two main groups: (1) features which represent inner 
(structural) ability of the system or element to withstand 
the negative effects of a  disaster - robustness, absorption 
and redundancy; (2) features which represent external 
ability of responsible authorities (crisis managers or 
object operators) to protect and recover main function 
of a  particular element - preparedness, responsiveness, 
resourcefulness, recoverability, etc. This categorisation 
will be address in the following assessment because it is 
important to consider the fact that a CI element can suffer 
operational disturbance (e.g. due to high snow level) but it 
still can be without structural damage.

Differences between resilience assessment approaches 
and frameworks mentioned above are basically in 
assessment methodology and final expression of resilience. 
In majority of quantitative methodologies a  large number 
of properties are needed [41], which seems to be one of 
the main inconveniences within resilience evaluation that 
should be addressed. From disaster and hazard perspective, 
is very important to capture stochastic nature of disaster 
occurrence and its influence on resilience evaluation. 
Moreover, here is argued that the particularities of a system/
subject under analysis (within this paper it is dealt with 
the TN elements and CI elements in particular) should be 
more precisely incorporated into resilience assessment in 
order to propose an appropriate approach for that system/
subject assessment. In order to address all of these features 
in resilience assessment, a  new modified approach is 
proposed, which is based on Influences Diagrams (IDs).

3 	 Methodology - approach to transportation 
element resilience assessment

Resilience reflects the ability of an element or a system 
to ensure its function(s) in conditions of effects of external 
and internal factors [42]. The effects of a threat can disrupt 
the core function(s) of the system, in this case the transport 
system with core function ensuring population mobility and 
goods movement [3, 5], by overcoming the resilience of the 
element. To what extent the resilience is distorted/disturbed, 
to a corresponding extent the functionality and operability 
of the CI element is disturbed too. This rate of disruption 
is assumed as one of variable for expression of resilience. 
The functionality range from 100% (full performance) 
to 0% (total disruption) is assumed. Moreover, there are 
significant differences in cases of short-term and long-term 
functionality disturbance and therefore it is claimed that 
the time factor (time variable) should be incorporated into 
the resilience assessment. 

Following the mentioned facts, the two main variables 
of the TN element resilience assessment are assumed, 
namely: 
•	 to what extent the functionality of an element may be 

disrupted (if ever) - Disruption rate assessment,

and supply chains [17], water distribution systems 
[18], health care systems [19], as well as infrastructure 
systems in general [20]. There are several applications 
and approaches to the resilience assessment in transport 
[21-28] and transportation systems. In technical systems, 
resilience is perceived as an ability of the system to absorb 
disturbance, to tolerate the negative changes of the system, 
while ensuring the basic (essential) functions, structure and 
identity of the system [29].

Resilience of the CI is rather new and has been 
intensified especially due to increasing dependency of 
societies on critical infrastructures services [30-31] and in 
terms of disasters, such as Fukushima disaster. According 
to Bruneau et al. [32] and O’Rourke [33], the CIs would 
be resilient if they were characterized by systems that are 
robust (robustness), redundant (redundancy), resourceful 
(resourcefulness) and capable of rapid response 
(responsiveness or rapidity). Based on the research 
approach of different authors and subject under analysis, 
there can be found other features, which characterize 
resilience of a  system (e.g. preparedness/preparation [34-
35], recoverability [34-37], absorption [38], adaptation [37-
38]). In definition and description of all the mentioned 
features, an overlapping and similarities in explanation 
can be observed. For the purpose of the paper and better 
understanding of the main features used for the following 
resilience assessment, their definitions are provided:
•	 robustness - the inherent strength (also resistance 

[33]), or the ability of elements, systems and other 
measures of analysis to withstand a  given level of 
stress or demand without suffering degradation or loss 
of function [33, 39-40], 

•	 redundancy - the extent to which elements, systems, or 
other measures of analysis exist that are substitutable, 
i.e., capable of satisfying functional requirements in the 
case of disruption, degradation, or loss of functionality 
[15],

•	 resourcefulness - the capacity to identify problems, 
establish priorities [39], mobilize needed resources and 
services in emergencies [33, 39] and mobilize resources 
in the process of recovery [39]. 

•	 responsiveness - the capability of the system to respond 
to changes of an environment and activate the forces 
and means [36] aimed at dealing with the impacts of 
disaster in order to protect an CI element functionality. 
In this article is argued that more resilient system 
response activities should start before a  disaster 
occurs (when risk determinants change), followed by 
elimination of the function degradation activities in 
time of the disaster effects. 

•	 recoverability - responsiveness is continuously 
followed by renewal (recovery) of the element main 
function. It is the ability to recover the desired 
functionality level after a  disaster [34, 36]. Some 
authors understood recovery processes as the part 
of responsiveness feature [33, 39], but in opinion of 
these authors the recovery processes differ greatly 



104 	 T I T K O  e t  a l .

C O M M U N I C A T I O N S    1 / 2 0 2 0 	 V O L U M E  2 2

be understood as a  failure or functionality disruption. 
A  disruption of a  transportation element can be defined 
in terms of reliability of an element to perform its main 
function [7]. As an important characteristics of the CI 
element to perform its function is considered its capacity 
[9]. The possible loss of that quantity can be considered 
as a failure measure. Basically, the reduction or the loss of 
capacity can be caused by physical (structural) damage or 
physical obstacles on the road. Moreover, there is the second 
performance issue we should take into consideration - 
an ability of a  TN element to satisfy the transportation 
demand. The rate of satisfaction of that need is assumed 
as the second failure measure. Therefore, the two main 
aspects of the CI elements functionality disruption are 
assumed: 
•	 direct disruption, which is understood as the impact on 

CI element capacity - Capacity loss,
•	 indirect disruption - change in traffic distribution 

resulting in effects on demand on a TN element or the 
TN as whole - Demand change.
Both impacts have an effect on the main function of 

a TN element and therefore their combination can provide 
overall value for the TN element functionality loss - called 
the Disruption rate. However, while the Capacity loss is 
considered only in a negative perspective (only loss of the 
capacity is considered), Demand change can be considered 
in a  positive perspective, as well (a  positive effect on the 
TN element functionality) because hazard and disaster 
effects may result also into decreasing demand on the 
TN. In order to capture these different perspectives, we 
assume Influence Diagrams as an appropriate tool to model 
Disruption rate. The modelling procedure is described in 
subsection 3.1.3.

•	 how long a disruption may take - Disruption duration 
assessment. 
Several studies have proposed infrastructure 

disruption profile [34-35, 37, 41, 43-44] to capture resilience 
or resilience loss, each with some common (normal 
conditions, disruption state, recovery) and specific issues 
considered. Such a  profile seems to be an appropriate 
tool to illustrate and capture the basic relations between 
variables which define a  notion of resilience. In order to 
capture relation between here defined variables (disruption 
rate and disruption duration), taking into account all the 
resilience key features, the concept illustrated in Figure 1 
is used as a conceptual definition of resilience notion. This 
concept is closely described in sections 3.2-3.6.

As shown in Figure 1, resilience is of a  continuous 
nature (keeps the same value if nothing happens), so it will 
be more appropriate to evaluate the resilience of the TN 
element by expressing its predicted loss rate. Therefore, the 
loss of the CI resilience can be measured as the expected 
loss in quality of its provided function (Disruption Rate - 
DR) over the time (Disruption Duration - DT) [33], simply 
captured in equation:

,Resilience Loss f DR DT= ^ h ,	 (1)

The purpose is to produce a  numeric measure that 
would quantify the notion of resilience.

3.1	Disruption rate

In order to express the Disruption rate of a TN element 
within resilience assessment, it should be clear what will 
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accident causes a  decreased demand on a  TN element, it 
could have a positive effect on the resilience rate and vice 
versa. To withstand negative effects of a  demand change 
could be a case for more TN elements (due to already rising 
traffic intensity in normal conditions), for the CI elements 
in particular. Therefore, it seems to be a necessary variable 
to be taken into account within the resilience assessment. 
Basically, one understands the ability to manage demand 
change distribution over the TN as the redundancy feature 
of the TN element resilience. For the demand change 
factor the following levels are assumed: Lowered, Normal, 
Increased and Mass Evacuation. Changing demand (if 
one expects any level of increased demand) for a  given 
TN element can be addressed by other elements of the 
network, among which the changed demand is distributed 
[45]. In order to ensure replacement of the disrupted 
element, in some cases, the element can be temporarily 
replaced by a makeshift element (e.g. a makeshift bridge); 
usually it would be an element with lower capacity serving 
as a  temporary substitution; sufficient for the time being. 
Planning such a  measure can increase redundancy of the 
whole TN and an element in particular.

 

3.1.3 Modelling disruption rate using influence 
diagrams

The influence diagram is a probabilistic decision model 
that is a more compact representation of a decision problem 
than a  decision tree [46]. The ID captures dependencies 
between variables in the modelled domain, which seems 
to be appropriate to capture relationship between direct 
and indirect disruption of the functionality of the CI 
transportation element. This property allows for more 
compact and efficient (especially in terms of knowledge 
elicitation) representation of the problem, implying that it 
is suitable for larger scale decision problems. 

There are three types of variables (nodes) in ID: (1) 
chance nodes that capture unknown events and relevant 
probabilities including probabilistic dependencies (by 
means of conditional probabilities), (2) utility nodes that 

The Disruption rate is considered as an overall 
failure measure and represent a loss in quality of provided 
function by the TN element. A  scale from 0 to 1 (with 
the corresponding transformation into percentage values 
from 0% to 100%) is assumed for the Disruption rate, with 
increasing values indicating higher functionality loss. 

3.1.1 Capacity loss - the direct disruption  
of the functionality of the transport critical 
infrastructure

There are several reasons causing transportation 
element capacity reduction or loss. They are mainly external 
- disasters, traffic accidents, etc., or internal - incidents, 
maintenance and repairs. The rate of loss is dependent 
on the disaster type, its intensity and severity. The scope 
of present assessment are external triggers, especially 
disasters and man-made incidents (e.g. floods, earthquake 
damages, heavy snow load, wind storm, traffic accident, 
etc.), while the internal factors can also cause long-lasting 
capacity reduction, but the realisation is scheduled (repairs) 
and appropriate measures are put in place to prevent traffic 
complications. The capacity loss rate can be categorised as 
it is shown in Table 1.

3.1.2 Demand change - the indirect disruption 
of the functionality of the transport critical 
infrastructure

In addition to the direct impact of a  disaster on 
capacity, each hazard can produce demand on the TN 
(cause people to use transportation network). Demand 
on a  TN element can be decreased as well as increased 
which also depend on current situation, disaster location, 
the possibility of using both driving directions in case of 
mass evacuation and other TN links availability [6], etc. 
The demand factor, whether increased or decreased, has 
influence on the TN element performance only and causes 
no structural damage to a  TN element. If a  disaster or 

Table 1 Categorisation of Capacity loss 

Levels of Capacity loss Explanation

Nominal or no limitation Managing the situation by common means, maintenance and management; comparing the 
maximum construction capacity and the utilization rate of the transportation element; some TN 
elements have a reserve that guarantees the required capacity despite the disaster.

Low limitation Effect on traffic capacity is low - remaining capacity is able to handle the traffic demands with 
some minor delays resulting from the reduced speed limit, rescue activities, etc.

Significant limitation Traffic demand is not fully satisfied or it is satisfied with significant delays - there are delays due to 
obstacles (debris) on the transport element, or due to transport route conditions; for some types 
of vehicles (e.g. trucks) the transition can be temporarily disabled - the alternative routes are 
applied (redundancy feature takes place).

Partial collapse Complete loss of the capacity - due to structural damages (on surface, static, etc.) use of an 
element is forbidden and long-lasting disruption is assumed.

Total collapse Complete loss of the capacity - in the worst cases destruction of an element without recovery 
option is assumed.
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loss node and Demand change node. A simple example of 
the ID model is shown in Figure 2.

A  lot of different research approaches related to the 
resilience assessment are based on the subject matter 
experts (SMEs) (represent by relevant stakeholders) 
opinions, consultations, or evaluations [e.g. 48-49]. Involving 
the SMEs into several steps within the IDs modelling is 
assumed. In the first step of modelling, a  list of possible 
threats should be produced. This can be done by the 
SMEs familiar with given TN and with the concept of risk 
assessment, or by selection of pre-defined threats, which 
are of particular interest. Threats are assumed to be binary 
(present or absent) and quantified by asking the SMEs to 
provide probability of the threat occurring. 

It is argued, as some authors [50-51], that a  system 
might be vulnerable to certain events but be resilient to 

encode utilities (which can be costs, profits, etc.) that 
define user’s preferences over the set of outcomes and (3) 
decision nodes that define elements of the domain over 
which the decision maker has the complete control [47].

To model the overall disruption of the CI element 
functionality it is proposed to define a  measure which 
capture this quality (Disruption rate). In order to define 
this rate a structured approach, based on IDs, is proposed. 
We assume a fixed three-layer network structure of an ID. 
Nodes that correspond to threats are placed in the top layer. 
The middle layer of the network always includes two nodes, 
corresponding to the direct (Capacity loss) and indirect 
(Demand change) impact on the TN element functionality. 
In the lowest layer a  single utility node (Disruption rate) 
would be placed that would combine the effects of Capacity 

1. level 

2. level 

3. level 

Figure 2 A simple example of the ID model

Table 2 An example of model definition for the node Capacity loss

Windstorm Present Absent

Traffic accident Present Absent Present Absent

Nominal or No Limitation 0.05 0.1 0.045 1

Low Operability Limitation 0.35 0.5 0.45 0

Significant Operability Limitation 0.59 0.395 0.5 0

Partial Collapse 0.008 0.004 0.004 0

Total Collapse 0.002 0.001 0.001 0

Table 3 An example of model definition for the node Demand using the noisy-average model

Parent (Weight) Chemical Release Windstorm
LEAK(1)

State Present Absent Present Absent

Lowered 0 0 0.3 0 0

Normal 0.2 1 0.7 1 1

Increased 0.3 0 0 0 0

Mass Evacuation 0.5 0 0 0 0
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the following conditions are met [46]: (1) the parent nodes 
have a  state that describes the ‘normal’ state (there is no 
snowstorm, no flood, etc.), (2) the child node has a ‘normal’ 
state, as well (corresponding to typical traffic patterns or 
the level of traffic flow for which the road was designed), 
(3) for the child variable the deviation from the ‘normal’ 
state can be in both increased and decreased values. The 
way the influences are combined is achieved by averaging 
(hence the name), which means that no single parent 
variable is assumed to have stronger influence on the state 
of the child variable than the other parent variables. 

The last step is to combine the direct and indirect 
impact of the threat(s) on the TN element functionality. The 
utility node (Disruption rate) merging the Capacity loss and 
Demand change can be defined as it is shown in Figure 2. 
The probability values are again required to be produced by 
the SMEs (e.g. in Table 4).

3.1.4 Calculation of the disruption rate

In order to understand how the approach works, 
an example of the ID model is considered that assumes 
3 different threats: Traffic Accident, Wind Storm and 
Chemical Release. As it is shown in Figure 2, the three 
options are considered by which a  threat can affect the 
child nodes (second level/layer): 
•	 a threat can affect only the capacity of the TN element, 

e.g. a Traffic Accident has a potential to affect capacity 
of the TN element, but it does not produce a demand 
on a system; 

•	 a  threat can affect only the Demand, e.g. an incident 
associated with the release of chemical substance 
(Chemical Release) can result in forcing people to 
leave the threatened area (some form of evacuation) 
and incur heavy load on the TN, but it is assumed that 
the infrastructure is able to withstand such a  release 
with no noticeable effects on it;

•	 a threat such as Wind Storm can affect both variables, 
Capacity as well as Demand, because there is a chance 
that some transportation links could be blocked or 
damaged due to trees or other obstacles and there is 
still a  possible change in demand, in both directions, 
increased if evacuation is needed or decreased if 
people will be afraid of using the TN in such weather 
conditions and at the same time they will feel safe at 
the current position (home, work, etc.).

others. Therefore, it is important to take into account the 
specific risk and threat profiles to the area under analysis. 
Moreover, the occurrence of multiple events at once is 
highly unlikely, of course, if one omits the possibility of 
a  synergic effect; e.g. occurrence of the earthquake and 
flood at the same time is very unlikely, but combination of 
a snowstorm and a traffic accident is very likely. From that 
reason it is assumed that each threat is assessed separately 
and in the relevant cases combination of the two threats is 
assumed. That is also dictated by practical considerations, 
while the burden placed on the SMEs providing probabilities 
should be limited. In particular, nodes with a large number 
of parent nodes (a large number of incoming links) should 
be quantified with a  number of exponential probability 
distributions. This implies that if there are 5 parent nodes 
(5 threats) to a  node (e.g. Capacity loss node) and all of 
them are binary (have only two states), an SME would be 
required to provide 25 = 32 probability distributions, what 
would be hardly feasible in practice.

Next step is to designate if the threat has a potential 
to directly affect a  TN element, i.e. to block, damage or 
destroy road surface, etc. The SMEs would need to provide 
corresponding probabilities. Similarly, the SMEs would 
need to define if the threat can result in increased (even 
mass evacuation) or decreased traffic - if the demand on 
the TN element can be affected and provide corresponding 
probabilities. The states of the nodes would be as 
mentioned above: Nominal, Low Operability Limitation, 
Significant Operability Limitation, Partial Collapse and 
Total Collapse for the Capacity loss node and Lowered, 
Normal, Increased and Mass Evacuation for the Demand 
change node. Examples of Capacity loss node and Demand 
change node are illustrated in Tables 2 and 3.

As it is shown in Tables 2 and 3, there are significant 
differences in definition of both nodes. In order to reduce 
the number of parameters required to specify the ID model 
and properly capture relevant interactions between the 
variables, it is decided to set at least the Demand change 
node as the noisy-average node, which is available in GeNIe 
software and allows reducing the number of parameters 
required to quantify the model from exponential to linear 
in the number of parent nodes (the Capacity loss node does 
not meet the required conditions for noisy-average node 
because a  threat cannot increased the capacity of the TN 
element, it can only decrease its capacity - see following 
conditions). The noisy-average nodes are suitable for the 
modelled interactions between variables (nodes) where 

Table 4 An example of definition for the utility node - Disruption rate

Capacity
Demand

Lowered Normal Increased Mass Evacuation

Nominal 0 0 0.2 0.7

Low Operability Limitation 0.05 0.25 0.5 0.8

Significant Operability Limitation 0.5 0.7 0.8 0.9

Partial Collapse 1 1 1 1

Total Collapse 1 1 1 1
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the second layer as well, e.g. it is possible to set a state of 
Demand change node to Mass Evacuation or to set a state 
of Capacity loss node to Partial Collapse, etc.

For the sake of an example, the two cases are analyzed: 
(1) combination of present threats Traffic Accident and 
Wind Storm at the same time (Figure 5a); (2) combination 
of present threats Wind Storm and Chemical Release at the 
same time (Figure 5b). 

Following the values from Table 4, in the Disruption 
rate node will show up the probabilistic dependencies of 
child nodes and parent nodes, by means of conditional 
probabilities, so expected values will vary based on the 
probabilities of the child nodes. The expected utility value 

For each threat corresponding probabilities of 
occurrence are provided: e.g. Traffic Accident: 0.01, 
Wind Storm: 0.001, Chemical Release: 10-5. In order to 
calculate resilience to certain events (threats) the idea 
that some of the events should be considered as “present” 
is implied, rather than to calculate with probability of 
their occurrence. This is dictated by the interest to assess 
the resilience of the TN element “when” a  threat occurs 
rather than “if” it occurs. Using of the IDs allow for such 
a dynamic calculation (see example of difference in Figure 
3 - probability of occurrence; and Figure 4 - the instantiated 
node - traffic accident is present) which can be consider 
as the IDs benefit. The same setting option is available for 

Figure 3 Probability of a traffic accident occurrence Figure 4 The instantiated node - traffic accident is present

a)

b)

Figure 5 The ID model for calculation of the Disruption rate for two (present) threats combination
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functionality loss (explained in section 3.1. Disruption 
rate), where the loss of the robustness means the loss of the 
functionality. From the time perspective, the dependencies 
are visible as well. For example, in the worst scenarios 
with expected great disruption of robustness (higher level 
of Disruption rate), the Disruption duration is expected as 
longer lasting and vice versa. This assumes a certain level 
of dependence between the Disruption rate and Disruption 
duration. However, there are two issues to be aware of: 
(1) this logic would only apply to physical damage to 
the element and at the same time the condition that the 
elements being considered are equally large (structurally 
similar, with similar technical conditions) must be met - this 
will guarantee similar robustness; (2) otherwise, in the case 
that only the capacity of an element is affected, the duration 
of the functionality reduction depends primarily on the 
threat, which caused the disruption - significant differences 
in the recovery duration after exposure to various threats 
(traffic accident, snow storm, wind storm, flood, etc.) are 
assumed. It is possible to omit the given conditions - this 
would imply a  certain degree of the results distortion, 
but at the same time it will simplify the estimation of the 
Disruption duration.

For the better understanding of resilience loss profile 
(Figure 6), the following explanations of resilience features 
with related time periods are provided.

3.3	Responsiveness feature in resilience 
concept t

2n
-t

0

Responsiveness represents the capability of the system 
to activate the forces and means aimed at restoring the 
function of the system [34, 53] and at prevention of 
a  situation deterioration. It is expressed by the time 

of the Disruption rate node reflects the potential impact 
of an extraordinary event on the functionality of the TN 
element, considering only its robustness and partially 
absorption capacity. It does not reflect other resilience 
features. Therefore these features are included into 
resilience assessment separately and within the Disruption 
duration part.

3.2	Disruption duration - time decomposition  
of the CI element functionality disruption

Except for the extent of a TN element disruption, the 
time aspect related to that disruption is necessary to take 
into consideration [52], since with increasing duration of the 
disruption, resilience is lower [34]. Globally, the time aspect 
of a TN element resilience, in this case called  the Disruption 
duration, will vary based on resilience features. A  broad 
measure of the TN elements resilience which captures 
influence of those resilience key features and their relation 
to a  TN element functionality can be expressed in form 
of the time decomposition profile illustrated in Figure 8. 
Basically, there are two resilience features, responsiveness 
and recoverability, that directly express disruption duration 
of a TN element. In most cases, the disruption duration of 
a TN element functionality is the same as the time needed to 
the recover element functionality. Therefore, the recovery 
activities decomposition towards the overall renewal of the 
TN element will be introduced as the most important part 
of Disruption duration. Of course, in cases where there is 
a gradual loss of functionality over disaster impact, we will 
also consider that time as a part of overall resilience loss 
assessment.

Figure 1 also shows the connection between the 
robustness (partially also redundancy) and the possible 
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Such events can be predicted to a  certain extent. 
Important elements, such as the CI elements, can be 
better protected.
As it was mentioned before, on the graph (Figure 

6), possible positive changes (green vectors (1) and (2)) 
are also shown as an option to increase the TN element 
resilience level. It can be done by (a) enhancing robustness 
of an element (e.g. dams building against flood, adjustment 
of nearby surroundings, etc.); (b) enhancing redundancy 
of an element (e.g.  prepare a  plan for makeshift bridge 
placement and building); (c) enhancing resourcefulness - all 
mentioned and other actions require provision of necessary 
material and human resources. In order to realise such an 
action and use adequate resources before disaster occurs, 
crisis and disaster planning and procedures are required 
to be in place (related mainly to CI element protection). 
In order to facilitate subsequent recovery actions, these 
measures and actions may be very helpful mainly in the 
worst case scenarios represented by black function (3) and 
(2), slightly less in recovery function (1). 

3.4 Recoverability feature in resilience concept 
t

6
-t

2

The impact period is continuously followed by the 
recovery activities. There can be observed an overlapping 
of impact period with recovery period (phase) as the 
reaction on an emergency (saving and protecting people, 
property, environment, etc.) running in parallel with some 
recovery actions. See for example period t

21
-t

1 
followed by 

t
31

-t
21

 where is difficult to set exact end of reaction and start 
of the recovery phase. It will vary based on a threat severity 
and suddenness. 

The recovery period is divided into several basic steps. 
In practice, there can be more stages (steps) within the 
recovery phase, however, in order to generalize assessment 
for purposes of resilience measurement, these steps can be 
considered as valid for almost all the scenarios of recovery.

Assessment and preparatory period = t
3n

-t
2

Period of aftermath assessment and preparatory 
measures related to the designation of recovery method 
(restoration of traffic flow, transport capacity, detour, 
etc.). Disruption rate level remains the same. A  lower 
level of disruption requires a  shorter assessment time as 
the assessment activities are easier. In the worst cases the 
preparatory period can be as long as preparation of project 
documents and selection of a  contractor. The result of 
the assessment can be (in the time t

31
) a  rejection of any 

recovery efforts as well, due to high recovery expenses or 
due to extensive structural damage. 

Temporary recovery = t
4n

-t
3n

The period during which the aim is to restore the 
transport operability as quickly as possible. Use of the 
provisional measures is assumed. This phase is designated 
to achieve the required level of the performance (reduce the 

(responsiveness period) between the occurrence of an 
emergency, or even before (when the event is likely to 
happen) and the end of degradation elimination process 
and consequently its renewal [36] which can be considered 
as an overlapping with recovery. The two main time periods 
within the responsiveness are assumed - “risk factors 
change period” and “impact period”.

Risk factors change period (t
1
-t

0
)

Risk factors change period and the whole 
responsiveness period are closely interconnected and will 
therefore be continuously explained. Continuous monitoring 
of internal and external environment development supports 
identification of changes that could have an undesirable 
effect on the system functions or processes in time. Early 
and proper assessment of risks or risk factors change is 
a  prerequisite for taking adequate measures to increase 
the level of system resilience to such effects. The process 
of monitoring and evaluating changes of risk factors can 
be carried out together with (or even rather before) 
a  possible response to both foreseeable and accidental 
crises. Responsiveness is therefore dependent on the 
prevention measures, preparedness level of the responsible 
authorities, rescue forces and availability of resources in 
order to address the crisis. 

Impact period = t
2n

-t
1
; t

2n
-t

0

Impact period can be characterised as the time period 
during which the devastating and destructive features of 
disaster are manifested and absorption ability of a  TN 
element is exceeded. The result is different degree of 
functionality loss (red arrows in Figure 6.). Depending on 
the exposure rate, intensity of a disaster and vulnerability of 
a particular TN element, two types of functionality loss can 
be distinguished: (1) immediate and (2) continuous. 
•	 immediate loss of functionality - change of risk 

factors is rapid (t
1
-t

0
 can be technically 0) and often 

unforeseeable. In a  very short time, the effects of 
a  disaster will be present - the consequences are 
immediate. There is very little time to take measures to 
reduce the consequences before disaster. As a  result, 
various levels of functional impairment of the TN 
element may occur (Disruption Rate levels) - depending 
on the intensity of a disaster (shown by the red vertical 
dashed function). In such cases, responsiveness is very 
limited. Rapid loss of resilience can be observed.

•	 continuous loss of functionality - mostly related to 
a known threat resulting into a disaster with cumulative 
impact over a  longer time period (cumulative high 
precipitation resulting into a  continuous flood) or 
with progressive intensity development (wind storm 
with increasing speed over time). It is possible to take 
preventive measures (green vectors) and temporary 
increase the level of infrastructure resilience (enhance 
robustness feature or redundancy). Measures can 
be taken also during a  disaster impact period (t

2n
-

t
1
) - there is a  time to respond depending on the 

capability of rescue services and available resources. 
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3.5 	Resourcefulness feature in resilience 
concept

As it was mentioned, the time necessary for keeping or 
restoring the functionality of the CI element is dependent on 
the organisational preparedness of the crisis management 
(crisis planning, recovery planning, policies in place, 
etc.). It is represented by the features responsiveness and 
recoverability. Implementation of prepared procedures and 
approaches is conditioned by resources (material as well 
as human resources), which we are at disposal in order to 
manage the impacts of a disaster. It can be illustrated by the 
resilience expansion into three-dimension level (Figure 7). 

By appropriate allocation and use of resources, the 
CI functionality loss time (t

6-
) can be reduced. The time 

may be reduced in period of the “impacts”, as well as in 
“assessment” period and in all the “recovery” periods. 
Theoretically, if infinite resources were available, time 
to recovery would asymptotically approach zero [39]. 
If the necessary resources are not available, the time of 
the operability loss can increased (t

6+
). Resourcefulness 

and responsiveness (and recoverability) can be seen as 
the complementary features because without appropriate 
resources in place, it is impossible to react accordingly, but 
even if the amount of resources was sufficient, the response 
or recovery time may be longer due to human limitations, 
missing or neglected planning, inadequate procedures, 
operational and organizational failures or ineffective 
policies [39]. 

To quantify and mathematically describe 
resourcefulness some variable can be used, as it is in [39].

loss of a  TN element capacity). As the assumed elements 
are the CI elements, the common transport capacity is 
expected to be high and therefore achieving of the required 
level of performance will be more demanding. Described 
type of recovery is designated mainly for cases of the high 
transport capacity loss or in the case of malfunction. 

This temporary recovery should bring the TN element 
into the better state but there still would remain some 
degree of disruption. For purposes of further calculation, 
this disruption state will be marked as DR

TR. 

If the transport capacity of the TN element is affected, 
more resilient elements will be more redundant and another 
routes will be available to address demand on affected 
element. It should be stated that the estimated start of the 
recovery activities is immediate (in Figure 8), however, in 
practice it may take much more time due to preparation 
of the documents, inadequate policies or ineffective 
procedures in the preparatory phase.

Partial recovery = t
5n

-t
4n

 
All the construction and technical deficiencies or 

operational obstacles must be removed during this period 
in order to achieve the full transport capacity. It must be 
achieved at a higher operating speed (e.g. for rail transport 
at least 60 km.h-1) but some limitations are still in place.

Similarly, partial recovery should bring the TN element 
into the better state but there still would be some degree 
of disruption. For purposes of further calculation, this 
disruption state will be marked as DR

PR.

Full recovery = t
6n

-t
5n

 
The TN element functionality is recovered without 

operation limitation with full transport capacity and with 
the designed maximum permissible speed.

time

t6+t6t6-
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Figure 7 Possible influence of the resourcefulness on the recovery time and the resilience of the CI (adapted from [32])
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destination. This case is addressed within Demand change 
part, which has already been explained in subsection 3.1.2. 
The problem arises if such an alternative does not exist or 
an alternative fails to fully satisfy the demand, or only with 
great constraints - redundancy is very low or there is no 
redundancy. 

According to Figure 8 redundancy does not shorten 
the time needed for reparation or rebuilding but it helps 
the network to reduce the demand for a damaged element. 
If such resources are at disposal to temporary cope 
with impacts of disaster on particular element, one can 
significantly reduce the functionality loss, as well as the 
resilience loss.

3.6 	Redundancy feature in resilience concept

The TN element is redundant if it can be replaced, 
for example, a temporary bridge, which replaces a broken 
one until it is repaired (Figure 8 - green shaded area). 
However, it is more common in electrical networks, where, 
for example, in the case of a  generator failure, a  second 
one will be ready to replace it immediately. Replacement 
of individual TN element is not so flexible and therefore 
more common is use of the TN network redundancy rather 
than redundancy of a  particular TN element. In this case, 
one can understand redundancy of a  TN element as its 
possible substitution by another element or set of elements 
within the network - they provide connection to the original 

timet61
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Figure 8 Redundancy feature applied in resilience concept
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based on evidence of events that have already happened or 
on qualified experts’ estimates. 

4	 Results - the measure of the critical 
infrastructure resilience 

As it was mentioned, it is preferred to assess the 
resilience of the TN element by expressing its loss rate over 
time (resilience loss - RL(t)). The measure of a TN element 
resilience loss can be expressed in more detailed way using 
Figure 10, which divides RL into several parts (RL

1,
 RL

2,
 

RL
3,
 RL

4)
. 

Mathematically, RL can be defined as a  sum of these 
individual parts within the response and recovery phases:

Resilience Loss RL RL RL RL1 2 3 4= + + + ,	 (2)

In more detailed way:

,

Resilience Loss DR t dt

DR t dt DR t dt DR t dt

2
1
t

t

t

t

t

t

t

t

1

21

21

41

41

51

51

61

= +

+ + +^ ^

^

^h h

h

h
#

# # #
	 (3)

where: 
DR(t) = calculated Disruption rate,
DR

TR
(t) = designated Disruption rate after temporary 

recovery (in this case it is set on 40%),
DR

PR
(t) = designated Disruption rate after partial recovery 

(in this case it is set on 10%).
Basically, the first part of Equation 3 means the 

expected balance in quality during the disaster impact 
(t

21
-t

1
), the second part is the expected balance during the 

3.7	Implementation particularities  
of transportation system into the resilience 
assessment concept

Regarding to literature, the authors predominately 
use the option of continuous recovery function over time 
for different system under analysis [34, 37, 41, 44]. Here is 
adopted the idea that recovery of the TN functionality, or its 
part, or an element in particular, is in practice implemented 
by completing of different recovery stages, step by step 
(level by level) rather than continuously. For example, 
after damages on the road, repairing of one road lane is 
in progress, so the performance of such an element is let 
say 50%. When that lane is repaired and no further work is 
required, then the performance is at some point again 100%. 
There is no gradual rise from 50% to 100% but “a  jump” 
from 50% to 100%. From this reason, for understanding and 
measurement of the recovery process duration, as well 
as for assessment of the resilience loss, a  more suitable 
disruption and recovery decomposition is illustrated in 
Figure 9 (similarly used in [54]). Three different levels of 
recovery, corresponding to three defined recovery periods 
(plus an assessment period) are taken into consideration 
(see section 3.4). It is argued here that this particularity 
of transportation system applies for the majority of the 
disruption cases and it also simplifies the final calculation 
of the resilience loss.

Unlike the case in Figure 6, the concept illustrated 
in Figure 9 requires an assessment of individual recovery 
periods because one needs to estimate the time frame e.g. 
from t

31
 to t

41
. Since the resilience assessment is conducted 

in the safety state, only an estimate can be made. It can be 
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more severe, but a TN element will recover faster (e.g. trees 
of the road). It seems that different levels of functionality 
loss could be a case for some infrastructural networks [39], 
as well as for the transport critical infrastructure. 

As it was mentioned before, it is preferred to use the 
resilience loss profile for the TN elements assessment 
illustrated in Figure 10. For the purpose of this discussion 
section, it is represented by Figure 12. 

The question is, what is for a user or assessor considered 
to be a more important disruption: (1) a less disruption that 
takes longer time and affects a  greater number of people 
(Figure 12A), or (2) a  more serious disruption that takes 
less time and affects probably less people (see Figure 
12B). Assuming that with increasing functionality loss, 
the time needed to remove this disruption will increase, 
the problem would be practically solved, since example 
B would be impossible. However, there are situations 
where there this assumption does not apply, such as 
a traffic accident that can block (full disruption) traffic for 
a  few hours, but after that, a  disrupted link will be fully 

assessment period (t
31

-t
21

) and temporary recovery (t
41

-t
31

), 
the third part is the expected balance in quality over the 
time to partial recovery (t

51
-t

41
) and the fourth part is the 

expected balance in quality over the time to full recovery 
(t

61
-t

51
). The given equation defines the concrete example 

illustrated in Figure 12. We claim that it will be different for 
each disaster, since the intensity of a  threat and recovery 
options will vary from case to case.

5	 Discussion

Based on definition, Figure 10 illustration and 
calculation (Equation 3) of the resilience loss, it can be 
assumed that similar shaded areas would correspond to the 
same resilience loss. For instance, Figure 11 parts (A) and 
(B) represent the same resilience loss, however, in the case 
(A) the loss of performance provided is not significant but 
it takes considerably longer time as it is in the case (B). On 
the contrary, in the case (B), the loss of the performance is 
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6	 Conclusions

The concept of resilience in the context of 
transportation network is a subject of active interest from 
both practitioners’ and academic communities. There is 
a  number of definitions and different understandings of 
resilience in transport, as well as a number of methodologies 
to evaluate resilience. Those methodologies need a  huge 
number of properties and large processes to be performed 
to get results and this fact can be a  disadvantage [41]. 
From that reason a  proposed approach is intended to be 
applied to the CI elements, rather than to the transportation 
network as a whole. This is also dictated by the practical 
considerations, while burden placed on the assessors 
should be limited. 

This paper provides an approach to the resilience 
measurement by expressing resilience loss. The approach 
is based on the IDs, which was used as a  tool to model 
functionality disruption level (Disruption rate) and it was 
combined by duration of disruption (Disruption duration). 
The probabilistic definition of Disruption rate level used 
in IDs is the most important part of the assessment. It 
allows for quantitative expression of disruption level based 
on the conditional probability of variables in modelled 
domain. Since besides the commonly considered variable 
“performance loss” or disruption (called the capacity loss), 
a  new very important variable for TN (demand change) 
into model is added, the IDs are very appropriate in 
modelling these relationships. The combination of these two 
properties in IDs benefits into more accurate expressing of 
overall resilience loss than in other approaches. It results 
into identifying of more and less resilient TN elements, 
which can be compared and appropriate measures can be 
made to increase the overall resilience of the particular 
TN element. It can be done for the all resilience features 

operable again. In order to capture these differences, use 
of the weighted values (e.g. α, β, γ, δ) for different levels 
of resilience loss is assumed, rather than performing the 
consequences analysis for different scenarios of disruption. 
With increasing Disruption rate the higher importance 
(higher weight value) is assumed.

To illustrate these differences in disruption importance, 
Figure 13 is used as an example. 

In this example are used the following weights:  
α = 0.1; β = 0.4; γ = 0.7; δ = 1. Given weights are the same for 
the impact period, as well as for the recovery period (they 
correspond to temporary recovery level DR

TR 
and partial 

recovery level DR
PR

). They can vary based on the assessor’s 
preferences, but they should be consistent for all TN 
elements under analysis. Given assumptions also change 
the calculation of Resilience Loss final value (Equation 4): 

,

Resilience Loss RL RL RL

RL RL

1 2 3

4 5

a b c

b a

= + + +

+ +
	 (4)

As can be seen, the weight α is assigned to the green 
areas with low disruption of TN element functionality; 
similarly β is assigned for the medium disruption rate and 
so on. The weight δ is not used in this particular example, 
but it will be used if disruption rate (DR) of value more than 
0.7 is predicted. The calculation could vary if e.g. immediate 
loss of the functionality is assumed (t

21
-t

1
 = 0).

The importance of different disruption levels, thus 
addresses, implies some degree of the results distortion, 
but if the approach and assessment are used consistently 
for all the network elements (or designated network part), 
the values can be comparable and useful in the context of 
the whole network.
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appropriate to model and calculate recovery in a  form of 
several separate “step-by-step” activities, rather than as 
a  continuous (e.g. linear) function of a  single recovery 
activity. Moreover, the disruption levels importance, in form 
of weights, is also discussed as an important part of an 
accurate resilience loss assessment. 

This research indicates that understanding of the 
resilience distribution in the transportation network may 
help to identify critical components of transportation 
infrastructure, make the transportation infrastructure less 
vulnerable to effects of disasters and adopt soft or hard 
measures in order to enhance the resilience of transportation 
elements and resilience features in particular.

(robustness, redundancy, resourcefulness, responsiveness, 
recoverability). There are also several other benefits 
resulting from using the IDs: (1) it allows for more compact 
and efficient knowledge elicitation, (2) it allows for dynamic 
assessment of resilience, under assumption that some of 
the events are observed (some nodes will be instantiated in 
ID) - for example if there is wind storm in area, the model 
can result with increased Distortion rate for some elements, 
allowing for implementing measures that would provide 
situational awareness, (3) it reduces burden placed on the 
assessors.

As a  result, the resilience loss profile and calculation 
of the resilience loss are introduced. Unlike in other 
approaches, it is argued that within the TN it is more 
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and disasters, the second group discusses the impacts of 
crises and disasters on economy, tourism performance, 
services and infrastructure, for instance transportation, 
community, etc. and the last group is concerned with the 
attitudes and responds of stakeholders. Each concept 
requires different methodological approach. The authors in 
[3-8] discussed the models, which could be used in a case of 
crises and disasters predominantly in tourism destinations. 
The second group of authors was dealing with crises 
management, for example [8]. 

The predominant approach to research of crises and 
disasters was embraced by using the inductive research 
approach (observation, searching for some specific patterns 
of events and their reasons). The authors; for instance [7], 
used a broader amount of research and academic literature, 
which allowed understanding more deeply crises and 
disasters. The inductive approach was applied in articles 
[5-7, 9].  

Some authors tried to develop a generic model suitable 
not only for tourism destinations, but for different purposes, 
for instance a country general with its specific requirements 
of safety, security, service provision (for instance 
transportation services, etc.). Faulkner applied a  deep 
inductive approach in order to construct generic model of 
crisis and disasters [3]. Ritchie underlined a  necessity of 
more holistic and strategic approach [9]. Hence, models 
are more useful for studies of the first group of conceptual 
approach, e. g. the reasons of crises and disasters and the 
roles of stakeholders during these events. However, some 
authors shifted further risk assessment research of crisis 
management to a  different methodological approach by 

1	 Introduction 

Safety and security in tourism are important factors 
influencing tourists’ demand. Countries, depending on 
tourism, experienced in a  future tremendous economic 
consequences due to external reasons as a result of natural 
causes or man-made infliction.  Vulnerability of tourism 
destinations is relatively high. Responses of different 
countries to these events depend on a  variety of factors, 
especially the economic position, the model of governance, 
preparedness to cope a  critical situation, reaction 
of international community, mass media and business 
culture.  As a consequence of crises and disasters, tourism 
activities usually decline, the image and competitiveness 
are undermined. A  highly competitive destination does 
not exist by chance [1-2]. The purpose of this paper is to 
overview and compare methodological and conceptual 
approaches of academics dealing with the topic of risk 
management in their studies, as well as to explore different 
concepts and approaches to risk management, where each 
concept requires different methodological approach. As an 
example of the approach to crises and disasters scenario, 
a  case study of SARS outbreak in Toronto, Canada, has 
been used. 

2	 Literature review

Main conceptual framework in the studied literature 
could be divided into specific categories. The first group 
includes studies dealing with the reasons of events as crises 
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The forecasting methods could be useful to predict some 
developments, but not the consequences, and the authors 
stated. That “understanding the impact that unexpected 
disruption may have on tourism flows is important for 
forecasters, planners, investors and operators” [12].

The studied conceptual and methodological approaches 
to crises and disasters in the academic literature enabled to 
understand deeper the impediments of research of crises 
and disasters. The following research on the content of 
literature dealing with crisis and disasters managerial 
approaches required specific methodology and methods.  

3	 Methodology 

The method of content analysis of articles in existing 
journals and the secondary sources on internet and in 
publications was used in research. The main focus of the 
article was on application of model of crisis and disasters 
and the specific case studies from inflicted countries. This 
research has a  strong conceptual character. A  method of 
the case study from Canada has been used in this study. 
The studied materials have been collected during the study 
stay in Canada at the University of Waterloo as well as in 
further research. This case study is based on the secondary 
research of the existing literature. Additional literature, 
which was used for the content analysis, was selected 
upon the required topic studied in this research. Tourism 
studies research is rather complicated where an influence 
of different epistemologies and disciplines might be visible. 
For this reason, research was dealing with a question how 
different authors approached a  topic of studies from the 
methodological point of view.

Additionally, the strategic approaches to crisis and 
disasters have been studied and compared in different 
countries and cultures. This information was based on the 
studied secondary sources.  

The articles were selected from different academic 
journals (Table 1 contains a  list of studied academic 
journals containing a sample of 32 academic papers and 5 
books). The content analysis was thoroughly focused on the 
methodological approaches of the authors to the studied 
topic.

  
    

 4 	 Results 
     
Drawing from the insight in academic literature, on 

crises and disasters, published in journals since 1999 
until now, one can see that majority of published articles 
were trying to develop deeper understanding based on 
previous academic work in this field. Scholars discussed 
especially the applicability of models, complications with 
implementation, managerial tasks and application of models 
in culturally diverse environment. The marketing recovery 
strategy revealed a crucial role of mass media.  

Some articles discussed the applicability of models 
into real situations. For example, in 2001 a  generic pro-

questioning particular destination stakeholders, corporate 
and government representatives, policy makers and planners 
about their preparedness to deal with crises and disasters 
[6]. As the authors stated, “the purpose was to produce 
insight rather to test theory, the study was inductive in 
nature and used a qualitative, interpretative approach” [10]. 
Their research revealed, through interviewing of experts 
on corporate and government security, safety, tourism 
policy and planning, some controversial aspects of former 
research approaches based on compiling of theoretical 
frameworks without testing the attitudes of stakeholders. 
A  research underlined necessity of the co-operative 
approach of all the stakeholders, compatible jurisdiction, 
allocation of financial resources, etc. Thus, the pragmatic 
approach to the studied topic revealed important gaps 
between the managerial theoretical approach and practice. 
Similar experience was perceived after the implication of 
pro-active generic models in real settings, where interviews 
with individual tourism operators and DMOs (Destination 
Marketing Organizations) representatives were used, which 
allowed deeper insight into the topic of crises and disasters. 
In that case a complicated character of tourism research is 
visible, where knowledge in tourism could be approached 
from two angles. One is delineated by the multidisciplinary 
character of tourism studies rather than a single discipline. 
It causes blending of academic disciplines by implication 
of the statement of “knowing that” (e.g. what we know 
that we know) together with specific disciplines, which 
are close to tourism studies (sociology, psychology, 
geography, anthropology) [11].  However, in the case 
of managerial decisions in tourism, the second type of 
knowledge, e.g. “procedural knowledge (“knowing how”), 
based on professional practice of tourism management and 
marketing, has to be implemented.  

As a  consequence, if some researchers tried to 
understand impacts of tourism stakeholders and business 
environment (the second concept) to crises and disasters, 
or attitudes of community and stakeholders (the third 
concept), this approach required totally different 
paradigmatic approach. For example, for studies of attitudes 
and responds of stakeholders in the studied articles, 
researchers used such methods as phenomenology and 
interpretive approach, which are based on understanding 
of real experiences of participants. Moreover, in some 
case studies, peculiarities in the implementation of generic 
models into specific cultural or business environments, 
were described. 

Some researchers applied the post-positivist approach 
and studied the impact of the two variables, frequency 
and severity of terrorist events, on decline of demand. 
Quantitative methods, based on survey research, have been 
applied in research on changing attitudes of visitors to the 
destination after crisis and disasters.  

A case study, used in Katherine flooding research, was 
based on the implication of Faulkner’s generic pro-active 
risk management model.  Prideaux, Laws and Faulkner 
discussed the application of forecasting methods by 
blending the qualitative and quantitative methods [12]. 



T H E  I N N O V A T I V E  A P P R O A C H  T O  R I S K  M A N A G E M E N T  A S  A   P A R T  O F  D E S T I N A T I O N . . . 	  121

V O L U M E  2 2 	 C O M M U N I C A T I O N S    1 / 2 0 2 0

Canada. The emerging events later, even more pointed out 
at the necessity to deal with this topic generally, not only 
in tourism context, because a  tourism destination is also 
a place with local people and local industry.  

The authors dealing with crises and disasters criticized 
problems of “inept management structures and practices 
or a  failure to adapt to change” [3, 9]. Ritchie added that 
“a crisis implies the need for change to prevent the situation 
occurring again, while a disaster requires responses to limit 
the impacts” [9]. As the author explains, important is the 
ability to act or change the situation, not only to define 
a type of events based on infliction. Some cases could bear 
features of both events, as for example Foot and Mouth 
Disease outbreak (health care negligence with a  serious 
ripple effect on agriculture, tourism). 

The authors had a problem with a definition of crisis 
and disasters, for example Selbst defined crisis as “any 
action or failure to act that interferes with an organization’s 
ongoing functions …. that has a detrimental personal effect 
as perceived by the majority of its employees, clients and 
constituents” [39]. The problem with this definition is that 

active risk management model was used in the Foot and 
Mouth Disease outbreak in Great Britain and in 1998 
during the flooding in Australia (Katherine floods). The 
academic discussions tried to divide crises and disasters 
into specific groups based on infliction. The goal was to 
generate a set of rules or managerial approaches during the 
crises and disasters in a form of a holistic model of disaster 
management strategy. As a  result, Faulkner’s pro-active 
generic risk management model or Ritchie’s holistic model 
were generated, but the applicability of created models was 
disputable.  

Academics predominantly expressed consensus in 
a matter of division of crises and disasters into two groups, 
but could not find a boundary between them.   For example, 
in Figure 1 a case of Lockerbie caused by human infliction, 
was by Faulkner named as a disaster, but the classification 
of this event was a  terrorist attack in the air industry 
[3]. This table was created before 2001 and the general 
knowledge on crises and disasters did not experience such 
events as 9/11 or Bali terrorist attacks, terrorist attack in 
Egypt, Tsunami in Asia, SARS outbreak in Asia and Toronto, 

Table 1 Content Analysis of the articles and books

Journal of Vacation Marketing Tourism Management

1.	 Litvin and Alderson (2003) [13] 

2.	 Frisby (2011) [14] 

3.	 Fall (2004) [15]

4.	 Yeoman, Lennon and Black [16] 

5.	 de Sausmerez (2005) [17] 

6.	 Barton (1994) [18] 

7.	 Durocher (1994) [19]

8.	 Beirman (2002, [20] 

20.	 Faulkner and Vikulov (2001) [7]

21.	 Paraskevas and Arendell (2007) [6]

22.	 Ritchie, (2004) [9] 

23.	 Faulkner (2001) [3]

24.	 Quintal, Lee and Soutar (2010) [30] 

25.	 Prideaux, Laws, and Faulkner (2003) [12]

26.	 Pauchant and Mittroff (1992) [31]

Journal of Travel Research Crisis Management in Tourism

9.	 Henderson (1999) [21] 

10.	 Milo and Yoder (1991) [22] 

11.	 Pizam and Fleischer (2002) [23] 

12.	 Drabek (1995) [24] 

13.	 Mansfeld (1999) [25] 

14.	 Sonmez, Apostolopoulos and Tarlow (1999) [8]

15.	 Goodrich (2005) [26]

16.	 Pizam (1999) [27]

27.	 Campiranon and Scott (2007) [32]

Annals of Tourism Research Disaster Prevention and Management

17.	 Okumus and Karamustafa 

(2005) [28]

28.	 Heath (1998) [4]

Current Issues in Tourism e-Review of Tourism Research (eRTR)

18.	 Miller and Ritchie  (2003) [5]

19.	 Var, Brayley and Korsay (1989) [29]

29.	 Tarlow (2004) [33] 

30.	 Tarlow (2005) [34]

Books

31.	 Crouch and Ritchie (2003), [2] 

32.	 Hall (1994) [35] 

33.	 Hofstede (2001) [36]

34.	 Mansfeld and Pizam (2006) [37]

35.	 Wall (2006) [38]
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initial (pre-crisis) planning or management (Figure 2) … 
and the role of risk management approach “is to respond to 
the crisis and manage the impacts effectively and efficiently 
(Figure 3) [5]. 

Application of the same model in different type of 
disaster or crises and in different countries, cultures, might 
be a real constraint. Almost ten years later, Campiranon and 
Scott (2007) revealed “that national culture has a significant 
impact on crisis management” [32]. To support this idea, 
Heath noted that “responses of different governmental 
representatives to crises and disasters are based on their 
cultural rules” [4]. Specifically, he mentioned that “after 
the 1995 Kobe earthquake Japanese cultural orientation 
towards bottom-up consensus in decision-making also 
affected the timeliness of the response.” Eastern cultures 
do  not react the same way as western cultures and 
their hierarchical approach to the decision-making process 
could be a  strong argument that generic would not be 
implemented in the same way as it would be in western 
societies. Some form of criticism also lies in adoption of 
similar management methods to different management 
environments. For example, some authors compared the 
differences between reaction of American and Chinese 
managers while dealing with uncertain situation: “having 
a  high uncertainty avoidance culture, Chinese managers 
normally lack an adventurous spirit and the sense of risk. 
On the other hand, low uncertainty avoidance American 
managers are more likely to accept risk” [43]. These 
examples only confirm what the other authors discussed as 
being in impertinent situation for implementation of models 
in different environments. Thus, academics as Faulkner 
mentioned this possibility by stating that “different internal 
cultures and modus operandi barriers to communication 
and co-operation between organizations” [3].

In addition, Campiranon and Scott discussed the 
influence of socio-cultural concepts on the successful 

it only defines crises, and as Faulkner stated, “Selbst’s 
definition of crisis seems to exclude situations where 
the survival of an organization of community is placed in 
jeopardy because of events over which those involved have 
little control [10].”

    During the development of different types of crises 
and disasters, evident was a shift from crisis management 
models [38] to pro-active risk management models [3] 
or holistic models [9, 40-41], which was perceived as “an 
established management decision-making aid……for pro-
active decision making that continuously assesses potential 
risks, prioritizes the risks and implements strategies to 
cope with those risks” [42]. Creation of a generic model by 
Faulkner underlined a necessity for the pro-active approach 
to tourism disaster management, continuous assessment of 
risks, development of scenarios in the pre-event stage and 
use of the forecasting techniques. His attempt to generate 
this type of model for tourism destinations is contributory 
and positive because all the former crises management 
models were developed for business environment, 
Pauchant’s and Mitroff’s model [31], Ritchie’s model [28], 
Faulkner and Vikulov’s models [7] etc. Faulkner’s generic 
pro-active risk management model was used in the 2001 
Foot and Mouth Outbreak in the United Kingdom, which 
was a  case of a  crisis in agriculture; however, the ripple 
effect on tourism industry in the United Kingdom was 
evident.

More discussion is needed on perception of disaster 
management framework of models (re-active models) and 
pro-active risk management models as has been stated by 
some academics in academic journals. The first academic, 
who identified these two approaches to model creation 
in crisis and disasters, was Heath, who mentioned the 
traditional crisis management approach and the risk 
management approach [4]. Miller and Ritchie added that 
“the traditional crisis management approach involves no 

Figure 1 Crises and disasters
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information, but also a hindering factor that creates more 
chaos and ruins image of a destination. Frisby studied the 
impact of media and public relations after the outbreak 
of the Foot and Mouth disease in Great Britain in 2001 
and 9/11 in New York in 2001 and studied the role of the 
BTA (British Tourist Authority), dealing with marketing 
and promotion of Great Britain overseas and creation of 
an image of Great Britain as a  destination [14]. Image is 
crucial for destinations’ competitiveness because creation 
of an image in the marketing concepts is a  long-period 
process, and visitors tend to respond quickly and avoid 
visit problematic destinations. As Frisby commented “BTA 
created a  public relations strategy and program to fulfill 
its objectives in re-establishing tourism from overseas 
as rapidly as possible” [14].  Similarly, Fall discussed 
about the role of mass media and public relations after 
crisis and disasters occur and stated that “crisis has the 
potential to impact negatively on an organization’s image” 
[15]. Faulkner commented that “media outlets can help by 
dissemination warnings…however they can also hinder 
emergency operations by spreading false information” [3]. 
The recovery stage of the generic model includes the media 
communication strategy and the role of media and recovery 

implementation of crises management strategies in 
organizations or different entities [32].  Johnson and Peppas 
mentioned that “crisis intensity varies from country to 
country and culture to culture, which means that it is very 
important that crisis response plans are developed for 
a  specific location” [44]. Okumus and Karamustafa stated 
that the success of each pro-active model depends on 
national culture and in some cultures “despite experiencing 
so many severe disasters, both tourism organizations and 
government officials still ignore the need to employ a pro-
active approach to managing crises” [29]. This is perhaps 
a  partial reflection of the national culture in Turkey’s 
business environment. In Turkish culture reliance on public 
sector interference is not identical as for example in 
western cultures. The existence of different approaches of 
governments and cultures to crises and disasters is evident 
and this might also influence particular stages of recovery 
process described in generic models. 

The above stated authors (Faulkner, Ritchie, 
Paraskevas and Arrendell) mentioned the role of mass 
media during the crises and disasters. Media could become 
the so called double-edge sword of media involvement 
in crises as being a  helpful factor in dissemination of 

Figure 2 A traditional approach to a crisis

Figure 3 A risk management approach to a crisis
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the loss in revenues in the 2nd quarter of 2003 were 403,7 
mil. CAD. These outcomes testify on the importance of the 
phase of recovery and especially the creation of image and 
co-operation with media in the recovery phase. 

Except the investment incentives in the process 
or recovery, Faulkner’s pro-active management model 
underlined the importance of media communication 
strategy. The role of media has been confirmed also in the 
SARS outbreak case in Toronto, where the information 
could even undermine the fragile economic situation. It 
is the most sensitive case how governments approach 
the situation and especially how media objectively report 
on the crisis. Marra [45] and Ritchie [9] noted “that poor 
communication strategies can often make the crisis worse”. 
Public perception during crises and disasters is crucial, 
and Heath stated that “crises management is as much 
about dealing with human perception about the crisis 
and the management of crisis as it is about physically 
resolving the crisis situation” [4]. For example, despite the 
devastating outcome of Izmit earthquake in Turkey in 1999, 
a  positive lesson learned from this disaster was a  strong 
coordinative campaign and effective communication and 
public relation campaign that helped to overcome the 
catastrophic damages. 

6	 Conclusions and implications 
     
In conclusion, it is important to mention that some 

authors were concerned with the applicability of models and 
the question was not how models should be constructed, 
but who will bear responsibilities and how models will 
operate in real settings.

The authors critically approached the fact that 
existence of pro-active risk management models is a golden 
rule to solve managerial decisions. As Wall indicated “it is 
important to consider who should bear the risk - and the 
answer will vary from place to place and with the nature 
of the risks” [38]. Every situation and environment is 
different and the authors in their articles mentioned even 
different settings of applicability of models, for example 
Faulkner discussed in his article about the responsibilities 
of communities to act during critical situations (in this 
case in tourism setting) [3]. Paraskevas and Arrendell by 
developing discussion on terrorist events as crises in tourism 
setting, underlined the role of DMOs in implementation of 
risk management models [6]. 

    However, those discussions revealed interesting facts 
and questions that before the implementation of models 
such problems, as sufficient authority of entities, little 
control, creation of financial resources, co-operation among 
stakeholders, role of government in external situations, lack 
of proper jurisdiction, etc. have to be resolved. Moreover, 
some authors; for instance Faulkner did not mention 
specifically the responsibilities of particular members in 
community, which are critical for the successful application 
of models in real settings [3]. Ritchie stated “the type of 
crisis and disaster and its magnitude will impact upon 

marketing strategies is crucial for a success of a recovery. 
Faulkner added that “a  media communication strategy… 
(is) essential in order to ensure that misleading and 
contradicting information”. However, in some of discussed 
articles examples opposing the description of the media 
communication strategy were used and criticized their 
attempts to exaggerate.  In some cases, the media reports 
have a potential to have a devastating impact on disaster-
affected destinations.  This scenario was confirmed for 
instance in the SARS outbreak in Toronto, Canada in 2003. 

5	 Case study in Canada  
     
The outbreak of SARS (Severe Acute Respiratory 

Syndrome) did not have an extreme impact on mortality 
of people because only 45 people died, but an immediate 
effect was evident in tourism industry.  Over 1/3 of 95 000 
employees in tourism were laid off (based on Smith Travel 
Research) after the SARS outbreak and total decrease of 
tourism revenue due to SARS was 500 million in Toronto, 
Ontario in the following months. From April to June 2004, 
the number of international visitors declined 14 %, their 
spending declined 13 % and the travel deficit in the income 
from international tourism was over 1.1 billion CAD together 
with the decrease of employment in tourism by 2.4 %, 
KPMG, PKF Consulting [38]. Inflicted were also businesses 
in Toronto, not only in tourism, but generally. For instance, 
restaurants experienced 20-30 % decline, and other services 
(education, health and social services, retail, transportation) 
were also hit due to SARS outbreak.  Additionally, at 
least five major conventions and events were cancelled 
(over 20  000 attendees, cancellation of bus tours, music 
concerts), etc. Ontario is one of major economic powers 
besides Alberta, which contributes by 40 % to Canada’s GDP 
and Toronto is a creator of 20 % of GDP (1 billion CAD off in 
2003). Based on the secondary research of Wall [38], KPMG, 
PKF Consulting sources, the Federal government invested 
to public sector additionally 650 million CAD on tax relief 
of inflicted business, discounts of prices of flight tickets, 
PR events, 25 million CAD marketing campaign due to the 
SARS outbreak. The businesses in Toronto were given 5 
month tourism tax holiday and 10 million CAD was spent 
on business recovery strategy. The Provincial government 
added 118 million CAD for SARS Recovery package (66.8 
CAD - global confidence in Toronto, 9 million CAD on event 
marketing, 8 million CAD on events. The total revenue loss 
in Toronto in April 2003 compared to April 2002 was 97 
mil. CAD, compared to other Canadian cities as Montreal 
(17.1 mil. CAD), Ottawa (7.1 mil.  CAD), Calgary (6.2 mil. 
CAD) or Vancouver (39.1 mil. CAD). The impacts of SARS 
on hotel market in the first quarter of 2003 compared to 
the same period of 2002 revealed %-age decrease in all 
provinces of Canada, but major decrease was indicated 
in Ontario (- 18.5 %) compared to the total decrease (-11.0 
%). The same source of information (Conference Board of 
Canada) discussed the impact of SARS crises on economic 
activity at Pearson International Airport in Toronto, where 
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Many studied articles, discussing the risk management 
strategies, were finished before the situation has become 
even more emerging, but some articles appeared 
in academic journals especially in the last decade and 
revealed a necessity to pay more attention to this problem. 
The authors were preoccupied with the idea of creation 
of the generic pro-active models, which will be useful 
for detrimental situations. In some case, models were 
simulated during the disastrous situations and revealed that 
human society is rather complicated. 

An important fact is that creation of models shifted 
human’s curiosity ahead and raised a  necessity of further 
research dealing not only with the applicability of models, 
but reactions and attitudes of stakeholders, community, 
government. Body of studied literature and its review 
enabled to explore constraints in implementation of models 
or risk management, as for example complexity of human 
society and its multicultural character, discuss the role of 
mass media and public relations in the recovery process, 
and define the differences among crises and disasters. For 
tourism and its performance and competitiveness, the risk 
management discourse needs to be taken into consideration 
because tourism activities and performance are dependent 
on the safe and secure environment and positive image is 
crucial for destinations. 

stakeholders in different ways” [9]. In other words, different 
reactions and settings will be required in the case of an air 
strike (with the impact on tourist and other travelers) and 
the large-scale disasters and crises with more devastating 
impacts, not only on tourism. 

For this reason, it is complicated to create generic 
models; on the other hand, it is worthwhile to attempt to 
do  so and to protect other entities in an affected region 
from the collateral damage. The generic models have been 
applied in typical western countries as Great Britain and 
Australia, but some authors expressed their hesitation 
of applicability of generic models in the non-western 
environment and eastern cultures. 

The attempts to devise universal model for tourism 
destinations was based on life-long academic expertise of 
scholars and their studies. For example, Faulkner implied 
extremely thorough approach through explaining the 
definitions and former research [3]. However, even the most 
logical and conceptual approach could create impediments 
in implementation. For instance, the generic model could 
not be fully implemented in all environments as formally 
intended. One of the reason, as Hofstede indicated, was 
“that people from different national cultures tend to have 
different styles of management” [36].
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