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Abstract: Business management plays a vital role in building processes, structures, and the 

business environment to make the business innovative and to motivate individuals and teams 

to innovate. The competitive market, together with the pressure of international competition, 

emphasizes the importance of businesses successfully managing innovation-enhancing 

activities. However, innovation management is a complex theme, and its development involves 

several uncertainties and risks, such as failed ideas, the degree of human motivation, unexpected 

changes in market requirements, and more. Recently, foreign researchers, in particular, have 

paid great attention to identifying and exploiting the main incentives for enterprise-level 

innovation management, leading to many research articles that have adopted different 

approaches and identified a large number of innovation-related factors. To identify critical 

factors, factor analysis was used to summarize the data so that relationships and formulas could 

be easily interpreted and understood. It is commonly used to regroup variables into a limited 

set of clusters based on the shared variation. Therefore, it helps to isolate constructs and 

concepts. Knowing the key factors of innovation that can provide sustainable growth and 

competitiveness to a business is essential, but not least, the primary role of management should 

be to evaluate innovation investments. Within the current state of the problem, 17 critical factors 

of innovation were identified through factor analysis. The results have also been demonstrated 

on a model example of the dependence between R&D costs and significant innovation factors 

for Romanian enterprises.   
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1. Introduction 

Factor analysis originated in the early 20th century, when Charles Spearman was interested 

in human capabilities and the evolution of the two-factor theory, ultimately leading to increased 

work on the opinions and mathematical principles of factor analysis Thompson (1993). The 
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method included simulated data where responses were already known for testing factor 

analysis. Factor analysis appears in various areas such as behavioural and social sciences, 

medicine, economics, and geography as a result of the technological advancement of 

computers. Large data sets, which consist of several variables, can be reduced by observing 

them within certain "groups" of variables or factors, respectively. Factor analysis compiles 

common variables into descriptive categories. Factor analysis is useful for studies that include 

several or hundreds of variables, questionnaire items, or a set of tests that can be reduced to a 

smaller set, get to the basic concept, and facilitate interpretation. It is easier to focus on some 

key factors rather than having to take into account too many quantities of variables that can be 

trivial. Therefore, factor analysis is useful for placing variables into meaningful categories.  

The manager must successfully create a synergy between the innovator's abilities and the 

external characteristics of the environment Schewe (1991). Therefore, leaders or top 

management need to identify different factors for innovation at different levels and take 

appropriate measures at organizational and group levels to create a culture that fosters 

innovation at an individual level, which in turn facilitates innovation at the organizational level 

Walker et al. (2011). Besides, it is essential to identify individuals with appropriate expertise 

and delegate appropriate measures to them. 

Every business that wants to be successful in the long term needs an innovation management 

system to avoid being uncontrolled. Innovation management creates structures and framework 

conditions so that innovation potential can be systematically identified, ideas designed, and then 

successfully implemented Schepers et al. (2016). The scale of innovation management also 

depends on the size of the company. Small and medium-sized enterprises usually do not have 

explicit innovation processes and tasks but are represented in existing structures or within the 

project. For managing innovation is necessary to identify the factors that ensure innovation at 

each level Kratzer et al. (2017). 

Market research and comprehensive data analysis are needed to analyse and identify the right 

market segment, potential demand, and potential areas of competition, product development 

requirements, and all other aspects of the trading book. One of the most common tools used to 

deal with large amounts of data is factor analysis according to Kang and Lee (2017) and Coccia 

(2017). Factor analysis is a multivariate statistical method based on a review of the structure of 

interdependencies of variables based on the assumption that these dependencies are due to the 

action of a certain number of underlying non-measurable factors called common factors 

Goodwyn (2012). Factor analysis provides a diagnostic tool to assess whether the collected data 

is consistent with the theoretically expected pattern or structure of the target construct. Factor 

analysis explains the relationship between two observable variables and how another smaller 

set of unobservable variables influences them, Garcia-Granero et al. (2015). It is a technique 

applied to a set of monitored variables, which tries to find the essential factors (subsets of 

variables) from which the monitored variables created. By this method, it is possible to detect 

hidden lateral causes, which are also sources of data variability, Foroudi et al. (2016). For 

example, an individual's response to a university entrance test was influenced by essential 

variables such as intelligence, years spent at school, age, and emotional state on the day of the 

trial, the amount of test practice, etc. Variables follow the answers to the questions. Basic, 

influential variables are factors. Factor analysis performed on the correlation matrix of the 

variables of interest. The factor is the weighted average of the original variables, Kaasa (2016). 

It is necessary to find several elements from which to create the original correlation matrix. 

Usually, the goal of factor analysis is to support the interpretation of data, according to Dobni 

(2008).  
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2. Methodology 

The main aim of the research paper is to propose a list of key innovation factors and to create 

a model enabling to predict the impact of significant innovation factors on the costs of research 

and development for Romanian enterprises. An important tool is the factor analysis that we 

decided to use to clarify the goal, Cooper and Edgett (2010). Factor analysis is an 

interdependent technique in which all correlating variables are considered simultaneously. In a 

sense, each of the observed (original) variables is considered to be a dependent variable that is 

a function of some basic, latent, and hypothetical set of factors (dimensions), Klami et al. 

(2015). Conversely, each factor is a function of the variables initially observed. Factor analysis 

is often used to process questionnaire data in the case of capability measurements or features; 

it is necessary to make sure that the questions relate to the construction we want to measure. 

We designed a questionnaire to measure different aspects of performance in innovation 

management. We created questions by analysing publications in peer-reviewed journals and got 

answers from 155 Romanian enterprises. Each issue was a statement, followed by a six-point 

Likert scale. Therefore, there is no reason to assume significant differences in distances between 

individual values. Likert scales are one of the most reliable ways to measure opinions, 

perceptions, and behaviour, in accordance with Abbas and Raja (2015). 

We assume that xT = (x1, x2, ..., xp) T is one object described by p observed variables, with 

the general model of factor analysis assuming that there exists m in the background of the 

common factors F1, F2, ..., Fm, less than p. Then the object can be written as a linear 

combination of common factors as follows, Kano and Harada (2000): 

    𝑥1 = 𝑙11𝐹1 + 𝑙12𝐹2 + ⋯ +  𝑙1𝑚𝐹𝑚 + 𝑒1                           (1) 

    𝑥2 = 𝑙21𝐹1 + 𝑙22𝐹2 + ⋯ +  𝑙2𝑚𝐹𝑚 + 𝑒2 

..... 

    𝑥𝑝 = 𝑙𝑝1𝐹1 + 𝑙𝑝2𝐹2 + ⋯ +  𝑙𝑝𝑚𝐹𝑚 + 𝑒𝑝 

 

where: 

𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑝)   p dimensional, random vector, 

𝐹1, 𝐹2, … , 𝐹𝑚     common factors, 

𝑙𝑖𝑘     factor loadings, 

𝑒1, 𝑒2, … , 𝑒𝑝    specific factors (model errors). 

F1, F2, ..., Fm referred to as common factors causing correlations between p original 

variables. The mean of these factors is zero and the unit variance Neumann et al. (2017). In this 

model, we would also find error components e1, e2, ... ep, which contributes to the dispersion of 

individual variables. The coefficients lik are used to denote the factor loadings of the i-th 

variable on the j-th common factor Fj, i = 1, ..., p, j = 1, ..., m. In other words, the factor loads 

lij, if the same measurement units are assumed, can be interpreted as a contribution of the j-

factor of the i-th variable explained, Dobni (2008). Factor burdens, when certain solution 

conditions are met, represent covariations or correlations between original and new variables 

and we can rewrite the factor model in a matrix form as: 

𝑋 = 𝐹𝐿𝑇 + 𝐸                                                     (2)   

where: 

X matrix dimension 𝑛 𝑥 𝑝, 
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F matrix dimension 𝑛 𝑥 𝑚, 

L matrix of factor loads, 

E error matrix. 

X is understood as a data matrix of dimension n x p, F represents a matrix of dimension     n 

x m, where the common factors F1, F2, ... Fm are arranged in columns, L shows a matrix of 

factor loadings of size p x m and E is an error matrix with dimension n x p and columns are 

made up of specific factors e1, e2, ... ep Dobni (2008). 

The essential factor theorem in the form of covariance matrix S of input variables (i.e., 

columns of data matrix X), whose dimension is p x p, for orthogonal factor model looks like: 

     𝑆 = 𝐿𝐿𝑇 + Г2                                                                (3) 

where: 

S covariance matrix S of input variables, 

𝐿𝐿𝑇  covariance matrix of FLT, 

Г2  covariance matrix of error factors. 

Where LLT is the covariance matrix of the columns of the FLT matrix, where 

(FLT)T*(FLT)=L_FTFLT=LLT, since the covariance matrix of common FTF is a unit matrix 

because the factors are uncorrelated and have unit variance. The matrix Γ2 is a covariance 
matrix of error factors, referred to uniqueness matrix, and is a diagonal matrix due to the 

assumption of uncorrelated errors. 

Based on the solution of factor analysis, we can estimate factor scores. The factor score is 

represented by the values of the factors, respectively, of the non-measurable, latent variables. 

If the range of observations is n, then the factor score solution is a matrix of factor scores. The 

factor score is not an estimate in the ordinary sense, because it is an estimate of non-measurable 

variables. Factor saturation estimates and specific variance estimates are used to estimate factor 

scores. Assessments can be based on both a non-rotated and a rotated solution. There are several 

methods to determine the factor score. The most commonly used are Regression Method and 

Bartlett Scores. 

The necessary information for the creation of the database was obtained through a 

questionnaire designed by prof. Milé Terziovsky, PhD. from the University of South Australia 

for a study entitled "Assessing the Innovative Capability of Models for Creating Innovative 

Enterprises" (Terziovsky, 2010). The author sent the questionnaire through Australia, and each 

question was tested and reviewed until the pilot version of the study was the final version of the 

survey with innovation factors. In recent years, innovation became the main stimulus for the 

economic growth of the economies of advanced industrialized nations of the world and given 

that change is a generator of new products, we have focused primarily on Romanian industrial 

manufacturing companies. The sample was, therefore, not random, it was a deliberate or 

purposeful sample. Companies had to meet the following conditions:  

 they have been operating on the market for more than three years,  

 business focused on industrial production, 

 belongs to SMEs.  
The original sample of Professor Terziovski's study also focuses on industrial production, 

specifically on manufacturing, services, computers, and construction. The author created a 

database of thousands of businesses, using a Dunn & Bradstreet data file with a total of 20,000 

companies defined by industry-standard classification by systematic random sampling. In our 

case, we created a database of 155 Romanian companies. 
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3. Results 

For processing factor analysis, the selection of input data and the assessment of the suitability 

of these data was necessary. Data were obtained through electronic querying. The total number 

of survey questions was 72, and they were formulated so that respondents could choose an 

answer on a scale, which allowed the solutions transformed into numerical values necessary for 

processing factor analysis. 

The use of factor analysis is conditional on the assumption that the input variables are 

correlated with each other to confirm the existence of common causes. Interdependencies and 

evaluation of input variables were verified by the Kaiser - Meyer - Olkin (KMO) criterion. The 

KMO criterion compares both single and partial correlation coefficients. Since the issue was 

dealt with in the SPSS program, we also performed the Bartlett test. The next important step is 

to determine the number of common factors. There are several ways to estimate this number, 

and the initial choice may not be final but may change during the calculations. One of these is 

the criterion of the percentage of explained variability that we investigated. In Table 1, we 

included 72.402% of the explained variability through 17 common factors. 

Table 1: Total Variance Explained 

 Initial Eigenvalues 
Extraction Sums of Squared 

Loadings 

Rotation Sums of Squared 

Loadings 

Component Total 
Variance 

% 

Cumulative 

% 
Total 

Variance 

% 

Cumulative 

% 
Total 

Variance 

% 

Cumulative 

% 

1 19.774 27.463 27.463 19.774 27.463 27.463 7.768 10.789 10.789 

2 5.188 7.206 34.669 5.188 7.206 34.669 6.047 8.399 19.188 

3 3.060 4.250 38.919 3.060 4.250 38.919 4.936 6.856 26.044 

4 2.898 4.025 42.944 2.898 4.025 42.944 4.798 6.664 32.707 

5 2.556 3.550 46.495 2.556 3.550 46.495 3.666 5.091 37.798 

6 2.324 3.228 49.722 2.324 3.228 49.722 3.613 5.018 42.816 

7 2.225 3.090 52.812 2.225 3.090 52.812 3.007 4.176 46.993 

8 1.804 2.506 55.318 1.804 2.506 55.318 2.718 3.775 50.768 

9 1.665 2.313 57.630 1.665 2.313 57.630 2.633 3.657 54.424 

10 1.543 2.143 59.774 1.543 2.143 59.774 1.800 2.501 56.925 

11 1.464 2.034 61.807 1.464 2.034 61.807 1.761 2.446 59.371 

12 1.426 1.980 63.788 1.426 1.980 63.788 1.734 2.408 61.779 

13 1.358 1.887 65.674 1.358 1.887 65.674 1.603 2.226 64.006 

14 1.280 1.778 67.452 1.280 1.778 67.452 1.580 2.195 66.200 

15 1.247 1.732 69.184 1.247 1.732 69.184 1.565 2.173 68.373 

16 1.218 1.692 70.875 1.218 1.692 70.875 1.551 2.154 70.527 

17 1.099 1.526 72.402 1.099 1.526 72.402 1.350 1.875 72.402 

Source: own calculation  

After verifying the suitability of the data and determining the number of factors, the solution 

of the factor analysis itself follows. The result is a matrix of correlation coefficients between 

indicators and factors. Values of the matrix are referred to as factor saturations and explain how 

the factor significantly affects the indicator and, on the other hand, how the factor significantly 

indicates the factor. The unrotated matrix covers the most significant variability of the original 
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variables. To ensure adequate interpretation, it is essential that each indicator has one higher 

factor saturation value in only one factor. Due to the high factor saturation between the 

indicators and several factors, it is necessary to rotate the factors. In the SPSS program, select 

Varimax - orthogonal rotation and, for a better overview, re-enter the order by size. In addition 

to varimax within orthogonal rotations, it is also possible to choose, for example, quartimax or 

equamax. There are also oblique rotations of promax and direct oblimin. The choice of rotation 

depends on the relationship between the factors. In our case, we assume that the factors will be 

independent, so we chose the orthogonal rotation of varimax, which is among the three most 

commonly used and most recommended. After summarizing the results and evaluating the 

individual indicators, we created Table 2, where the number of factors was chosen based on the 

variance. 

Table 2: Initial Eigenvalues 

Component Total Variance % Cumulative variance % Factor 

1 19.774 27.463 27.463 Innovative Ability 

2 5.188 7.206 34.669 Personality 

3 3.06 4.25 38.919 Motivation 

4 2.898 4.025 42.944 Team Environment 

5 2.556 3.55 46.495 Cooperation 

6 2.324 3.228 49.722 Sustainable Development 

7 2.225 3.09 52.812 Working characteristics 

8 1.804 2.506 55.318 Cognitive abilities 

9 1.665 2.313 57.63 Benchmarking 

10 1.543 2.143 59.774 Organizational Intelligence 

11 1.464 2.034 61.807 E-commerce 

12 1.426 1.98 63.788 Knowledge Management 

13 1.358 1.887 65.674 Intellectual property 

14 1.28 1.778 67.452 Business strategy 

15 1.247 1.732 69.184 Commercialization 

16 1.218 1.692 70.875 Development of new products 

17 1.099 1.526 72.402 Learning Organization/TQM  

Source: own calculation  

Regression analysis examines the dependence of the change of the dependent variable Y in 

the changes of independent variables X. The functions must be linear, and since performed 

factor analysis, we can assume linearity. Analysis of Variance (ANOVA) investigates the 

dependence of quantitative variables on one or more factors (Kano, Harada, 2000). In our case, 

it is a one-dimensional multi-factor analysis of variance. In this section, the null hypothesis 

tested. We use the F test (Significance F) to evaluate this statement. If the “P” value for the F-

test of overall significance evaluation is less than the significance level (α = 0.05), the null 

hypothesis can be rejected and an alternative accepted. Table 3 provides the necessary 

information to predict the number of R&D costs as well as to determine whether innovation 

factors contribute statistically significantly to the model (column “Sig.”). In the regression 

analysis examining dependence, we have established the following hypothesis: 

H0: There is no statistically significant regression model of R&D dependence on innovation 

factors. 
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H1: There is a statistically significant regression model of R&D dependence on innovation 

factors. 

The model in Table 3 is made up of the innovation factors in which a significant regression 

model of dependence between R&D and innovation factors was confirmed, i.e., the null 

hypotheses were rejected for factors: Innovative ability, Benchmarking, Business Strategy and 

Personality, and we accepted the alternative hypothesis. 

Table 3: Model of dependence between R&D costs and innovation factors 

Model 

Standardized 

Coefficients 
  

B t Sig. 

1 
(Constant) 8,745.141 2.682 .008 

REGR factor score   1 for analysis 1 8,987.389 2.748 .007 

2 

(Constant) 8,745.141 2.731 .007 

REGR factor score   1 for analysis 1 8,987.389 2.798 .006 

REGR factor score   9 for analysis 1 8,266.033 2.573 .011 

3 

(Constant) 8,745.141 2.777 .006 

REGR factor score   1 for analysis 1 8,987.389 2.845 .005 

REGR factor score   9 for analysis 1 8,266.0333 2.617 .010 

REGR factor score  14 for analysis 1 7,848.980 2.485 .014 

4 

(Constant) 8,745.141 2.818 .005 

REGR factor score   1 for analysis 1 8,987.389 2.887 .004 

REGR factor score   9 for analysis 1 8,266.033 2.655 .009 

REGR factor score  14 for analysis 1 7,848.980 2.521 .013 

REGR factor score  2 for analysis 1 7,276.570 2.337 .021 

Source: own processing  

Based on linear regression, we created a model that is specified in Table 3, by which we can 

model the relationship between the factor score and the volume of R&D costs. Explained the 

dependent variable “Y” represents the amount of research and development costs. Explanatory, 

in this case, the independent variable “X” is a factor score. The regression function has the 

following form: 

Y = 8,745.141 + 8,987.389X1 + 8,266.033X9 + 7,848.980X14 + 7,276.570X2 

This relationship represents a pairwise linear deterministic (each change of variable x 

represents a certain change of variable y, and no other deviations occur) mathematical model. 

Based on non-standardized coefficients, the constant “Y” allows us to predict the impact of the 

innovation score on R&D. If the factor of innovative ability (X1) is increased by one unit, this 

will lead to an increase in R&D costs of € 8,987.389. Research and development costs will 

increase by € 8,226.003 if the benchmarking factor score increases by one unit. The business 

strategy factor score (X14) and its change by one unit will increase R&D costs by € 7,848,980. 

If the Personality (X2) Factor Score is increased by one unit, R&D costs will increase by € 

7,276,570. The "ceteris paribus" rule also applies. 
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4. Discussion 

In the factor analysis, we focused primarily on the study of literature to identify possible 

factors to support the company's innovation. We have analysed over 100 publications from 

reputable databases based on keywords. Subsequent analysis of publications, we tried to 

identify the individual factors of innovation, which we categorized in the theoretical part at 

particular levels (individual, team, and organizational). Subsequently, we performed a factor 

analysis that reduced 72 variables to 17 innovation factors, which was the main objective. 

Within each factor, the technique obtained maximum standard deviations from all variables and 

determined a common factor score. The identified factor score can thus be used in further 

analyses. To demonstrate the possible use of the factor score, we also dealt with the creation of 

a model example using linear regression. We have found a significant correlation between the 

four innovation factors and R&D costs, and non-standardized coefficients can predict the 

impact of innovation factors on R&D costs.  

Subsequent analysis of publications, we tried to identify the individual factors of innovation, 

which we categorized in the theoretical part at particular levels (individual, team, and 

organizational). Subsequently, we performed a factor analysis that reduced 72 variables to 17 

innovation factors, which was the main objective. Within each factor, the technique obtained 

maximum standard deviations from all variables and determined a common factor score. The 

identified factor score can thus be used in further analyses. To demonstrate the possible use of 

the factor score, we also dealt with the creation of a model example using linear regression. We 

have found a significant correlation between the four innovation factors and R&D costs, and 

non-standardized coefficients can predict the impact of innovation factors on R&D costs. 

5. Conclusion 

Nowadays, managers are facing many pressures related to changing the business 

environment or customer requirements RoutledgePinho (2008). The changing environment and 

requirements thus create space for the innovation-oriented enterprises in order to compete with 

domestic and foreign enterprises Çelikel (2009). Innovation Management is an enterprise-wide 

initiative that can integrate the different capabilities and resources of a business to meet the 

needs of existing customers and attract new customers Romijn and Albaladejo (2002). In the 

context of innovation management, it is vital to know the incentives or factors that, in many 

cases, provide a competitive advantage and sustainable business growth Abbas and Raja (2015). 

Therefore, it was necessary to analyse literature and publications first and foremost, focusing 

on reputable foreign journals. 

The factor analysis was preceded by a summary of the adequacy of the data, based on which 

we verified the suitability of the created database, and subsequently, we continued the analysis. 

After identifying several key innovation drivers from the original 72 factors, we have obtained 

17 key ones that explain almost 73% of the total variability. We performed a non-rotated 

component matrix. Still, then we rotated the component matrix to maximize the indicator load 

on one of the factors since the unsaturated matrix identified the factor saturation for several 

factors. The last step of the factor analysis was the determination of the factor score, which can 

be used in other analyses. We handled the factor score results to create a model of the 

relationship between R&D costs and key innovation factors. From 17 identified factors, we 

have identified just four key innovation factors, where significant relationships and model 

results have been confirmed. It can be used to predict R&D costs if some of the important 

innovation factors will change. 
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