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Dear Readers,

It has been three years since the publication of the special joint Czech-Slovak Statistika issue (No. 4/2019) 
and two years since Statistika: Statistics and Economy Journal celebrated its 100th Volume (following  
the previous journals of the state statistical service issued since 1920).

We would like follow up the international cooperation through publication of this new joint Czech-
Polish special issue of our professional quarterly: to commemorate and remind events, developments 
and current state and quality of research in official statistics, to strengthen the further developing  
and very successful cooperation between our national statistical offices and our two countries. Therefore, 
this issue include articles from Czech and Polish authors only.

We believe that papers published in this special issue will be interesting and beneficial for all its readers. 
We are looking for further cooperation (not only) with authors (and reviewers) from our two countries 
and wish all our colleagues, partners, and collaborators plenty of creative thoughts, professional success, 
and satisfaction.

Marek Rojíček
President, Czech Statistical Office 

Prague

Dominik Rozkrut
President, Statistics Poland 

Warsaw
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Abstract

The fundamental problem with the measurement of preferences is that it not only attempts to measure something 
that is, by its nature, “unmeasurable”, but also hidden from a direct observation. In addition, a person’s current 
emotional, material and social situation influences the measurement of preferences resulting from the person’s system 
of values. The paper is a study on the methodology of preference measurement, a comparison and evaluation of two 
methods of scale construction. Among various techniques we investigate the two methods: Thurstone procedure 
for finding scale separations developed by Thurstone and the simplest rank method of scaling. This study examines 
the relative merits of Thurstone and rank techniques of scale construction.

INTRODUCTION
Questionnaire survey research became very popular in scientific research. In social and psychological 
research it is often used to describe and explore human behavior (Singleton and Straits, 2018). Moreover, 
this kind of learning about social preferences is frequently used by policymakers. The presidential ballot 
is a kind of  “survey”, in which each citizen is asked about his preferences for the person to be the head 
of the country. In more common situations citizens are asked to vote for the projects to be addressed  
by civic funds. While willing to eliminate the barriers that keep disabled persons from full participation 
in social and civic life, it is worth knowing, which barriers are most burdensome for most of them. 

The shift from authoritative decision making to public consultations has been included in the EU's 
research and innovation program Horizon Europe 2021–2027 (Horizon Europe, European Commission). 

1	�	 Wroclaw University of Economics and Business, Department of Statistics, Komandorska 118/120, Wroclaw, Poland.  
Corresponding author: e-mail: edyta.mazurek@ue.wroc.pl.
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This research agenda has been defined in terms of five missions to be carried out. One of those missions 
concerns is the adaptation to social transformation consisting  directly to involving all actors, including 
citizens, civil society organizations, and public authorities, in research, innovation and change. One 
such change/transformation concerns the reduction of socio-economic inequalities. Co-creation is the 
preferred method of analyzing changes (as well as a key aspect of research and implementation of solutions)  
in Horizon Europe 2021–2027. In this context, the issues of identifying the most necessary changes 
(ranking individual preferences and building scales) and defining specific actions for priority areas  
of change (questionnaire research on specific solutions, including the impact of the method of asking  
a question (type of question) on the answer) become important.

Although most of the researchers agree on the importance of survey research, there are many doubts 
and controversies concerning the methods of asking questions and, after collecting data, of aggregating 
answers into something that might be regarded as the collective preferences and choices (Holbrook, Cho 
and Johnson, 2006). The problem has two most important components. The first is a mainly psychological 
matter of how to ask questions to make people reveal their true attitudes. Still, some psychologists claim, 
that surveyed persons do not reveal but rather construct their attitudes in the process of being surveyed. 
It is known, that websites and online survey software are on the one hand useful to assist in the design 
and delivery of questionnaires, but, on the other hand, they can also introduce sources of bias (Ball, 2019). 

The second crucial issue is the aggregation of preferences, and this is the particular branch of survey 
studies to which our paper is contributing. It focuses on the methodology of aggregated preference 
measurement, a comparison and evaluation of two methods of scale construction. Among various 
techniques, we investigate the two methods: Thurstone procedure for finding scale separations developed 
by Thurstone and the simplest rank method of scaling.

Stepping back to XVIII century for the discussion between Borda and Condorcet about the best method 
of aggregating preferences in voting systems, which by now has not found the conclusive solution, one may 
say that the issue, which method of aggregation is the very best, is a vague and to some degree unscientific 
but also an axiological question. Still, it is worth comparing different kinds of aggregation methods,  
to be conscious of potential differences and characteristics. For example, it is worth knowing if different 
methods give qualitatively different results. If so, it is of crucial importance to consider very thoroughly 
which method is better for a given aim and why. If the results are similar, it might be of use to investigate 
more technical properties – stability of the results, sensitivity for individual observations and so on.  

Thurstone scaling is the well-known tool for the estimation of preferences among objects by the observed 
frequencies of their paired comparisons (Thurstone, 1927a; Thurstone and Chave, 1929; Thurstone and 
Jones, 1957). The positioning of items on this scale can be found by averaging the percentiles of the 
standard normal distribution corresponding to the proportions of the respondents preferring one item 
over each of the others. This scaling is widely used in applied psychology, particularly in marketing and 
advertising research (Edwards and Kenney, 1946; Escher, 2010). Statistical approaches to the Thurstone 
scaling were considered by Mosteller (Mosteller, 1951), and various modifications of this model were 
developed by Lipovetsky (Lipovetsky, 2007), and Saffir (Saffir, 1937). The authors made comparison  
of the methods of attitude scale construction of Thurstone, Likert, and Guttman and Bradley-Terry model 
(Edwards and Kenney, 1946; Edwards and Kilpatrick, 1948; Lipovetsky and Conklin, 2004; Drasgow, 
Chernyshenko and Stark, 2010; Tsukida and Gupta, 2011; Stadthagen-González et al., 2018; Edwards 
and Kilpatrick, 1948). When the number of stimuli is large, the number of pairs to be compared becomes 
very large, and the similarity task is inefficient. Tsogo, Masson  and Bardot reviewed the main similarity 
task methods suitable for large sets of objects (Tsogo, Masson and Bardot, 2000). They point out the 
advantages and disadvantages of such methods as: incomplete similarity tasks, binary dissimilarities, 
hierarchical sorting tasks, conditional rank-order. Among the comparisons, there was no comparison 
with the classical approach based on the sum of ranks. We decided to compare Thurstone scale and direct 
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rank method of scaling. In the paper, the words project, object or stimulus, are used interchangeably  
and symbolically denote a ranking object. 

The paper is organized as follows. In Section 1 we give information about the classification of scaling 
techniques and describe the rank scale and Thurston method in detail. Section 2 consists of results obtained 
from the survey, which was constructed based on the original Thurstone study that measured social values, 
specifically the seriousness of different types of crimes or offences. In Section 2.1. we describe the survey, 
dataset and give rankings of offences, from the worst to the lightest. Section 2.2. offers a comparative 
analysis of the crime severity scales obtained by ranking methods and the Thurstone scale. In Section 2.3 
we check the assumption of the independence of alternatives for subsets of crime and offences. Finally, 
last Section sums up results obtained in the paper indicating also the direction of future research.

1 SCALING TECHNIQUES 
Scaling objects can be used for a comparative study of more than one object. For a long time marketing 
and some other kinds of researches have been highly dependent on those techniques. Scaling emerged 
from the social sciences in an attempt to order attributes with respect to quantitative attributes. Scaling 
provides a mechanism for measuring abstract concepts.

1.1 Classification
In general, scaling techniques can be divided into two categories: non-comparative scales and comparative 
scales (see Figure 1). A non-comparative scale is used to analyze an individual product or object's 
performance on different parameters and is most frequently used in marketing research. In this approach 
each object is scaled independently on the others, e.g., respondents may be asked how they are satisfied 
with product A, product B, etc., without comparing the product. Contrary, within comparative scales, 
respondents are asked to place one object regarding other objects.

Figure 1	 Classification of scaling techniques

Source: Own elaboration, following standard textbook presentation 

OTHER SCALING TECHNIQUES

Comparative Scales

Rank Order Continuous Rating Scales Itemized Rating Scale

Paired Comparison Likert

Semantic  
Differential

Stapel

Non-Comparative Scales
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Our research focuses on ranking, so on ordinal tasks. Ordinal tasks involve ranking objects in some 
way to produce dominance data; that is, one stimulus dominates another, so only judgments of greater 
than or less than are required. Ranking can be accomplished directly or derived from pairing the objects. 
A paired comparison symbolizes two objects from which the respondent needs to select one according 
to their preference. The direct ranking consists of assigning integers to objects, indicating the order 
of preferences. These two methods of creating ranking are most commonly used in practice. For that 
reason, the paper refers to comparing two methods of attitude scale construction. Both rank scale and 
Thurstone method belong to comparative scales. The difference in classification is, that the rank scale can 
be accomplished only by rank order, while Thurstone method can be applied in the case of both pairwise 
comparisons and by rank order (from which pairwise comparisons can be obtained). 

1.2 Rank scale 
The method of determining the scale based on the assigned ranks will be presented in an example  
(see Table 1). Let us assume that we have five respondents (so-called judges). Each respondent orders 
crimes A-E from the worst to the lightest. Then for each offence, we set the sum of ranks. In the end, we 
re-scale it to the range 0–1 using min-max normalization. According to this example, crime E is the worst 
and crime A is the lightest. Eventually, we assigned a rank and a value from the range [0.1] for each crime.

The disadvantage of this approach is decreasing efficiency while increasing the number of evaluated 
objects. Moreover, we assume that the distances between objects, considered as the validity of one object 
over the second one, is equal. On the other hand, the great advantage of this approach is its simplicity 
and lack of assumptions.

1.3 Thurstone scaling (Case V)
Thurstone pair comparison model is considered a probabilistic choices model with the following 
assumptions:

1.	 Distribution of the hidden preferences in the preferences had a normal distribution.
2.	 Preferences are independent of each other, and they have one source of variance (the assumption 

that there is zero correlation might be softened to the assumption that there is a correlation between 
pairs).

3.	 The probability of the intransitive preferences is different from zero.
4.	 Measurements errors are non-correlated, and they have a normal distribution.

Table 1 Example of the scale based on the assigned ranks

Judge
Offences

A B C D E

1 5 3 4 2 1

2 3 4 2 5 1

3 4 5 3 2 1

4 5 3 4 1 2

5 5 2 3 4 1

Sum of ranks 22 17 16 14 6

Min-max scaling 1 0.69 0.63 0.5 0

Source: Own elaboration
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Thurstone (1927b) assumed and provided a rationale for ordering objects on a continuum. Although 
we may have more or less favourable reactions to a particular object, Thurstone suggested that there was  
a most frequent or typical reaction to any object. Because the normal curve is symmetrical, the most frequent 
reaction occupies the same scale position as the mean. Thus, the mean can also represent the scale value for 
the particular object. So, in his simplest Thurstone model (so-called Case V), he assumed that reactions to 
various stimuli were normally distributed. He also assumed that the variance of the reactions around each 
mean would be the same. The means of normal distribution of each object are interpreted as scale values.

In the method of pairs comparison: for n objects, we get  pairs. Let Xi (i = 1, 2, ..., n)  
be the characteristic of an object. We assume that Xi ~ N (μi, σi). 

Parameter μi is an expected value of the ith object and is the main topic of interest in the current 
context, as we want to compare the relative positions of the objects, i.e. their central tendencies. Estimation 
μi, as an item on a scale, is based on observation of the difference Xi – Xj. Note that a random variable  
Y = Yij = Xi – Xj has a normal distribution with the following density function:	

� (1)

where: 

Through the comparison of projects in pairs, (Xi, Xj)it is possible to determine the probability estimator:

� (2)

Knowing pij it is possible to determine zij = Φ–1(pij). Then by using the least-squares approximation  

( ) we determine 

After re-scaling μj to the range 0-1 using min-max normalization:

� (3)

the average values μ create a Thurston preferences scale that is most commonly scale for range [0,1].
As it could be seen Thurstone scale is based on some particular assumptions. It seems legitimate  

to inquire whether it works better than the simpler scale that may be used and whether it is possible  
to construct equally reliable scales without making unnecessary statistical assumptions. To this aim  
in the next section simple rank scale will be introduced.

2 SURVEY RESEARCH – EXPERIMENT 
2.1 Description survey, dataset and scales
The survey was constructed based on the original Thurstone study that measured social values, specifically 
the seriousness of different types of crimes or offences. The following types of crimes/offenses were 
considered in the survey:
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P1.	 Violent rape.
P2.	 Assault with a severe body injury.
P3.	 Paedophile acts.
P4.	 Domestic violence.
P5.	 Threats.
P6.	 Murder.
P7.	 Defamation (slander).
P8.	 Harassment.
P9.	 Kidnapping for ransom.
P10.	 Identity theft.
We shall assume the seriousness of an offence to be the seriousness as judged rather than  

as measured in terms of objective consequences or in some normative way. The main aim of the study was  
to obtain data for comparative analysis. The intermediate aim was to perform some kind of pilot study  
as a preliminary step to learn about societal preferences regarding the strength of the crime. In Poland, 
public dissatisfaction resulting from inadequate punishment for crime is often heard in discussions.  
It could be useful to have some knowledge of societal judgments of sentences for given crimes. The pilot 
study could serve as a useful tool to project the actual survey, especially the final set of crimes to be included. 
Of course, the final survey would have to be carried out on a representative sample of the population.

The respondents were 219 students (individuals aged 19–23) in the conducted study. Students responded 
in two ways. The first way was that the offences were arranged in pairs so that they were paired with 
every other one. The total number of pairs of offences presented was 10(10 – 1)/2 = 45. A student had  
to choose a more severe crime from each pair. This method excludes the draw situation. Hence,  
if a student considered crimes equally serious, they have to choose one of them as worse. The input 
matrix P (matrix observed proportion of times that object i was chosen over object j) obtained based  
on the data is presented in the form of Table 2, where e.g. p21 = P(P2 ≻ P1) means that 18% of respondents 
considered that the P2 offense (assault with a serious body injury) is more serious than the P1 offence 
(violent rape) and p12 = P(P1 ≻ P2) means that 82% of respondents answered the opposite, that the P1 

Table 2 The input matrix and Thurstone scale for survey data 

P P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

P1 0 0.82 0.33 0.82 0.99 0.33 0.99 0.97 0.94 0.92

P2 0.18 0 0.31 0.64 1.00 0.13 0.99 0.96 0.86 0.89

P3 0.67 0.69 0 0.84 0.98 0.37 0.98 0.98 0.83 0.93

P4 0.18 0.36 0.16 0 0.96 0.11 0.95 0.92 0.50 0.80

P5 0.01 0.00 0.02 0.04 0 0.02 0.60 0.27 0.05 0.21

P6 0.67 0.87 0.63 0.89 0.98 0 1.00 0.97 0.95 0.95

P7 0.01 0.01 0.02 0.05 0.40 0.00 0 0.22 0.06 0.19

P8 0.03 0.04 0.02 0.08 0.73 0.03 0.78 0 0.11 0.42

P9 0.06 0.14 0.17 0.50 0.95 0.05 0.94 0.89 0 0.77

P10 0.08 0.11 0.07 0.20 0.79 0.05 0.81 0.58 0.23 0

Thurstone
scaling 0.09 0.23 0.10 0.40 0.98 0 1 0.81 0.48 0.68

Source: Own elaboration
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crime is more severe than the P2 crime. At the end of Table 2 is the Thurston scale (developed as intended 
and the technique presented in Section 1.2).

Another way of scaling crimes was based on students' ranking of offences, from the worst to the lightest. 
In that case, the draw situation was not possible, either. The results are given in Table 3.

The penultimate row of Table 3 contains a scale, or rather no scale, called a rank. It shows the situation 
where we rank the crimes and do not perform the scaling. In that situation, the distances, considered 
differences between subsequent offences' validity, are the same. The last row of Table 3 contains the 
ranking combined with the re-scaling the sum of ranks to the range 0–1 using min-max normalization, 
so-called rank scale (cf. Section 1.1).

Moreover, students were asked which way of crime assessment was easier and more comfortable for 
them: ranking or pair comparison. 67% of responders said it was easier to rank the crimes instead of pair 
comparison. However, 33% of them preferred to evaluate pairs. It can be assumed that the predominance 
of respondents preferring to rank crimes will increase with the increase in the number of crimes  
(or objects to compare).

2.2 Comparative analysis of scales
First, let's compare the crimes’ scale obtained by the ranking methods and the Thurstone scale. Hence, we 
have to ask ourselves: How do the offences arrange themselves in a quantitative continuum from those that 
seem to be most serious to those that seem relatively least objectionable? Figure 2 is a graphic illustration 
of the Thurston scale and rank scale, and the simplest ranking is also included for comparison.

As we can see in the graph in Figure 2, each method shows the same hierarchy of crimes. Here,  
the results are consistent. In contrast, the differences could be seen in the Thurstone and rank scale results. 
The greatest difference refers to the crimes: P1 and P3 and P5 and P7. According to the Thurstone scale, 
crimes in both pairs are equally important. While, on the contrary, the rank scale differs the importance 

Table 3 Rankings for survey data

Rank
Offences

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

1 39 0 31 1 0 146 0 0 0 2

2 102 27 58 4 0 21 1 0 3 3

3 61 43 59 13 0 34 1 0 6 2

4 13 76 36 47 1 10 0 3 30 3

5 2 45 21 67 3 5 1 3 61 11

6 1 19 12 59 9 0 6 13 73 27

7 0 7 1 21 23 0 10 57 26 74

8 1 2 0 3 59 0 27 79 11 37

9 0 0 1 3 75 2 40 51 4 43

10 0 0 0 1 49 1 133 13 5 17

Sum of ranks 502 891 661 1 133 1 871 383 2 022 1 725 1 243 1 614

Rank 0.1 0.3 0.2 0.4 0.9 0 1 0.7 0.5 0.6

Rank scale 
Min-max scaling 0.07 0.31 0.17 0.46 0.91 0 1 0.82 0.52 0.75

Source: Own elaboration
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of crimes in these pairs. It means that the choice of method affects the final results. The question arises: 
Are the differences statistically significant, and whether the way respondents are asked about the importance 
of crimes affects the scaling results?

The input data for the Thurstone scale is the matrix P, where symmetric cells sum to unity. We could 
obtain matrix P from the rank order as well as from the paired comparison (see Figure 3). Because in the 
experiment, the respondents ranked crimes using both methods, so it is possible to compare the results 
of the Thurstone scale obtained from the rank ordering and paired comparison.

Figure 3	 Schematic representation of deriving paired comparison data based on rank data

Source: Own elaboration 
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Figure 4 shows the influence of the used way of asking about preferences on the scale values. Thurstone_P 
denotes the Thurstone scale obtained by the paired comparison. Whereas Thurstone_R denotes the 
Thurstone scale obtained from the rank ordering. For comparison, the classification of crimes has 
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Figure 4	 Schematic representation of deriving paired comparison data based on rank data

Source: Own elaboration 
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been included, without their scaling, i.e. rank. Again, the difference between scales could be seen.  
The scale Thurstone_R, similarly to the rank scale, do not state pairs of crimes: P1, P3 and P5, P7 as of equal 
importance. It means that the way of asking the respondents about the projects' hierarchy has an impact 
on the determined scale. However, whether the differences between the obtained results are statistically 
significant is still valid. We used the test for Similarity of Structures proposed by (Sokołowski, 1993)  
to answer this question. There are two test hypotheses:

H0: The structures are dissimilar,
H1: The structures are similar.	    
The test statistic is the structural similarity coefficient based on the Bray-Curtis distance, and for  

a given level of significance, we have a right-tailed rejection region. For each considered scale, the structure 
was made by the differences between the values on a scale (as in Figure 5).

For almost all pairs of the structures compared, the test rejected the null hypothesis, which means that 
each method showed a similar scale of crimes (cf. Table 4). The exception is comparing Thurstone_P and 
the rank on significance level equal 0.1. Whereas the test result, it turned out that the distance structures 
between successive distances of the Thurstone_P scale differ significantly from those obtained without 
any scaling (rank).

That result shows another direction for further research. Searching for conditions concerning matrix 
P leading to equality of the Thurstone scale and the rank scale. Moreover, the conclusion can be stated 
that the differences between obtained results for scaled orders (Thurston_P, Thurston_R and the rank 
scale) in the set of crimes and offences are not statistically significant.

2.3 The independence of alternatives
Finally, we consider the problem of the independence on alternatives. Independence on alternatives means 
that if P1 is preferred to P2 out of the choice set {P1, P2}, then introducing a third alternative P (thus 
expanding the choice set to {P1, P2, P}) should not make P2 preferred to P1. Hence, the independence  
of alternatives assumes that ordering a given pair of items does not depend on the other options available. 
Changes in individuals' rankings of irrelevant alternatives (ones outside a certain subset) should have  
no impact on the societal ranking of the subset.

As both the ranking scale and Thurstone method are special kinds of aggregation of preferences,  
it is known – as proven by Arrow’s Impossibility Theorem – that dependence on irrelevant alternatives 
cannot be avoided in a general case. Still, we may follow the attempts of researchers who investigate  
the frequency of occurring the Condorcet paradox in the real data (although, again, this paradox 
cannot be avoided in principle), and to check the frequency of occurring the dependence on irrelevant 

Table 4 The test similarity of structures of the differences between the values for scales

Compared structures  
for scales

The value  
of the test statistic Significance level Critical value

Thurstone_P : Thurstone_R 0.83 0.01 0.7705

Thurstone_P : Rank Scale 0.90 0.05 0.7115

Thurstone_R : Rank Scale 0.80 0.10 0.6747

Thurstone_R : Rank 0.81 0.16 0.80

Thurstone_P : Rank 0.76 0.02 0.21

Rank Scale : Rank 0.82 0.63 0.95

Source: Own elaboration
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alternatives in scaling tasks. Not much effort has been devoted by now to this aim, so our investigation 
is a contribution and a trigger to such discussion. The very seminal paper of Thurstone (1929) has not 
discussed that topic, although investigating the data available in this paper one may note the existence 
of this undesirable property of the data.

We have checked the dependence on alternatives for our data for rank method. Namely, we have 
investigated the relative positions of all combinations of subsets (starting from 2 ending with 9 elements) 
to check if their relative positions may change depending on the other objects in the subset under 
consideration. We conclude, that there is not a single interchange of the relative position of any couple 
of objects.

Contrary, the graph in Figure 6 shows the counterexamples for  Thurstone scale for the three examples 
of crimes’ subsets consisting of:

Case 1: {P1, P2, P3, P4, P7},
Case 2: {P1, P2, P3, P4, P7, P9},
Case 3: {P1, P3, P6}.
Note that the second case extends the first case by the crime P9. The third case consists of 2 questions 

from the previous two cases and additionally P6. The importance of crimes P1 and P2 is influenced by 
the other crimes considered in the comparison. The inclusion of the offence P9 made the offence P3 
lighter than the crime P1.

We do not infer anything conclusive with this demonstration but rather pose a question. Does it seem 
sensible to reject those results of finding the aggregated scales in which the dependence on irrelevant 
alternatives is observed (or at least to reject those objects, which relative positions are sensitive for 
alternatives)? The lack of this effect of course does not ensure that adding yet another alternative that 
has not been included in the survey will not change the situation and one is not able to protect from this 
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possibility. Still, the lack of the undesirable effect – while it is not a proof – is at least some corroboration 
of stability of the results, given the method used to obtain them. Again relating to the Condorcet 
Paradox – some authors suggest that if the data reveals this undesirable property for one method  
of revealing the winner, one should switch into another method. Thus, in the case when the data reveal 
sensitivity for irrelevant alternatives, should one switch to a more robust (but more coarse) method  
or is it enough to reject the troublesome object? But what in the case when they are crucial for the task 
at hand and shouldn’t be removed without the loss of the usefulness of the results?

While not daring to suggest the definite answer, we think, that investigating the existence and frequency 
of the occurring of undesirable properties of Thurstone method as compared with more simple ones  
is a valuable deepening the understanding of this scaling method.

CONCLUSIONS  
Among various scaling techniques, the simplest one is probably the rank scaling. The simplicity may  
be however regarded as oversimplicity. On one hand, an individual is asked to rank objects in an ordinal 
way, but as a final result, by averaging ranks, we obtain an interval scale, which seems to be a kind  
of inconsistency. One may argue that this way of obtaining the scale is supported by the assumption  
of normality (or at least symmetry) of distribution of ranks – that is, the same fraction of respondents 
ranking object as the second would place it in the vicinity of the first one (rather than in the middle 
between the first and the third) as the fraction of individuals who would place it in the vicinity  
of the third object rather than in the equal distance from the first and the third. Thurstone scale is based 
on the explicit and detailed model of objects, which perception is distributed normal. The estimation 
of the expected value of each distribution is intermediated by the relative positions of all couples of two 
objects. Although both methods are prone to some disadvantages – in this paper we have examined the 
dependence on irrelevant alternatives – it seems that Thurstone method, as a more sophisticated one,  
is also more susceptible to such effects, at least in the particular case of our empirical study.

We have shown that both methods gave qualitatively similar results in the statistical sense. However, 
as for precise results, it is still not obvious which scale should be treated as appropriate. One question  
is the justifiability of the assumption underlying the Thurstone model. The other is the undesirable property 
of this particular results – dependence on the irrelevant alternatives. It seems that if we want to adopt 
Thurstone scale as a valid one, we should be conscious of the problem with “unstable” results (specifically, 
objects P1 and P3), and either remove them from the analysis or treat them as undistinguishable within 
the given method.

Our study does not propose any definite answer to the question of which method to be used but 
rather identifies the problem with the supposed unreliability of some results in the case of dependence 
on irrelevant alternatives – the problem that was bypassed in silence by both Thurstone and the followers.
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Abstract

Dealing with missing data is a crucial part of everyday data analysis. The IMIC algorithm is a missing data imputation 
method that can handle mixed numerical and categorical datasets. However, the categorical data are crucial for 
this work. This paper proposes the new improvement of the IMIC algorithm. The two proposed modifications 
consider the number of categories in each categorical variable. Based on this information, the factor, which modifies  
the original measure, is computed. The factor equation is inspired by the Eskin similarity measure that is known 
in the hierarchical clustering of categorical data. The results show that as the missing value ratio in the dataset 
grows, better results are achieved using the second modification. The paper also shortly analyzes the advantages 
and disadvantages of using the IMIC algorithm.

INTRODUCTION
The missing value imputation problem can be frequently encountered in natural and social sciences 
and technology. NASA uses missing value imputation when reconstructing images sent from outer 
space because it is not technologically possible to transfer every image pixel without information loss.  
On the other hand, social scientists may use this method in a survey to compensate for the reluctance of 
the respondents to answer questions. The correct imputation of missing values in such cases is crucial 
and affects the quality of the final research. Statistical analysis methods often require the information 
inherent in data to be complete (no missing values). Otherwise, the methods fail.

Before the basic methods for working with missing values are introduced, the basic terminology will 
be mentioned. There are three natural mechanisms that can cause incomplete data to occur. Namely,  
it is MCAR, MAR, and MNAR, described by Rubin (1976), Rubin and Little (2002), or Baraldi and Enders 
(2010). MCAR (missing completely at random) occurs when the data are missing randomly without 
any observable pattern. MAR (missing at random) happens when the missing values of one variable are 
dependent on another variable, e.g. with decreasing attained level of respondent education, there are more 
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missing values in the variable for respondent income. Finally, MNAR (missing not at random) occurs 
when the observed values depend on each other, e.g., the respondents who have problems with alcohol 
might be less willing to answer in a survey on alcoholism (Petrúšek, 2015).

The simplest solution to dealing with missing values is simply removing the whole incomplete 
multidimensional observations. However, this reduces the number of observations and affects  
the randomness of the sample selection, which is mentioned by Azar (2002) or de Leeuw et al. (2003). 
In the case of pairwise statistical methods (e.g. correlation analysis), we do not have to remove every 
incomplete multidimensional observation. Pairwise methods can, in some cases, avoid the problem  
of deleting the incomplete observations from the sample, but it does not solve it.

One of the simplest methods of imputing the missing values is the replacement of the missing values 
with their mean. This approach may not change the mean value of the variable but can significantly affect 
the variability of the result. This method can safely be used only in cases where the mechanism of missing 
values is MCAR, as Baraldi and Enders (2010) explain.

A more advanced method of missing value imputation uses a regression function. However, even this 
method can significantly affect the variability of the sample. In practice, stochastic regression is often 
used. A random error term is added to the individual predicted values in such a case. This ensures that 
the imputed values do not strictly copy the given regression function and artificially create variability  
of the result, which is desirable in most cases, as Baraldi and Enders (2010) point out.

Apart from regression, there are many simple methods for imputing the missing values. These methods 
are based on simple linear models and other prediction algorithms of machine learning. Significant 
improvement was only achieved by introducing the multiple imputation method (Rubin, 1987) and the 
method based on the maximal likelihood estimation (Allison, 2012). However, even with these methods, 
we cannot avoid some inaccuracy in the estimation of the true values in case the missing data were created 
by the MNAR mechanism. Nevertheless, the estimation is demonstratively better than in the case of the 
simple methods, as Schafer and Graham (2002) say.

In their simplest form, the multiple imputation methods randomly select a subset of the original 
dataset and conduct a regression analysis on it. From each (stochastic) regression function obtained this 
way, missing values can be predicted. The final value is then a result of calculating the mean of these 
values. The procedure can be modified by selecting several subsequent stochastic regressions, where the 
correlation estimation and the mean from the previous step are used to calculate the new regression 
coefficients of each new regression, as Baraldi and Enders (2010) explain.

Methods based on the maximal likelihood are built on a complex mathematical background, which 
is out of the scope of this article. Both advanced methods (multiple imputation and maximal likelihood 
estimation) are currently recommended for handling in missing values. Unfortunately, they can mostly 
work for quantitative data only.

Regardless of the multiple imputation method for categorical data introduced by Akande et al. 
(2017), there is generally no missing value imputation method for categorical data, which would  
be demonstratively better than any other. However, several papers (Sulis and Porcu, 2008; Ferrari et al., 
2011; Wu et al., 2012; Pecáková, 2014; Stavseth et al., 2019) study this topic. Worthy of mention is the 
method based on the rough sets theory. It is a hierarchical method, which looks for the nearest pairs 
within a set of observations with the help of a specially defined metric. If a pair of observations contains 
one missing and one non-missing value in a certain variable, the missing value is replaced by a non-
missing value in this pair. An important concept based on the rough sets theory is a so-called extended 
tolerance relation, explained by Nguyen et al. (2013), which can measure the similarity between a complete 
and an incomplete observation. As a sufficient explanation, we can say that any two identical sets would  
be in the equivalence relation. If a value from a set is deleted and called missing, the equivalence relation 
would no longer exist, but a tolerance relation still exists.
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Feng et al. (2011) introduced the IMIC algorithm. The IMIC is a missing data imputation method 
that can handle both categorical and numerical variables. This algorithm does not need a set of predictor 
variables without missing values for the prediction of missing values in another variable. Due to the 
hierarchical clustering, every single variable in the dataset can contain missing values, and the IMIC 
algorithm fills in all unknown values in one run of the iteration process.

The IMIC algorithm can easily handle missing values in multiple variables in an incomplete dataset. 
It can be easily used by an inexperienced user. These advantages make the algorithm very promising.  
On the other side, it is very time-consuming because the algorithm computes similarity measures between 
each pair of observations in hierarchical clustering. Hence efficient implementation is crucial.

This paper proposes the new improvement of the IMIC algorithm. The two proposed modifications 
consider the number of categories in each categorical variable. Based on this information, the factor, 
which modifies the original measure, is computed. The factor equation is inspired by the Eskin similarity 
measure (Eskin et al., 2002) that is known in the hierarchical clustering of categorical data (Šulc and 
Řezanková, 2014; Cibulková et al., 2021). The results show that as the missing value ratio in the dataset 
grows, better results are achieved using the modification. 

1 THE MAIN PRINCIPLE OF THE IMIC ALGORITHM
The IMIC algorithm utilizes hierarchical clustering. At the beginning of the process, each observation  
Xi (the vector of the variable values) is an isolated cluster; Xi ⊂ X, i ∈ {1, 2, ..., n}, where n is the number 
of observations in the dataset X. The cluster is a name either for two or more observations joined together 
or for one single observation (one element cluster).

In the case of categorical variables only, the algorithm computes ISMDC (Incomplete Set Mixed 
Dissimilarity in Categorical attributes) between two clusters in the rth step of the algorithm as

� (1)

where ,  are two different clusters  ⊂ X and  ⊂ X, k ∈ {1, 2, ..., q}, q is the number of categorical 
variables, the operator | ∙ | : A → N returns the number of elements in the set A and | | returns the 
number of observations in the cluster , symbol ∅ represents empty set, and sk ( , ) is defined as

� (2)

where the symbol * represents a missing value, symbol ∩ represents the set intersection operator,  
∧ represents logical “and”, and sk( ) is defined as

� (3)

where ∨ represents logical “or”, and vakp is the value of the kth variable and the pth value of all  
ck unique values of the kth variable (p ∈ {1, 2, ...,c k}), ak (xi) represents the value of the kth variable 
and the ith cluster. Based on the algorithm of Feng et al. (2011), the set of sk for one cluster is denoted 
as CS feature.
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In the first step (r = 0), every value of sk( ) is set equal vakp or * based on the true value in the 
kth variable and the ith cluster trivially (the cluster is one single observation in the case of r = 0). 
After that, the ISMDC( , ) is computed between every two clusters. In the case of categorical 
variables only, every pair ,  with minimal ISMDC(Xi,Yi) are added together, so these two clusters 

,  rare joined to the new cluster Xi,j
r = Xf

(r+1), where f ∈ {1, 2, ..., q – t}, where t means number 
of cluster pairs added together in the rth step.

When the one step of clustering based ISMDC is finished, the algorithm tries to replace missing 
values in the cluster with one or more missing value * as

� (4)

After that, we set r = r + 1 and proceed new iteration until no missing values are present or r = n.
The ISMDC is increasing as the clusters are growing. The ISMDC in Formula (1) can be understood 

as a ratio of different values to same values in each variable of the new potential cluster. In other words, 
two clusters will be joined more likely if the values in compared variables are the same.

For a better understanding of the algorithm, there is a small example. Assume that the small set of 
binary data is given

where U0 represents the initial set of multidimensional observations of the four observations (clusters) 
({x1}, {x2}, {x3}, {x4}). As can be seen, each of these clusters consists of the values of five variables.  
It is evident that the second observation in the second variable and the third observation in the fourth 
variable contain a missing value.

Firstly, the algorithm computes the set of sk based on Formula (3). For the first cluster X1
0, the CS 

feature will be equal CS(x1) = {{0},{1},{1},{1},{0}}, for the second cluster CS(x2) = {{0},{*},{1},{1},{0}}, 
for the third cluster CS(x3) = {{1},{0},{0},{*},{1}}, and for the fourth cluster CS(x4) = {{1},{0},{1},{0},{1}}.

After that, the algorithm can recompute CS feature (2) and ISMDC for each pair of clusters according 
to the Formula (1). Therefore, the CS feature and ISMDC  are the following (the symbol ∪ denotes the 
pair of clusters):
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.

The minimum of ISMDC for each pair of clusters is ISMDC(x1 ∪ x2), which is equal to zero. Following 
Formula (4), the missing value a2 (x2)= * can be replaced as a2 (x2) = 1. After this replacement

where X1
1 = X1

0 ∪ X2
0 = y1. The CS feature for y1 is equal to CS(y1)={{0},{1},{1},{1},{0}}. 

The CS feature for clusters y2 and y3 remains the same as in the first step, specifically  
CS(y2) = {{1},{0},{0},{*},{1}}, and CS(y3) = {{1},{0},{1},{0},{1}}.

Based Formula (2):

and ISMDC then

                                              .

For this step, the minimum of ISMDC for each pair of clusters is ISMDC(y2 ∪ y3 ). Following  
Formula (4), the missing value a4(y2 ) = * can be replaced as a4(y2) = 0. After this replacement, the algorithm 
will be stopped, because no missing value remains. The final imputed dataset is equal to
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Feng et al. (2011) introduced the theoretical principles of the IMIC method but did not include  
an objective summary of its advantages and disadvantages. One of the advantages of this method is that 
the algorithm is easy to use. There is no parameter that needs to be set up, so no additional knowledge 
or experience with statistical modeling is needed. Another advantage of the method is that it can be used 
on a dataset with mixed categorical and numerical values.

However, the advantages mentioned above can also be seen as disadvantages. There are not enough 
possibilities to improve the accuracy of the result. The main problem of the IMIC method is that  
it is time-consuming. The time complexity is O(n3) (Murtagh, 1983), where n is the number of data points.

2 THEORETICAL PRINCIPLES OF THE PROPOSED MODIFICATIONS
Formula (1) does not consider the actual number of different categories. Based on the results of Šulc  
and Řezanková (2014) it is reasonable to try modifying it like this

� (5)

where:

� (6)

where the factor  is inspired by the Eskin similarity measure proposed by Eskin et al. (2002), 

where nk is the number of categories in the kth variable. If the original algorithm encounters different 
categories in the cluster in the kth variable, it increases the numerator by one. The possible advantage of 
our modification is that the ISMDC can consider the actual number of different categories in the cluster.

The possible problem with this approach is that the situation when the categories are different can 
occur rarely. In such case, the impact of this improvement can be hardly detected. Given this fact,  
the equation can be changed as follow:

.� (7)

The difference from previous improvement, the numerator is increasing for each kth variable by factor 

 and multiply by the number of categories plus one. Adding one to the h(sk( , )) ensures that 

the numerator is always non-zero. Therefore, the factor   is not negligible even if the h(sk( , ))  
equals zero.

3 DATA SOURCE AND APPLICATIONS OF THE PROPOSED MODIFICATIONS
For our experiment, we use the data about students during the 2005–2006 school year, collected by Cortez 
and Silva (2008). We chose the subset of 395 observations (students who attended the mathematical class) 
with the following 17 categorical (binary or nominal) variables (of 33 variables overall):

•	 Sex – student’s sex (binary: female or male),
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•	 School – student’s school (binary: Gabriel Pereira or Mousinho da Silveira),
•	 Address – student’s home address type (binary: urban or rural),
•	 Pstatus – parent’s cohabitation status (binary: living together or apart),
•	 Mjob – mother’s job (nominal, teacher, health care related, civil services (e.g. administrative  

or police), at home or other),
•	 Fjob – father’s job (nominal, teacher, health care related, civil services (e.g. administrative or police), 

at home or other),
•	 Guardian – student’s guardian (nominal: mother, father or other),
•	 Famsize – family size (binary: less than or equal to 3 or greater than 3),
•	 Reason – reason to choose this school (nominal: close to home, school reputation, course preference 

or other),
•	 Schoolsup – extra educational school support (binary: yes or no),
•	 Famsup – family educational support (binary: yes or no),
•	 Activities – extra-curricular activities (binary: yes or no),
•	 Paidclass – extra paid classes (binary: yes or no),
•	 Internet – Internet access at home (binary: yes or no),
•	 Nursery – attended nursery school (binary: yes or no),
•	 Higher – wants to take higher education (binary: yes or no),
•	 Romantic – with a romantic relationship (binary: yes or no),
•	 PassXfail – created variable based on true student’s score which shows if students pass the exam 

or not (binary: yes or no).
The initial dataset is complete without any missing data. In our experiment, the missing values were 

created in each of the 17 variables separately in five different ratios (5%, 15%, 25%, 35%, and 45%).  
In each of these configurations, the missing values were created randomly (as MCAR). It is also 
possible to create the missing values in the whole dataset at once, but there should be no difference due  
to twenty replications of the experiment. The three methods of the missing imputation were used – the 
original IMIC algorithm, Modification 1 based on Formula (5), and Modification 2 based on Formula 
(7). These methods were implemented in the R environment (R Core Team, 2020) and the package 
RCPP (Eddelbuettel and François, 2011; Eddelbuettel, 2013; Eddelbuettel and Balamuta, 2018) was used  
in crucial parts for better performance.

The algorithm was executed twenty times for each of the five ratios and three versions of the IMIC 
algorithm for better result stability. In each of these twenty steps, the missing values were generated 
independently. Therefore, there were 300 runs of the algorithm in summary. After that, the results were 
averaged based on the specific missing values ratio and the algorithm version.

This setting allows comparing the accuracy of the algorithm based on the specific method and  
the missing value ratio. For binary variable (with values “0” and “1”), the accuracy can be defined as

� (8)

where TP stands for true positive (the missing value is imputed by “1” correctly), TN for true negative 
(the missing value is imputed by “0” correctly), FP for false positive (the missing value is imputed  
by “1” falsely), and FN for false negative (the missing values is imputed by “0” falsely). This formula  
is defined for binary classification only, but the mean accuracy can be obtained in multiple classification 
cases. In this paper, the final overall mean accuracy is computed as mean accuracy over all variables  
and all twenty repetitions.
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4 EXPERIMENTAL RESULTS
This section is focused on the simulation evaluations obtained on the dataset collected by Cortez  
and Silva (2008). The results in Figure 1 show that the Modification 1 works as well as the original 
IMIC. The Modification 2 works worse when the missing ratio is low, but the mean accuracy improves  
as the ratio of the missing values grows. The difference in overall average accuracy among these methods 
is not that large in absolute value, but as presented below, the pairwise t-test shows that the Modification 
2 works significantly better than the original IMIC on the dataset used.

As illustrated in Figure 1, when the ratio of the missing values hits 15%, the Modification 2 starts 
to be slightly better than the other two implementations. Moreover, if the vector of twenty accuracies 
of original IMIC from each of twenty replications (average over all used variables) is compared to the 
same vector evaluated using Modification 2, the difference is noticeable. For measuring this difference, 
the one-sided pairwise t-test was used, see Table 1. When the ratio of the missing values is equal to 35%, 
the Modification 2 becomes significantly better than the original IMIC algorithm on the dataset used.
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59.64%
59.47%

58.85%
58.59%

58.54%
58.82%

57.57%
57.44%

58.03% 57.20%
57,29%

58.36% 56.71%
56.67%

57.46%

Modi�cation 1 Modi�cation 2

33%

43%

53%

63%

5%

73%

15% 25% 35% 45%

Missing values ratio 

Av
er

ag
e 

ac
cu

ra
cy

 

Figure 1	 Average accuracy for different ratios of missing values (dataset with all categorical variables)

Source: Data collected by Cortez and Silva (2008), own calculation

Table 1 Comparison of the Modification 2 with the original IMIC algorithm (percent of the missing values  
and p-values for the t-test)

Share of missing values P-value

5% 0.859

15% 0.266

25% 0.069

35% < 0.001

45% 0.001

Source: Data collected by Cortez and Silva (2008), own calculation
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Figure 3	 Average accuracy for different ratios of missing values (dataset with nominal variables)

Figure 2	 Average accuracy for different ratios of missing values (dataset with binary variables)

Source: Data collected by Cortez and Silva (2008), own calculation

Source: Data collected by Cortez and Silva (2008), own calculation

The dataset can be investigated more deeply. When the variables are split into binary and nominal 
subsets, the accuracy for binary variables is about 65% (Figure 2) despite the 35% accuracy for nominal 
variables (Figure 3). The Modification 2 scores better in both cases regardless of the absolute values.

Figure 5 illustrates that the Modification 2 scores better in almost every twenty replications with a 35% 
missing values ratio compared to Figure 4, which illustrates the same situation with a 5% missing values 
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ratio. It seems that, in the 35% setting, the algorithm is more stable. The coefficient of variation, which 
is defined as the standard deviation divided by mean, is lower in the 35% missing values ratio setting; 
concretely, the coefficient of variation for the Modification 2 equals about 0.0161 compared to the 5% 
missing values ratio setting where the coefficient of variation equals 0.0376.
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Figure 4	 Average accuracy over variables for 20 replications in 5% missing values ratio setting (dataset with all  
	 categorical variables)

Figure 5	 Average accuracy over variables for 20 replications in 35% missing values ratio setting (dataset with all  
	 categorical variables)

Source: Data collected by Cortez and Silva (2008), own calculation

Source: Data collected by Cortez and Silva (2008), own calculation
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CONCLUSION 
For the purpose of this work, the IMIC algorithm was implemented. This IMIC is easy to use and does 
not require any additional assumptions on the dataset’s properties. It can deal with categorical as well  
as numerical variables. The main disadvantage lies in time complexity, which is a problem of hierarchical 
clustering methods in general. Unluckily, this problem makes the simulations very CPU time demanding. 

In this paper, two modifications of the IMIC algorithm were proposed and studied on the dataset 
collected by Cortez and Silva (2008). The first modification, which counts different categories in mismatched 
observations, was less successful than the second, which considers the overall frequency of categories  
in each categorical variable in the whole dataset. The differences in accuracy were not too large  
in absolute values, but the Modification 2 works stably better based on the one-sided pairwise t-test results. 
These results show the notable difference between accuracy for binary and nominal variables. However,  
the second modification works better in both cases. 

Thanks to the full implementation of the IMIC algorithm, there are many ways for future research. Based 
on metrics known from hierarchical clustering, the IMIC algorithm can be modified in many different 
ways. The algorithm, unlike many others, considers the imputed variable itself. Due to this property,  
it can have some advantages when dealing with MNAR type of missing data. It could be examined  
in future work. Last but not least, the algorithm should be rewritten for its better efficiency.
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Abstract

In the paper, we present the methodology of calculating the benefit of a marriage reverse annuity using the multiple 
state model for marriage life insurance. We model the probabilistic structure and cash flows arising from marriage 
reverse annuity contracts in the case of the joint-life status and the last surviving status assuming that the spouses' 
future lifetimes are independent. Usually, it is assumed that the interest rate is constant and the same through the 
years. It is not a realistic assumption. Therefore, this article's purpose is to calculate benefits under the assumption 
that the interest rate is a stochastic process or a fuzzy number model of the constant interest rate. We conduct  
a comparative analysis of the amount of benefit (taking into account the different frequency of their payment)  
for the different models of interest rates.

INTRODUCTION
This article aims to apply multiple state models for marriage insurances to model the marriage reverse 
annuity contract. A reverse annuity contract is one type of equity release contract. It is a sales model. 
The real estate owner receives a monthly whole life annuity in exchange for selling the real estate  
to a company (usually a mortgage fund) interested in buying it. The beneficiary has the right to live in the 
property until his death. In Poland, the reverse annuity contract has only been sold in individual form 
since 2005. This paper aims to analyze the benefits of a marriage reverse annuity contract in the case  
of last survivor status and joint living status.

Usually, in the actuarial literature, the interest rate is assumed constant and the same through the 
years. It is not a realistic assumption. Therefore, this article's purpose is to calculate reverse annuity 
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benefits under the assumption that the interest rate is a stochastic process or a fuzzy number model 
of the constant interest rate. Many different interest rate models exist. The purpose of the article  
is to calculate net benefits (net cash flows). Hence the technical interest rate is applied. The expected 
future net present value benefits determined under the equivalence principle must cover the expected 
present value contributions at the time of entering into the contract. Therefore, inflation is not taken 
into account in this case. However, with rising inflation, the technical interest rate must be estimated 
appropriately since a reverse annuity contract is long-term.

We distinguish two ways of interest rate modelling, i.e., actuarial (the technical interest rate)  
and financial (the short-term rate). The following models of the stochastic interest rate are considered: 
the first-order autoregression, the Wiener process, the Vasicek and Cox-Ingersoll-Ross model. The 
third possibility considers the constant interest rate modelled by a fuzzy number. The fuzzy rate has not 
yet been applied to the determination of reverse annuity benefits. Therefore, the research hypothesis is 
that interest rates and their models (types) have a significant impact on the mortgage annuity benefit.  
In addition, the benefit is influenced by the frequency of payments. We show this effect.

The first section presents a literature review. Section 2 focuses on a discrete-time model, where the 
annuity is paid at the beginning of particular time units. We assume that the time-nonhomogeneous 
Markov chain describes the evolution of the contracted risk. Moreover, actuarial values are considered 
under the assumption of different types of interest rates. We propose to employ a matrix notation that 
makes calculations easier and provides a compact form for reverse annuity benefit formulas. This section 
is also dedicated to the characteristics of the interest rates models. Section 3 presents numerical examples 
and conclusions. The introduced matrix notation efficiently analyzes the influence of interest rate on the 
annuity installment. The numerical results are based on simulated data and the Polish Life Table, assuming 
that the spouses' future lifetimes are independent random variables. Section 4 presents discussion.

1 LITERATURE SURVEY
Multiple state models (MSM) have a wide application for describing a different kind of problems  
in finance and insurance, in particular analyzing cash flows arising from different kind of contracts.  There 
is a vast literature on theoretical aspects and applications of MSM. Of particular note are the monographs 
e.g. (Cook and Lawless, 2018; Haberman and Pitacco, 2018; Hougaard, 2000; Huzurbazar, 2019) which 
show the potential of using this type of modelling. The general methodology of modern life insurance 
mathematics in the framework of a MSM can be found among others in (Bowers et al., 1986; Dębicka, 
2012; Dickson et al., 2019; Norberg, 2002; Spierdijk and Koning, 2011). In particular MSM was used for 
analysis mortgage and reverse loan contracts e.g. (Dębicka et al., 2020; Dębicka and Marciniuk, 2014; 
Marciniuk, 2017; Marciniuk et al., 2020a; Zmyślona and Marciniuk, 2020). 

The financial institutions in different countries propose the so-called equity release products for the 
retired (Hanewald et al., 2016), which provide an additional income to surrender their real estate. Various 
such products are available in the biggest world in the United States of America and Australia. The United 
Kingdom market is the largest European market for equity release contracts (Shao et al., 2015). Still, these 
contracts exist also in many other European countries (e.g. Spain, Ireland, France, Germany, Italy and 
Poland). There are two main types of equity release products the loan model and the sale model. According 
to (Dębicka and Marciniuk, 2014; Marciniuk, 2017; Marciniuk et al., 2020a), both products are available 
to individuals in Poland, i.e. a reverse mortgage (the loan model)  and reverse annuity contract (the sale 
model). (Dębicka et al., 2020), (Dębicka and Marciniuk, 2014), (Marciniuk, 2017), (Marciniuk et al., 2020) 
and (Zmyślona and Marciniuk, 2020) consider also contracts for marriage. (Dębicka et al., 2020) and 
(Marciniuk, 2016) distinguished the dependence between the future lifetimes of spouses. In (Marciniuk, 
2017) the reverse annuity is applied to derive two lemmas used to determine marriage benefits payable more 
than once a year inter alia in the case of Last Surviving Status and Joint Life Status. In the above papers, 
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constant or depending on time, the interest rate is applied. (Marciniuk, 2021) consider an interest rate 
that varies from year to year. Different interest rate models are widely discussed in the literature. (Kellison, 
2009) and (Boyle, 1976) used random variables as interest rates. Autoregressive processes are applied  
to actuarial science as technical interest rate models (Bellhouse and Panjer, 1981; Marciniuk, 2004; Panjer 
and Bellhouse, 1980). (Beekman and Fuelling, 1990, 1993; Dębicka, 2003; Garrido, 1988; Marciniuk, 2004; 
Parker, 1994a, 1994b)  described the Wiener and Ornstein-Uhlenbeck process as an interest rate model. 
An extensive application of the short-term interest rate and description of the models can be found in the 
works of  (Carriere, 1999, 2004; Jakubowski et al., 2003; Musiela and Rutkowski, 1988). (Dhaene, 2000) 
applies the CIR model to life insurance. (Carriere, 1999, 2004) considers stochastic interest rate models 
to determine actuarial values of life annuities and net premiums in life insurance. In actuarial science, 
the fuzzy set theory has been used to model problems connected with subjective judgment and situations 
when information available is imprecise and incomplete. We can meet articles on general actuarial 
issues using fuzzy sets in life and non-life insurance (Derrig and Ostaszewski, 2004; Lamaire, 1990; 
Ostaszewski, 1993; Shapiro, 2004). Life insurance issues such as calculation price life insurance policies, 
life insurance portfolios, life contingencies, life actuarial liabilities, life annuities have been covered in 
(Andres-Sanchez, Gonzalez-Vila Puchades and Gonzalez-Vila Puchades L., 2012; Andres-Sanchez and 
Gonzalez-Vila Puchades, 2017a; Andres-Sanchez and Gonzalez-Vila Puchades, 2017b) articles. (Derrig 
and Ostaszewski, 1997) dealt with issues related to property-liability insurance and (Shapiro, 2013) dealt 
with modelling future lifetime. The problems connected with risk models as ruin theory and claims 
aggregation were investigated in (Heilpern, 2018; Huang et al., 2009). The fuzzy interest rate was dealt 
in (Andres and Terceno, 2003; Betzuen et al., 1997; Lamaire, 1990).

2 METHODS
2.1 Matrix representation of benefits
2.1.1 Multiple state model
Multiple state modelling is a classical tool for designing and implementing insurance contracts. Among 
others it is used to calculate premiums for marriage insurances. We used the multistate model for marriage 
insurances to determine the benefits resulting from the equity release contract. 

Generally the pair   is called a multiple state model (MSM). S is the set space, where each state 
corresponds to an event which determines the cash flows (premiums and/or benefits). T denotes the set of 
direct transitions between states of S. For marriage reverse annuity contract, MSM has the following form:

Figure 1	 Scheme of the multiple state model for marriage reverse annuity contract

Source: Adopted from (Denuit et al., 2001)

State space:
1 - both spouses are alive
2 - husband is dead
3 - wife is dead
4 - both spouses are dead

1

4

32
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(S,T) = ({1,2,3,4},{(1,2),(1,3),(1,4),(2,4),(3,4)}), � (1)

and describes all possible contracted risk events up to the end of the contract. MSM given by Formula (1): 
is graphically presented in Figure 1, where states are marked with circles, and  arrows indicate possible 
direct transitions between them.

In order to determine benefits it is necessary to formalize the description of probabilistic structure 
of the multiple state model, and all cash flows arising from the contract. Because the cash flows are 
realized at a certain time, it is necessary to choose an appropriate interest rate model. In this section we 
briefly discuss all three of these elements necessary for the valuation of benefits and finally we present 
the formulas for the annuity installment.

2.1.2 Probabilistic structure
The value of benefit is determine on the basis of spouses future lifetime, which depends on age at entry 
and the  period of the contract. By xw we denote the wife's age at entry and by xm the husband’s age  
at entry. We will assume that the future life time of husband and wife are independent (ASSUMPTION 1).  
In this paper, we consider a contract issued at time 0 and terminating according to the plan at a later 
time n, which is called the term of contract or the contract period. The length of the contract depends 
on its type. We will consider two types of contract, the last surviving status (LSS) when the annuity  
is paid as long as one spouse is alive and the joint-life status (JLS) when benefits are paid only while both 
spouses are alive. Thus the period of the contract n is defined as follows:

n = ω – min{xw, xm} for LSS,
n = min{ω – xw,ω – xm} for JLS,

where ω is the maximum life expectancy which varies between 100 and 110 years depending on the population.
For a given contract, the function Y(k) means that at time k = {0, 1, 2, ..., n} (meaning the time that 

has elapsed from the beginning of the contract) the marriage is in one of four life situations described 
by the multiple state model shown in Figure 1. The life cases covered by the contract are random  
in nature. So it is natural to assume that {X(k); k = 0, 1, 2, ..., n} is a discrete-time stochastic process taking 
values from a set space S = {1, 2, 3, 4} and used to describe the evolution of the insured risk. Consistent 
with the actuarial literature, we assume that {X(k)} is modelled by a nonhomogeneous Markov chain 
cf. (Hoem, 1969 and 1988; Norberg, 2002; Wolthuis, 1994). Because we focus on discrete-time model, 
where cash flows are made at the ends of time interval, the probabilistic structure of the model can be 
described in the matrix form:

� (2)

where pri(k) = Ρ(X(k) = i) and i ∈ S. Notice that each row of the matrix D ∈ ℝ(n+1)×4 is one-dimensional 
distribution for particular moment of the contract's period.

2.1.3 Cash flows
The individual’s presence in a given state or movement (transition) from one state to another may have 
some financial impact. So, as a result of the agreement arise financial streams, consisting of cash flows  
of the agreement between the parties at the time. We consider two types of cash flow: 
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-	 a single payment (inflow from the company’s mortgage fund point of view):

� (3)

where W is the value of property (benefits are calculated for a percentage α of the value of property, where 
0 < α ≤ 0,5 cf. (Dębicka and Marciniuk, 2014)),

-	 an annuity benefit i.e. a fixed annuity installment payable in advance which is determined depending 
on the type of contract. (outflow from the company’s mortgage fund point of view). Depending on 
a status, annuity benefits  are paid in more than one state (LSS):

� (4)

or only in one state (JLS):

 .� (5)

Figure 2 illustrates the cash flows for the different statuses of the marriage reverse annuity contract.

Depending on a status, annuity benefits are paid in different. Therefore, we need to define the 
cash flow matrices for each status separately. Note that for the LSS contract, the annuity is paid 
when the process {X(k)} is in states 1, 2 and 3, and then the cash flow matrix C ∈ ℝ(n+1)×4 has the 
following form:

Figure 2	 MSM and cash flows for statuses of the marriage reverse annuity contract

Source: Based on (Dębicka et al., 2020) 
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� (6)

Whereas, for the JLS contract, the annuity is paid when the process {X(k)} is in state 1, and then the 
cash flow matrix C ∈ ℝ(n+1)×4 is as follows:

� (7)

Let us note that in Formulas (6) and (7) matrices Cin contain only cash flows which are inflow  
to the company’s mortgage fund and Cout matrices are defined based on cash flows that are outflow from 
the company’s mortgage fund.

2.1.4 Discount function
Interest rate may change with time, so it can be a function depending on time or can be modelled  
by stochastic process. Let Y(t) denote the rate of interest in time interval [0, t]. Then {Y(t); t ≥ 0} is the 
interest rate accumulation process (stochastic process with stationary increments). From a technical point 
of view we assume all moments of the random discounting function e–Y(t) are finite (ASSUMPTION 2) cf. 
(Dȩbicka, 2013). Moreover, the future life time of spouses are independent on the interest rate and that 
means the random variables X(t) and Y(t) are independent (ASSUMPTION 3) cf. (Frees, 1990). For the 
discrete-time model, we define matrix  based on the discount function, where: 

� (8)

For more on modelling the process Y(t), and hence determining the elements of matrix Λ, see Section 2.

2.1.5 Benefits
In Theorem 1 we present formulas for the annuity payable in advance for both statuses.

Theorem 1. Assume that the principle of equivalence and ASSUMPTIONS 1–3 are satisfied. For n-year 
marriage reverse annuity contract the cash flow matrix is determined for company’s mortgage fund and 
αW is the capital for which the value of benefit is calculated. Let  denote the annuity payable in advance if:

-	 both spouses are alive (JLS), then:

� (9)

-	 at least one of the spouses is alive (LSS), then:
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� (10)

where the vectors in (9) and (10) are defined as follows: S = (1, 1, 1, 1)T, J1 = (1, 0, 0, 0)T, J4 = (0, 0, 0, 1)T,  
I1 = (1, 0, ..., 0)T ∈ ℝ(n+1) and  In+1 = (0, ..., 0, 1)T ∈ ℝ(n+1).

We drop the proof of the theorem on the grounds that it is analogous to the proofs of the theorems 
presented in (Dȩbicka, 2013; Dębicka et al., 2020).

Note that, since the matrix Cin (which depends only on cash flow arising from the contract) and matrix 
D (which depends on the probabilistic structure of the MSM) are constant for a given contract, the amount 
of the annuity instalment depends on the choice of the interest rate model (forms of the matrix Λ).

It is easy to observe that the numerators in Formulas (9) and (10) are equal to the corresponding 
percentage of the value of property, that is I1

TCinJ1 = αW. Moreover, the denominators correspond  
to the unit annuities payable in advance (temporary life annuity due)  :

-	 for JLS (the unit annuity instalment is paid only if both spouses are alive – in state 1) we have  

-	 for LSS (the annuity instalment is paid only if at least one spouse is alive – in states 1, 2, 3) we have 

The formulas in Theorem 1 can also be used when annuities are paid more frequently than annually. 
Let m be the frequency of annuity payments, e.g. m = 2 (half-yearly annuity), m = 4 (quarterly annuity),  
m = 12 (monthly annuity). The annual annuity installment payable m times a year is thus given by the 
formula:

� (11)

where   is the unit annual annuity due paid m times a year in the amount of   : 

� (12)
								           ,

where pri(k/m) = pr(X(k/m) = i) for k = 0, 1, 2, ..., nm – 1 and i = 1, 2, 3. Note that from (12) we have  
 =   where  is the unit annuity payable in advance for the period and can be 

determined in a matrix manner as in Theorem 1:

� (13)
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Note that, increasing the frequency of annuity payments will increase the dimension of the matrices 
that depend on the insurance period n which are used in (13). The dimensions of these matrices will 
grow up into n⋅m+1. In particular matrix D ∈ ℝ(n⋅m+1)×4 and its elements will be determined under the 
assumption that the probability of death within a year is uniform. Similarly, the matrix Λ ∈ ℝ(n⋅m+1)×(n⋅m+1)  
and its elements will be determined for a correspondingly shorter interest rate.

Additionally, let us note that in (11) the factor  is the amount of the monthly annuity due 
paid m ⋅ n times.

2.2 Interest rate modelling
There are three possibilities for modelling the interest rate: the actuarial, financial and fuzzy. The first two 
ways are described in detail in (Marciniuk, 2009). These ways assume that the interest rate is a stochastic 
process and require knowledge about the technical and short-term rates. The third possibility considers 
the constant interest rate modelled by a fuzzy number. The necessary concepts will be introduced below 
and the interest rate models used in the empirical section.

2.2.1 Actuarial and financial modelling of interest rate
At the beginning, it is necessary to explain the relationship between actuarial and financial approaches 
to the interest rate modelling.

The actuarial way requires an understanding of a technical discounting function. Let us assume that 
capital Kt is invested at the moment t. Its value after T (0 ≤ t ≤ T) years is KT. The discounting function 
from time T on time t is defined as follows (Marciniuk et al., 2020):

� (14)

The denotation in the financial literature of the discounting function vt,T is equivalent to that adopted  
in Section 2.1, i.e. v(t,T) (c.f. Formula (8)).

The discounting function has the following relationship with the force of interest rate function δt,T  
as follows (Bellhouse and Panjer, 1981):

� (15)

therefore in the actuarial approach the discount function or the force of interest rate can be modelled.
To determine financial models of an interest rate it is necessary to introduce the concept of pricing  

a zero-coupon bond (Marciniuk et al., 2020). A zero-coupon bond is a stock, which is sold at a discount. 
The customer’s profit is the difference between its nominal and selling price (Musiela and Rutkowski, 
1988). By convention, the nominal price is one financial unit. It means that the zero-coupon’s holder 
will receive one unit of cash at moment T. The price of a zero-coupon bond of maturity T at any instant  
t (0 ≤ t ≤ T) is denoted by Pt,T. It is obvious that Pt,T = vt,T, because:

� (16)

Therefore, the discounting function could be described as the price of a zero-coupon bond (Marciniuk, 
2009) and could be modelled by the use of Pt,T.
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In the actuarial approach, the models of the force interest rate function δt,T from time t to time T,  
0 ≤ t ≤ T, are applied. The force of interest δt at the moment t ≥ 0 is described using a stochastic process 
with discrete or continuous time. Hence:

� (17)
                                               .

The most popular stochastic model of the force of interest is a process with a discrete-time called  
an autoregressive process of order one (AR(1)). This process is defined by the following recursive relation 
(Brockwell and Davis, 1996):

 ,� (18)

where δ0 ∈ ℝ,μ ∈ ℝ,|ϕ| < 1. Moreover εt ~ N(0,σ2 ) and variables δt and εs are independent for s < t.  
This process is stationary and has a normal distribution with mean μ and variance .

To calculate the benefit of reverse marriage annuity, it is necessary to know the value .  It can 
be concluded from the fact that the process {δt}t≥0 has a normal boundary distribution, that the interest 
rate function δt,T also has a normal distribution. Hence and from Formula (16), it follows that (Panjer 
and Bellhouse, 1980):

� (19)

where:

� (20)

MX(k) means the function generating the moments of the variable X in point k.
The autoregressive process of order one is a discrete version of the continuous Ornstein-Uhlenbeck 

process.
The process, which is applied as a continuous force of interest {δt}t≥0, is the following stochastic Wiener 

process (Dhaene, 2000):

� (21)

where δ0 ∈ ℝ, σ ≥ 0 and {Bt}t≥0 mean the standard Brownian motion.
The solution of the above stochastic differential equation is a process with the following form:

� (22)

Hence it is easy to prove that (Musiela and Rutkowski, 1988):
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Because process {δt}t≥0 is also a Gaussian process, the following equity is accurate:

� (23)
In this case Mδ0,t

 (k) is given as follows (Marciniuk, 2004):

� (24)

The price of a zero-coupon bond can be determined using the short-term interest rate process {rt}
t≥0 (Carriere, 2004; Musiela and Rutkowski, 1988). If rt is a stochastic process adaptive with the filtering  
Ft, ∫0

T|rs|ds < ∞ and a martingale measure Q equivalent to the measure P exists on the probabilistic space 
(Ω, F, P), then:

� (25)

Consider the case when the short-term rate is determined by the following Ornstein-Uhlenbeck 
process (Vasicek, 1999):

� (26)

where μ ∈ ℝ, σ > 0, α > 0.
Process {Bt}t≥0 is a standard Brownian motion under the Q measure. From the Girsanov theorem,  

it is known that Bt = Bt
* + Bt, where {Bt

*}t≥0 is the standard Brownian motion under the P measure, where 
β (β > 0) means the price of the risk (Carriere, 2004; Jakubowski et al., 2003; Vasicek, 1999). This model 
of the short-term rate is known as a Vasicek model. 

The following formula gives the price of a zero-coupon bond at the moment 0 with the maturity t (t ≥ 0):

� (27)

where:

� (28)

� (29)

Consider the Cox-Ingersoll-Ross (CIR) model, when the short-rate is determined by the use of the 
stochastic differential equation (Dhaene, 2000; Jakubowski et al., 2003; Musiela and Rutkowski, 1988):

� (30)

where 
Formula (27) gives the price of a zero-coupon bond, where (Denuit et al., 2001; Jakubowski et al., 

2003; Marciniuk, 2009):
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� (31)

� (32)

and 

2.2.2 Fuzzy interest rate
First, we recall some notions connected with fuzzy sets. The fuzzy subset A of the space X is described by 
its membership function μA: X → [0, 1] (Dubois and Prade, 1980; Zadeh, 1965). The value μA(x) represents 
the degree of membership of the element x to the fuzzy set A. If μA(x) = 0 then we have non-membership 
of x and for μA(x) = 1 we obtain absolute membership. The crisp sets Aα = {x ∈ X | μA(x) ≥ α} for any  
0 < α ≤ 1 are called the α-cuts and the support A0 of the fuzzy set A is the closure of set {x ∈ X | μA(x) > 0}.  
The set A1 is called the core of A. The α-cuts Aα unambiguously define the fuzzy set A. We will denote 
the fuzzy sets by the bold letters, e.g. A, and the crisp sets by the italic, non-bold letters, e.g. Aα. 

In our paper, we will use the fuzzy subsets A of real line ℝ, i.e. X = ℝ. In addition, we assume that  
A0 = [a, d], A1 = [b, c] and the membership function μA is continuous. Moreover, this function is strictly 
increasing on [a, b] and strictly decreasing on [c, d]. Every α-cuts of such fuzzy set is the compact interval, 
i.e. Aα = [Aα

L, Aα
U] and this fuzzy set is called the fuzzy number (Dubois and Prade, 1980). We obtain the 

trapezoidal fuzzy number when the membership function on the intervals [a, b] and [c, d] are linear. We 
denote it as A = (a, b, c, d). If a = b we have the triangular fuzzy number A = (a, b, d). The actual number 
a can be treated as the degenerate triangular fuzzy number (a, a, a).

In our paper, we will use the arithmetic operation on fuzzy numbers. Moreover, the fuzzy numbers 
used in this paper are positive, i.e. a > 0. These arithmetic operations are based on the α-cuts and they 
are defined in the following way:

� (33)

� (34)

� (35)

� (36)

� (37)

The sum of the fuzzy triangular numbers A + B is the triangular fuzzy number, too. This property 
also holds for the product λA. The results of other arithmetic operations are the fuzzy number, but not 
fuzzy triangular numbers, the membership functions are not linear.  We can define the difference of the 
fuzzy numbers A – B using α-cuts or the formula:
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� (38)

The area below the graph of membership function of the fuzzy number can be treated as the degree 
of imprecision and it is denoted as Imp(A). For the triangular fuzzy number A = (a, b, d) we obtain:

� (39)

The mean value of the fuzzy number A is defined as follows:

� (40)

We have:

� (41)

for the triangular fuzzy number A.
The triangular fuzzy number A = (a, b, d) has a linear membership function. So, the parameters  

a, b and d univocally define it.
We can define the order between triangular fuzzy numbers in the following, natural way.  

Let A1 = (a1, b1, d1) and A2 = (a2, b2, d2) than:

� (42)

Now we investigate the case when the interest rate has imprecision form. For instance, we obtain the 
imprecision information, that it is “about 0.055”. We can model such interest rate as the triangular fuzzy 
number i = (a, b, d). The parameters of this fuzzy number are determined based on additional information, 
experts’ assessments, and own intuition. Let us assume that fuzzy interest rate takes the form:

� (43)

The mean value of this fuzzy number is equal M(i) = 0.05625 and imprecision Imp(i) = 0.0075.
The graph of the membership function of triangular fuzzy number i, the sample α-cut I0.4 and the 

mean value M(i) are included in Figure 7a.
The fuzzy number 1 + i, where 1 is treated as a degenerate triangular fuzzy number (1, 1, 1), is triangular 

too. We have 1 + i = (1.05, 1.055; 1.065). The fuzzy discounting factor v = 1/(1 + i) is not a triangular 
fuzzy number. Every α-cuts of it take a form:

� (44)

So, it is the fuzzy number with the following membership function:
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� (45)

The graph of such membership function is presented in Figure 7b. We see that it is almost linear,  
so we can treat it as a linear fuzzy number (0.939, 0.948, 0.952).

We can approximate the fuzzy discounting factor v as the triangular fuzzy number (va,vb,vd). The α-cut 
of fuzzy power vc, where c > 0, takes the form:

 .� (46)

This fuzzy number is almost linear, too. 
If we consider the joint-life status (JLS), then based on (12), we can treat the fuzzy joint-life annuity 

 as the triangular fuzzy number.

� (47)

Considering (47)  and taking into account (35), we derive the fuzzy annuity benefit paid m times a year:

� (48)

3 RESULTS
The short-term rate is not directly observed on the financial market, therefore to calculate the benefit of 
marriage reverse annuity contract, we assume that we know the simulated data of the short-term rate. 
The data was generated from the following distribution (James and Webber, 2000; Marciniuk, 2009):

� (49)

for α = 8, μ = 0.055, σ = 0.04, r0 = 0.05.
We assume that the weekly data was observed throughout 20 years. The parameters of the interest 

rate models were estimated based on these data using the maximum likelihood method in the case of 
the Wiener process, AR(1) process and the Vasicek model. The general method of moments was applied 
in the case of the CIR model. In this aim, we use the packet Solver in Microsoft Excel. The results of the 
estimation are as follows (Marciniuk, 2009):

–	 AR(1) process:

–	 Wiener process:
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–	 Vasicek model:
 ,

–	 CIR model:

Moreover, we assume that the property's actual value W is 100 000 euros and a reduction factor α of 
50%. We use Polish Life Tables from 2012. We take into account the uniform distribution within a year. 
The spouses' future lifetimes are independent random variables. The constant technical interest rate  
is equal to the long-term interest rate in the Vasicek model and is almost 5.5%. Hence the fuzzy interest 
rate is also approximated at about 5.5%.

At the beginning, we discuss actuarial and financial models. We distinguish between two statuses:  
a joint-life status (JLS), when the benefit is paid only until the death of the first spouse, and a last surviving 
status (LSS) contract by which the benefit is paid until the death of the other spouse (Dębicka et al., 
2020). The benefits are calculated from Formulas (9) and (10) and their modification, described at the 
end of Section 2.1. The graph below shows the benefit amounts of the marital reversionary annuity for 
the Vasicek model and the Wiener process.

The Wiener process obtains the lowest benefits and the highest for the Vasicek model. Therefore  
in the following graphs, we can see the relative percentage differences between these benefits for the man 
at different ages x_m depending on woman's age x_w, calculated as follows:

� (50)
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Figure 5	 Annual annuity benefits for all models

Source: Own elaboration
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Figure 5 shows the differences in annuities for spouses of different ages in the case of LSS, when benefits 
are paid annually and more than once a year (m = 1, 2, 4, 6, 12).

For the joint-live status, the situation is similar, but the differences in benefit amounts are lower.  
It can be seen in Figure 6 for a fixed technical interest rate. Fogure 6 shows benefits for spouses of different 
ages for both statuses.

The differences in benefits between more frequent and annual payments are shown in Table 1.

For LSS the differences range from 3.25% (m = 2) to 6.13%  and for JLS (m = 12) from 5.42% (m = 2) 
to 10.3% (m = 12) when xm = 75 and xw = 80. When xw = 80 and xm = 75 the differences are significantly 
higher than for younger male and older female, but for JLS they are lower than for LSS (JLS: from 14.43% 
(m = 2) to 19.72% (m = 12); LSS: from 19.49% (m = 2) to 24.37% (m = 12)). The differences in benefits 
paid six or twelve times a year compared to benefits paid respectively four or six times a year are 0.56% 

Table 1 The differences in benefits between more frequent and annual payments

m = 2 m = 4 m = 6 m = 12

(LSS) x_m = 75, x_w = 80 3.25% 4.96% 5.54% 6.13%

(LSS) x_m = 80, x_w = 75 19.49% 22.38% 23.37% 24.37%

(JLS) x_m = 75, x_w = 80 5.42% 8.32% 9.30% 10.30%

(JLS) x_m = 80, x_w = 75 14.43% 17.57% 18.64% 19.72%

Source: Own elaboration
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Figure 6	 Annual annuity benefits for constant rate model

Source: Own elaboration
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(LSS) and 0.91% (JLS) for younger men. The difference is slightly lower for younger women (0.54%  
and 0.81% respectively).

In Section 2.2.2 we computed the fuzzy interest rate I and the fuzzy discounting factor v. The graphs 
of such fuzzy numbers are presented in Figure 7.

Now, we derive the fuzzy annuity benefit . We assume that, man and woman are 65 years old, i.e.  
xm = xw = 65 and the joint-life annuity is paid monthly, i.e. m = 12 (compare Section 2.2). The fuzzy annual 
annuity benefit is the almost triangular fuzzy number (6 373.66, 6 576.82, 6 986.77) with mean value  
M( ) = 6 628.52 and imprecision Imp( ) = 306.55. The graph of the membership function of this 
fuzzy number and its mean value are included in Figure 8.

Table 2 contains the parameters of the fuzzy annual annuity benefits, the mean values and imprecisions 
of such fuzzy numbers, when the spouses are the same age and when the husband is 75 years old  
and the wife is of different ages.

a) b)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

0.05 0.055 0.06 0.065 0.070.045

0.0

0.2

0.4

0.6

0.8

1.0

1.2

0.05 0.055 0.06 0.065 0.070.045

0.0

0.2

0.4

0.6

0.8

1.0

1.2

6 300 6 400 6 500 6 600 6 700 6 800 6 900 7 000 7 100

Figure 7	 The membership functions of fuzzy interest rate i (a) and fuzzy discounting factor v (b)

Figure 8	 The membership function of fuzzy annual annuity benefit 

Source: Own construction
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Table 2 The parameters of the fuzzy annual annuity benefits for JLS

x_m x_w a b c Mean Imp

The same age of spouses

65 65 6 373.66 6 576.82 6 986.77 6 628.52 306.55

70 70 7 653.35 7 856.37 8 264.86 7 907.73 305.76

75 75 9 670.28 9 876.48 10 290.06 9 928.32 309.89

80 80 12 831.30 13 044.39 13 470.50 13 097.64 319.60

85 85 17 553.49 17 774.78 18 216.27 17 829.83 331.39

The different age of spouses

75 65 8 352.05 8 558.78 8 974.11 8 610.93 311.03

75 70 8 805.96 9 011.84 9 425.23 9 063.72 309.64

75 75 9 670.28 9 876.48 10 290.06 9 928.32 309.89

75 80 11 175.06 11 384.13 11 802.79 11 436.53 313.87

75 85 13 533.87 13 747.27 14 173.91 13 800.58 320.02

Source: Own elaboration

4 DISCUSSION
In the first part of Section 3, we discussed benefits under assumptions that actuarial and financial models 
model interest rates. Regardless of the status of the contract, it turned out that the benefit amounts  
of the marital reversionary annuity for the Wiener process obtain the lowest benefits and the highest for 
the Vasicek model. Figure 3 and Figure 4 illustrate the fact that the benefits increase and the differences 
decrease with the rise of spouses' age. However, the payment structure in the two statuses is various.  
The differences between benefits are higher for the younger spouses and lower for the older spouses  
in the last surviving status and vice versa in the joint-life status.

Apart from the interest rate model, the frequency of benefit payments significantly impacts their 
amount. It turns out that there are differences in annuities for spouses of different age in the case of last 
surviving status when benefits are paid annually and more than once a year. It can be observed (com. 
Figure 5) that the benefits are lowest in the case of the Wiener process. In other cases, they are of a similar 
amount. The more often the benefit is paid, the higher the benefit is, but the differences are insignificant 
for the higher than two months frequency. The most significant differences are between an annual benefit 
and a benefit paid every two months. For the joint-live status, the situation is similar, but the differences 
in benefit amounts are lower (com. Figure 6 and Table 1).

The age difference between the spouses also affects the amount of benefits. For both statuses,  
the differences are significantly higher for an older husband and younger wife than for a younger male 
and older female, but for JLS they are lower than for LSS.

In the second part of Section 3, we derived the fuzzy annuity benefit. Firstly, we considered the situation 
that the spouses are the same age. It turned out that as the age of spouses increases, the value of the fuzzy 
annual annuity benefit increases, too. For older spouses, the increase is more significant (com. Figure 
8). We can also observe a slight increase in imprecision. Secondly, we analysed the fuzzy annual annuity 
benefits when the husband is 75 years old, and the wife is of different age (com. Table 2). We obtained 
similar precision as in the case that spouses are equal in age.

To summarize, the benefit amounts are highest for the Vasicek model, slightly lower benefits are 
obtained for the AR(1) process. The autoregressive process of order one is the discrete equivalent of the 
Ornstein-Uhlenbeck process (Vasicek model). Therefore, similar results are obtained for both models. 
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The lowest benefit is obtained for the Wiener process. As the frequency of benefits increases, the annual 
benefit increases. The benefit obtained at a constant interest rate is similar to the Vasicek model. The 
number of payments per year affects the annual benefit obtained, with withdrawals more frequent than 
12 times per year no longer significantly improving the benefit. As the age of spouses increases, the value 
of the fuzzy annual annuity benefit increases, too. For older spouses, the increase is more significant. 
We can also observe a slight increase in imprecision. The fuzzy rate has not yet been applied to the 
determination of reverse annuity benefits.

CONCLUSION
Equity release contracts have long been widely discussed. These contracts are addressed to older people. 
Europe's ageing population, and therefore a rising dependency ratio of retirees on the working population, 
strongly suggests that a pensions funding gap will be a key social issue in the future. Equity release contracts 
that can fill this gap. Many older people own property and in return for a monthly benefit, they could 
access using equity release products. 

The article sets out the benefits of a marriage reverse annuity contract, which exists in Poland only  
in individual form. Usually, the spouses own their property. That is why marriage contracts are  
a natural research issue. Various interest rate models were used for this purpose. It was shown what effect 
have the different models of interest rate on the amount taking into account the different frequency of 
their payment. Attention has been focused only on net benefits. The determination of the interest rate  
is of great importance for the correct estimation of the sum of benefits, especially facing the increasing 
inflation. Let us note that in practice, insurers use various forms of indexation to protect benefits against 
the effects of inflation. In this area, the use of the fuzzy interest rate in the indexation mechanism may 
be an interesting and important issue for further research.
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Abstract

The article deals with the problem of the proper selection of the theoretical distribution to describe the empirical 
distribution of scanner prices. In the empirical study we use scanner data from one retail chain in Poland, i.e. monthly 
data on natural yoghurt, drinking yoghurt, long grain rice and coffee powder sold in 212 outlets in January and 
February 2022. Prices and price relatives were modeled using selected ten probability distributions with non-negative 
support, including two, three and four-parameter family of distributions In addition to the visual assessment in the 
form of empirical PDF and CDF figures, numerical criteria were used. These include information criteria values such 
as AIC, BIC, HQIC and p values calculated for the K-S, AD and CVM goodness-of-fit tests. Our research showed 
that at least two models could be distinguished as very accurate, which provides a good background for simulation 
research on price indices or for the construction of so-called population price indices.3

INTRODUCTION
Scanner data are a relatively new and at the same time cheap alternative data source in inflation 
measurement. The volume of scanner data is enormous compared to the datasets obtained as part of the 
traditional data collection and they provide detailed information about the products sold at the barcode 
level. As these data are usually obtained with high frequency (monthly, weekly, and in some countries even 
daily), it enables effective modeling of scanner prices. In turn, having well-matched theoretical probability 
distributions to empirical price distributions, we have a good background for simulation research on price 
indices or for the construction of so-called population price indices. This article addresses the problem 
of proper adjustment of the theoretical probability distribution to the distribution of real scanner prices.
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The article attempts to model the prices of food products, inter alia, due to the multitude of their 
representatives. In the empirical study we use scanner data from one retail chain in Poland, i.e. monthly 
data on natural yoghurt, drinking yoghurt, long grain rice and coffee powder sold in 212 outlets in January 
and February 2022. Prices and price relatives were modelled using selected ten probability distributions 
with non-negative support, including two, three and four-parameter family of distributions In addition 
to the visual assessment in the form of empirical PDF and CDF figures, numerical criteria were used. 
These include information criteria values such as AIC, BIC, HQIC and p values calculated for the K-S, 
AD and CVM goodness-of-fit tests. Our research showed that at least two models could be distinguished 
as very accurate.

Our paper consists of following sections. Section 1 describes the importance of scanner data, with 
the main advantages but also methodological challenges related to the implementation of these data  
in inflation measurement. This section also explains why scanner price modeling can be of great practical 
and theoretical importance. Section 2 presents probability distributions with non-negative support selected 
to price data modeling and two numerical criteria for comparisons of the quality of data modeling, i.e. the 
information criteria such as AIC, BIC and HQIC and p-values calculated while goodness-of-fit testing. 
Section 3 describes main stages of the implemented scanner data processing and it presents and describes 
results obtained for the set of selected probability distributions and applied goodness-of-fit tests, i.e. the 
Kolmogorov-Smirnow (K-S), Anderson-Darling (AD) and Cramer von Mises (CVM) tests. Final section 
lists general conclusions which can be drawn from our empirical study.

1 SCANNER DATA IN INFLATION MEASUREMENT
Scanner data mean transaction data that specify turnover and numbers of items sold by barcodes,  
e.g. GTIN (Global Trade Article Number), formerly known as the EAN (European Article Number) 
code (International Labour Office, 2004). These data are a quite new data source for statistical agencies 
and the availability of electronic sales data for the calculation of the Consumer Price Index (CPI) has 
increased over the past 20 years. They can be obtained from a wide variety of retailers (supermarkets, 
home electronics, Internet shops, etc.). However, the use of scanner data in the inflation measurement 
is associated with a number of methodological challenges discussed in the work.

1.1 The genesis, advantages and disadvantages of scanner data
We distinguish several basic sources of scanner data. The most valuable source of this type of data seems 
to be direct suppliers, i.e. points of sale with particular emphasis on supermarket chains. Supermarkets are 
powerful potential providers of scanned data - a typical supermarket has a database of 10 000–25 000 barcodes 
for products sold, most of which are food and drink. Theoretically similar providers of scanner data can also 
be smaller supermarkets, small retailers, pharmacies, travel agencies or even online stores, as long as they 
archive sales data taking into account product coding. The second, alternative source of scanner data may be 
companies specialized in market research. For case, some countries use the scanner data provided by Nielsen 
or GfK companies and include it in their national CPI estimates, nevertheless this is an expensive solution.

Listing main advantages of using scanner data we should note that: a) using scanner data is relatively 
cheap, automatic and based on huge  data volumes; b) these data sets are complete at the lowest level of 
aggregation, i.e. they provide information both on product prices and their sales value at the elementary 
level; c) this data can be obtained at a high frequency at the barcode level, which in turn enables precise 
modeling of product price distributions even at the lowest level of data aggregation. The advantage listed 
in point “c” is precisely the main topic of this article. 

Nevertheless, the decision to use scanner data is associated with a number of technological, IT and 
methodological problems (Białek, 2020). It is necessary to correctly and highly automatically classify 
products into COICOP groups and there is need also to precise match products over time. Some countries 
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implement data filtering before price index calculation (e.g. removal of products with extreme price changes). 
Ultimately, the Statistical Office is faced with the choice of the appropriate formula of the price index and 
the method of aggregation of indicators obtained on the basis of various data sources (Chessa, 2016).

1.2 Scanner data processing: classification and matching products
After downloading, formatting to the required form and pre-clearing the scanner data (deletion of records 
with missing data, deletion of deduplicates), all products should be classified into the appropriate elementary 
groups (COICOP 5 level) or their local subgroups (national COICOP 6 or lower). The classification  
of products can be carried out basically by two methods, and their selection can be determined by the 
content of the scanner data. Complete scanner data are transaction data, where at the level of GTIN 
codes we have information about the price of the product, the volume of its sales, sales unit, product label 
(detailed description), its weight, sometimes the material of execution, VAT or the size of the discount. Such 
a structure of information means that effective classification can be carried out based on machine 
learning methods, which, however, requires manual preparation of learning and test trials (Białek and 
Bęręsewicz, 2021). The second effective solution in the process of automatic product classification  
is to prepare dictionaries of keywords and phrases that uniquely identify the COICOP group to which 
the tested product belongs.

After the products have been correctly classified into the appropriate homogeneous segments, the 
products sold in the compared months should be matched. For proper matching of products, the product 
code (internal code, broadcast over the retail chain and external code, such as EAN or GTIN) and their 
labels are most often used, if they are sufficiently precise. Comparison of product labels, both at the stage 
of product classification and in the process of matching products over time, requires the use of text mining 
methods and appropriate measures of distance between text strings.

1.3 Why do we need fitted scanner price distributions?
This article addresses the problem of proper adjustment of the theoretical probability distribution  
to the empirical distribution of scanner prices. Of course, there is a natural question about the desirability 
of this type of consideration. 

In order to justify undertaking the research problem, let us note at the beginning that knowledge  
of the distribution of prices and the distribution of relative prices allows for the construction of the  
so-called population price indices. It is possible then to generalize the so-called sample elementary 
indices (the Dutot index, 1738; the Carli index, 1764; or the Jevons index, 1865) to the entire population  
of products from a given segment by determining the so-called population elementary price indices (Silver 
and Heravi, 2008; Białek, 2022). With certain technical assumptions about consumption levels (quantity 
distributions), it is also possible to infer the population Laspeyres price index (Białek, 2015).

Another argument may be the fact that by having accurate probabilistic price models, we are able  
to effectively construct simulation experiments to study the nature of price indices. For example, knowing 
the expected values of such distributions and using theorems about the distribution of sums and quotients 
of random variables, we can formulate expectations for price indices understood as random variables,  
and then check whether the indices determined on the basis of empirical data are close to these 
expectations. The above approach was used, for instance, in the papers by Białek and Bobel (2019) or Białek  
and Beręsewicz (2021) to optimize the choice of a multilateral price index.

2 THEORETICAL PROBABILITY DISTRIBUTION CONSIDERED
2.1 The list of considered probability distributions
Continuous distributions related to the support can be divided into distributions supported  
on a bounded interval, supported on the whole real axis, supported to semi-infinite intervals (usually [0,∞))  



2022

285

102 (3)STATISTIKA

and distributions with variable support. Due to the topic presented in the article, we limited ourselves 
only to distributions with a non-negative support.

We considered ten distributions divided into three groups according to the number of parameters. 
Distributions with two parameters are: the beta prime (BPr) (Johnson et al., 1995), Gompertz (Gom) 
(Johnson et al., 1995), inverse normal (InvN) (Chhikara and Folks, 1989), lognormal (Gaddum, 1945), 
log-Laplace (LLap) (Lindsey, 2004), Nakagami (Nak) (Nakagam, 1960) and Shifted Gompertz (SGom) 
(Bemmaor, 1994). Distributions with three parameters are: the inverse Weibull (InvW) (Drapella, 1993) 
and generalized gamma (GG) (Stacy, 1962). Distribution with four parameters is the generalized beta  
of the second kind (GB2) (McDonald, 1984).

The GG and GD2 distributions are actually distribution families. These families consist of other, 
more or less known distributions, which are referred to as their special cases (see Tables 1 and 2). In fact, 
there are much more models which could be incorporated in price data modeling. The selected PDFs 
are presented in Table 3.

Table 1 Sub-models of the GG distribution

Table 2 Sub-models of the GB2 distribution

a b c Sub-model

- 1 1 Exponential

- 1 - Gamma

- 1 c ∈ N Erlang

- - 1 Weibull

2 1 0.5n, n ∈ N Chi-square

 2 2 0.5n, n ∈ N Chi

σ  2 2 1 Rayleigh

σ  2 2  1.5 Maxwell–Boltzmann

Source: Own construction based on Stacy and Mihram (1965)

a b c d Sub-model

- 1 - - Singh–Maddala (Burr XII) 

- - 1 - Dagum (Burr III) 

- - - 1 Beta type II 

1 1 - - Standard Burr XII 

1 - 1 - Standard Burr III 

1 - - 1 Standard Beta type II 

- 1 1 - Fisk (log-logistic) 

- 1 - 1 Lomax (Pareto type II) 

- 1 - h Paralogistic 

- - 1 1 Inverse Lomax 

- - - α Inverse paralogistic 

Source: Mead et al. (2018)
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2.2 The used goodness-of-fit tests
Let M(Θ) be the model with the vector of parameters Θ and fM (x; Θ) be the PDF of this model. Let  
x1*, x2*, ... , xn* be a random sample of size n from the M(Θ). Our target is to estimate the unknown 
parameters Θ by using the maximum likelihood estimation (MLE) method. The likelihood function  
is given by:

� (1)

then the log-likelihood function is defined as:

� (2)

Formulas  have complex forms. In practice, the calculation of these derivatives is not necessary. 
We had better maximize the log-likelihood function using a mathematical software instead of struggling 
with a system of complicated nonlinear equations that may have extraneous roots.

To avoid local maxima of the log-likelihood function, the optimization routine was run repeatedly 
each time from different starting values that are widely scattered in the parameter space. The maximum 

Table 3 The PDFs used for data modeling

Distribution PDF

BPr

Gom

InvN

Log

LLap

Nak

SGom

InvW

GG

GB2

Source: Own construction
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likelihood estimates of parameters Θ were calculated in R software (R Core Team, 2014) using the fitdistr() 
function (package MASS).

The K-S, AD and CVM tests were used for model fitting, while the information criteria such as AIC, 
BIC and HQIC were used for comparisons of models. Let us remind the reader that:

� (3)

where l is the log-likelihood function (2), n is the sample size and p is the number of model parameters.

3 EMPIRICAL STUDY
3.1 Description of the used scanner data sets
In the following empirical study we use scanner data from one retail chain in Poland, i.e. monthly data 
on natural yoghurt (subgroup of COICOP 5 group: 011441), drinking yoghurt (subgroup of COICOP 5 
group: 011441), long grain rice (subgroup of COICOP 5 group: 011111) and coffee powder (subgroup 
of COICOP 5 group: 012111) sold in 212 outlets in January and February 2022 (52 618 records, 
which means 42 MB of data). These groups will be designated in our study as Cases 1–4, respectively.  
We defined a homogeneous product at the most detailed level, i.e. at the EAN bar code level. We 
detected the following number of different EANs with respect to analyzed product groups: 59 (natural 
yoghurt), 106 (drinking yoghurt), 28 (long grain rice) and 98 (coffee powder). For each EAN the 
monthly price was calculated as the so called unit value, i.e. the monthly product price was determined 
as the quotient of the total value of sales of a given product by the number of units of the product sold. 
For each analyzed Case, the following variants for the price samples were considered: prices from the 
beginning of the research period (denoted by "B"), prices from the end of the research period (denoted 
by "E") and the variant with partial price indices (variant "I" with relative prices, i.e. ratios of February 
prices to January prices).

3.2 Scanner data processing applied
Before fitting probability distributions, the data sets (mentioned in Section 3.1) were carefully 
prepared. First, after deleting records with the missing data and performing the deduplication 
process, the products were classified first into the relevant elementary groups (COICOP level 
5) and then into their subgroups (local COICOP level 6). Product classification was performed 
using the data_selecting() and data_classification() functions from the PriceIndices R package 
(Białek, 2021). The first function required manual preparation of dictionaries of keywords and 
phrases that identified individual product groups. The second function was used for problematic, 
previously unclassified products and required manual preparation of learning samples based on 
historical data. The classification itself was based on machine learning using random trees and the 
XGBoost algorithm (Tianqi and Carlo, 2016). Next, the product matching was carried out based  
on the available GTIN bar codes, internal retail chain codes and product labels. To match products we used  
the data_matching() function from the PriceIndices package. To be more precise: products with two 
identical codes or one of the codes identical and an identical description were automatically matched. 
Products were also matched if they had identical one of the codes and the Jaro-Winkler (1989) distance 
of their descriptions was smaller than the fixed precision value: 0.02. In the last step before calculating 
indices, two data filters were applied to remove unrepresentative products from the database, i.e. the 
data_filtering() function from the cited package was used. The extreme price filter (Białek and Beręsewicz, 
2021) was applied to eliminate products with more than three-fold price increase or more than double 
price drop from month to month. The low sale filter (van Loon and Roels, 2018) was used to eliminate 
products with relatively low sales from the sample (almost 35% of products were removed).
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3.3 Main results
Figures 1–4 show the estimated PDF and CDF for the selected models in relation to Cases I–IV, respectively. 
With very similar shapes of the estimated PDFs (see e.g. Figure 4; B, E data), additional numerical measures 
are necessary.

The first group of considered numerical measures consists of the values of information criteria: AIC, 
BIC and HQIC. Tables 4, 6, 8, 10 display values of the MLEs and the information criteria for Cases I–IV, 
respectively. The lowest values of the information criteria are marked in bold.

The second group of numerical measures includes values of all considered test statistics and the 
corresponding p-values. Tables 5, 7, 9, 11 present test statistic values and p-values calculated for the K-S, 
AD and CVM tests. The lowest statistics values (the highest p-values) are noted in bold.

The p-values for a given model were calculated as follows. Let Θ be the vector of model parameters. 
Having estimated parameters vector  for a given sample of size n, we calculated test statistics .  
Next, we generated 105 samples of size n for the given model with the estimated parameters vector  For 
each obtained sample s, we calculated the value of  . Finally, the p-value can be approximated 
as follows:

� (4)

As it is shown in Table 4, the GB2 model is the best in terms of AIC values for B, E, I data and in terms 
of BIC, HQIC values for E, I data. The Nak model is the best in terms of BIC, HQIC values for B data. 
The GB2 model (see Table 5) is definitely highlighted by the test statistic values and p values. The p-value 
ranking for the K-S test is the same as the p-value rankings for the AD and CvM tests. Please note, that 
the ranking on the basis of the information criteria differs from the analogical ranking based on p-values.

Figure 1	 PDFs and CDFs of distributions for (B), (E), (I), respectively. Case I
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Figure 1 	 (continuation)

Source: Own construction in R

Table 4 Values of MLEs and information criteria. Case I

Table 5 Goodness-of-fit tests. Case I

Model Data MLEs AIC BIC HQIC

Log

B  = 2.0451,  = 0.3916 302.118 306.273 303.74

E  = 2.0343,  = 0.4039 304.503 308.658 306.125

I  = –0.0109,  = 0.1084 –91.993 –87.838 –90.371

InvW

B  = –329.72,  = 336.6,  = 128.27 298.478 304.711 300.911

E  = –190.29,  = 197.11,  = 74.80 301.191 307.424 303.624

I  = –28.02,  = 28.966,  = 236.07 –72.178 –65.945 –69.745

Nak

B  = 2.17389,   = 76.4807 294.080 298.235 295.702

E  = 1.8883,  = 78.0220 302.415 306.570 304.037

I  = 22.6211,  = 1.0005 –94.792 –90.637 –93.170

GG

B  = 4.8563,  = 1.7551,  = 2.7431 295.954 302.186 298.387

E  = 1.7696,  = 1.1166,  = 5.6167 302.121 308.354 304.554

I  = 0.5932,  = 3.6700,  = 7.0233 –93.469 –87.236 –91.036

GB2

B  = 9.70,  = 9.52,  = 0.33,  = 0.70 292.778 301.088 296.022

E  = 11.38,  = 8.7,  = 0.29,  = 0.46 294.889 303.199 298.133

I  = 51.79,  = 0.99,  =  = 0.27 –99.038 –90.728 –95.794

Source: Own calculations in R

Model Data
KS AD CVM

statistic p-value statistic p-value statistic p-value

Log

B 0.1093 0.4492 1.3810 0.2085 0.1698 0.3354

E 0.1284 0.2621 1.588 0.1570 0.2044 0.2603

I 0.1387 0.1860 1.0977 0.3087 0.1668 0.3427
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Table 5   	 (continuation)

Model Data
KS AD CVM

statistic p-value statistic p-value statistic p-value

InvW

B 0.0995 0.5696 1.0789 0.3197 0.1313 0.4553

E 0.1135 0.4002 1.2654 0.2411 0.1617 0.3533

I 0.1884 0.0260 3.0886 0.0239 0.5037 0.0378

Nak

B 0.0961 0.6105 0.7224 0.5374 0.0795 0.6948

E 0.1167 0.3663 1.3943 0.2033 0.1767 0.3174

I 0.1262 0.2776 0.9383 0.3898 0.1447 0.4055

GG

B 0.0954 0.6233 0.727 0.5367 0.0798 0.6956

E 0.1158 0.3808 1.2141 0.2650 0.1456 0.4067

I 0.1200 0.3370 0.9207 0.4014 0.1458 0.4040

GB2

B 0.0893 0.7005 0.4409 0.8060 0.0622 0.8016

E 0.0819 0.7936 0.4946 0.7523 0.0637 0.7939

I 0.0807 0.8083 0.3494 0.8969 0.0491 0.8837

Source: Own calculations in R

As shown in Table 4, the GB2 model is the best in terms of AIC values for B, E, I data and in terms  
of BIC, HQIC values for E, I data. The Nak model is the best in terms of BIC, HQIC values for B data. 

Figure 2	 PDFs and CDFs of distributions for (B), (E), (I), respectively. Case II
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Figure 2 	 (continuation)

Source: Own construction in R

Table 6 Values of MLEs and information criteria. Case II

Model Data MLEs AIC BIC HQIC

Log

B  = 2.0977,  = 0.4639 302.118 306.273 303.74

E  = 2.1125,  = 0.4897 304.503 308.658 306.125

I  = 0.0148,  = 0.0803 –91.993 –87.838 –90.371

BPr

B  = 51.7207,  = 6.7802 298.478 304.711 300.911

E  = 46.6895,  = 6.0785 301.191 307.424 303.624

I  = 313.0666,  = 308.4696 –72.178 –65.945 –69.745

SGom

B  = 0.3309,  = 9.7901 294.080 298.235 295.702

E  = 0.2962,  = 7.5927 302.415 306.570 304.037

I  = 10.2637,  = 24996.2643 –94.792 –90.637 –93.170

GG

B  = 0.0147,  = 0.4545,  = 18.1429 295.954 302.186 298.387

E  = 0.0142,  = 0.4431,  = 17.2612 302.121 308.354 304.554

I  = 0.1128,  = 1.7436,  = 46.5808 –93.469 –87.236 –91.036

GB2

B  = 8.60,  = 3.38,  = 46.76,  = 0.28 292.778 301.088 296.022

E  = 10.95,  = 5.2,  = 1.41,  = 0.21 294.889 303.199 298.133

I  = 22.54,  = 0.91,   = 4.23,  = 0.705 –99.038 –90.728 –95.794

Source: Own calculations in R

The GB2 model (see Table 5) is definitely highlighted by goodness-of-fit tests. The p-value ranking for 
the K-S test is the same as the p-value rankings for the AD and CvM tests. Based on the graphical and the 
numerical results, the GB2 and Nak models are considered as ones of the best models for the analyzed 
data set.

The GB2 model (see Table 6) is the best in terms of information criteria values. The GB2 model  
(see Table 7) is definitely distinguished by goodness-of-fit tests. The p-value ranking for the K-S test  
is the same as the p-value rankings for the AD and CvM tests. Based on the graphical and the numerical 
results, the GB2 model is considered as one of the best models for the Case II.
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Table 7 Goodness-of-fit tests. Case II

Model Data
KS AD CVM

statistic p-value statistic p-value statistic p-value

Log

B 0.2309 0 5.9991 0.0011 1.1011 0.0015

E 0.1817 0.0015 4.9616 0.0030 0.8780 0.0046

I 0.1307 0.0490 2.3762 0.0576 0.4320 0.0596

BPr

B 0.21107 0.0001 4.4519 0.0053 0.8237 0.0063

E 0.1625 0.0067 3.4589 0.0165 0.6074 0.0213

I 0.1307 0.0491 2.3736 0.0588 0.4319 0.0604

SGom

B 0.2507 0.00000 7.1156 0.0003 1.3038 0.0004

E 0.2094 0.0001 6.4618 0.0007 1.1511 0.0011

I 0.1772 0.0023 5.6305 0.0015 1.0541 0.0017

GG

B 0.2436 0 7.4065 0.0003 1.3697 0.0003

E 0.1911 0.0008 6.2738 0.0008 1.1272 0.0012

I 0.1418 0.0259 2.9891 0.0284 0.5430 0.0318

GB2

B 0.1176 0.0993 0.8511 0.4517 0.1615 0.3580

E 0.0704 0.6438 0.4582 0.7999 0.0645 0.7866

I 0.0577 0.8513 0.3730 0.8759 0.0663 0.7766

Source: Own calculations in R

Figure 3	 PDFs and CDFs of distributions for (B), (E), (I), respectively. Case III
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Figure 3 	 (continuation)

Source: Own construction in R

Table 8 Values of MLEs and information criteria. Case III

Model Data MLEs AIC BIC HQIC

Log

B  = 2.4195,  = 0.4286 171.507 174.171 172.321

E  = 2.4019,  = 0.4157 168.808 171.472 169.622

I  = -0.0176,  = 0.1809 –13.281 –10.616 –12.466

Nak

B  = 1.5029,  = 182.3891 174.781 177.445 175.595

E  = .6492,  = 170.1581 170.679 173.343 171.493

I  = 7.1613,  = 1.0369 –10.1622 –7.4978 –9.3477

Gom

B  = 0.02556,  = 0.1196 182.754 185.418 183.568

E  = 0.0204,  = 0.1497 177.189 179.854 178.004

I  = 0.0642,  = 3.6824 7.689 10.353 8.503

GG

B  = 0.0303,  = 0.5097,  = 20.9009 174.037 178.034 175.259

E  = 0.0614,  = 0.5585,  = 18.6752 171.062 175.059 172.284

I  = 0.0597,  = 1.1157,  = 23.2369 –9.8031 –5.8065 –8.5813

GB2

B  = 1.10,  = 1.75,  = 39.14,  = 5.44 175.265 180.594 176.893

E  = 0.63,  = 1.92,  = 58.11,  = 19.44 172.836 178.165 174.465

I  = 62.04,  = 0.96,  = 0.15,  = 0.13 –18.987 –13.658 –17.358

Source: Own calculations in R

The Log model (see Table 8) is the best in terms of information criteria values for B, E data and the 
GB2 model is the best in terms of information criteria value for I data. The GB2 model (see Table 9)  
is the best in terms of goodness-of-fit tests. The p-value ranking for the K-S test is the same as the p-value 
rankings for the AD and CvM tests. Based on the graphical and the numerical results, the Log and GB2 
models are considered to be best models in the case of  the third analyzed data set.
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Table 9 Goodness-of-fit tests. Case III

Model Data
KS AD CVM

statistic p-value statistic p-value statistic p-value

Log

B 0.1057 0.8800 0.2854 0.9492 0.04485 0.9103

E 0.1043 0.8896 0.2833 0.9496 0.0382 0.9444

I 0.1944 0.2102 1.5174 0.1710 0.2930 0.1406

Nak

B 0.1602 0.4254 0.5675 0.6791 0.1006 0.5870

E 0.1279 0.7028 0.4825 0.7628 0.0777 0.7082

I 0.2232 0.1040 1.7599 0.1242 0.3435 0.1001

Gom

B 0.1773 0.3070 1.0727 0.3227 0.1609 0.3613

E 0.1521 0.4890 0.8627 0.4365 0.1291 0.4611

I 0.2624 0.0342 3.2897 0.0201 0.6357 0.0178

GG

B 0.1184 0.785 0.3341 0.910 0.0547 0.851

E 0.1126 0.8305 0.3150 0.92525 0.0446 0.9113

I 0.2089 0.151 1.6257 0.150 0.3171 0.120

GB2

B 0.1055 0.8822 0.2504 0.970 0.0366 0.952

E 0.0994 0.9185 0.2746 0.9552 0.0362 0.9539

I 0.1545 0.4685 0.7612 0.5570 0.1249 0.4783

Source: Own calculations in R

Figure 4	 PDFs and CDFs of distributions for (B), (E), (I), respectively. Case IV
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Figure 4 	 (continuation)

Source: Own construction in R

Table 10 Values of MLEs and information criteria. Case IV

Model Data MLEs AIC BIC HQIC

InvN

B  = 3.9891,  = 135.4686 971.116 976.286 973.207

E  = 68.6115,  = 127.9516 991.298 996.468 993.390

I  = 1.0579,  = 75.4539 –126.964 –121.794 –124.873

Log

B  = 3.9796,  = 0.6072 964.353 969.523 966.445

E  = 4.0294,  = 0.6312 981.689 986.859 983.780

I  = 0.0498,  = 0.1174 –128.024 –122.854 –125.933

LLap

B  = 3.9500,  = 0.9748 979.515 984.685 981.606

E  = 4.0239,  = 0.9958 990.352 995.522 992.443

I  = 0.0179,  = 0.9604 104.051 109.221 106.142

GG

B  = 0.0827,  = 0.4213,  = 15.7802 965.043 972.798 968.179

E  = 0.0515,  = 0.3959,  = 16.4507 982.693 990.448 985.829

I  = 0.6722,  = 3.7761,  = 5.8984 –134.951 –127.196 –131.814

GB2

B  = 2.79,  = 70.66,  = 0.90,  = 1.49 963.290 973.630 967.472

E  = 3.79,  = 69.99,  = 0.59,  = 0.91 976.721 987.061 980.904

I  = 105.66,  = 1.01,  = 0.16,  = 0.10 –149.997 –139.657 –145.815

Source: Own calculations in R

Table 11 Goodness-of-fit tests. Case IV

Model Data
KS AD CVM

statistic p-value statistic p-value statistic p-value

InvN

B 0.1312 0.0618 1.1101 0.3020 0.1775 0.3132

E 0.1301 0.0661 1.6027 0.1530 0.2493 0.1884

I 0.1420 0.0347 2.2576 0.0679 0.3776 0.0834
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Table 11   	 (continuation)

Model Data
KS AD CVM

statistic p-value statistic p-value statistic p-value

Log

B 0.1092 0.1786 0.6996 0.5569 0.1010 0.5797

E 0.1041 0.2228 0.9124 0.4067 0.1265 0.4692

I 0.1393 0.0406 2.2054 0.0713 0.3707 0.0862

LLap

B 0.1305 0.0751 2.5158 0.0584 0.3203 0.1354

E 0.13844 0.0418 2.4393 0.0533 0.3188 0.1203

I 0.3647 0.0000 25.2491 0.0000 5.0748 0.0000

GG

B 0.0932 0.3421 0.5533 0.6939 0.0763 0.7158

E 0.0888 0.3965 0.7447 0.5220 0.0977 0.5954

I 0.1244 0.0899 2.3132 0.0635 0.4049 0.0715

GB2

B 0.0734 0.6386 0.4695 0.7805 0.0681 0.7654

E 0.0592 0.8600 0.4195 0.8279 0.0529 0.8595

I 0.1039 0.2242 1.0053 0.8787 0.1700 0.3343

Source: Own calculations in R

The Log model (see Table 10) is the best in terms of BIC, HQIC values for B data and in terms of BIC 
values for E data. The GB2 model (see Table 10) is the best in terms of AIC values for B data, in terms  
of AIC and HQIC values for E data, in terms of information criteria values for I data. The GB2 model  
(see Table 11) is the best in terms of goodness-of-fit tests. The p-value ranking for the K-S test provides the 
same hierarchy of models as p-value rankings based on the AD and CvM tests. On the basis of graphical 
and numerical results, the Log and GB2 models are considered to be best models for the Case IV.

CONCLUSIONS  
We used a distribution family with a non-negative domain to model scanner prices and relative scanner 
prices of natural yoghurt, drinking yoghurt, long grain rice and coffee. For the ranking of selected 
models, we used the values of the information criteria and p-values calculated for the goodness-of-fit 
tests. Interestingly, the ranking of models according to the AIC criterion is the same as according to the 
BIC and HQIC criteria (see Section 3.3). The ranking of the models according to the p-values determined 
for the K-S test is the same as according to the p-values obtained for the AD and CVM tests.

The article shows that the greater the number of model parameters, the more special cases a given 
model has (see Tables 1 and 2). One might expect that as the number of model parameters increases, 
the model will fit the data better. This rule does not apply to prices in Case 3 (see Table 8; data B, E),  
as the values of the information criteria taking into account the number of model parameters are smaller 
for the Log model (with two parameters) than for the GB2 model (with four parameters). In general, 
however, models with more parameters allow for more flexibility in the manipulation of normal and central 
moments of the distribution, which may be important in organizing simulation studies on price indices.

In summary, the generalized beta of the second type and the lognormal model are best suited for 
modeling scanner prices and relative scanner prices. Good results for the lognormal distribution obtained 
for the analyzed food products are consistent with the common opinion that this distribution characterizes 
product prices well (Silver and Heravi, 2007). This model was implemented in the PriceIndices package 
in the generate() function, which is used to generate artificial scanner data sets (Białek, 2021). Several  
of the remaining models also seem to be of good quality in price modeling, with the final selection  
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of the model probably depending on the product segment and the definition of a homogeneous product 
(the lower the aggregation level, the greater the price fluctuations we observe).

Potential directions for further work include an attempt to model the amount of purchased products 
(and thus consumption distribution) and, consequently, possibly also weighted indices. From the 
theoretical point of view, it would also be interesting to investigate whether the expected values determined  
on the basis of the theoretical distributions of weighted indices correspond to their sample values.
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Abstract

In this paper, the author aims to describe the dissemination of microdata from the population census by National 
Statistical Offices. This type of data is highly confidential, and approaches to protection vary across the world. 
National Statistical Offices mostly strive to publish their data as much as possible, but they are bounded by national 
and international laws to protect the personal data of respondents. The primary goal is mapping the differences 
between countries and their categorization. Different approaches to microdata availability are described, and various 
data access approaches are depicted. The information was obtained from publicly available documentation and  
a survey in which selected statistical offices were contacted. Discovered were that of the 223 countries (including 
dependent territories), 100 countries have made microdata available for the scientific community, with 30 countries 
also providing microdata access to the public. This paper presents a mapped overview and aggregated information 
on the publication of microdata of the population census from around the world.

INTRODUCTION
A growing pressure from the research community, policymakers and citizens has been observed for 
publishing more data in increasing detail. Producers of the statistic, specifically National Statistical 
Offices (NSO) or other statistical agencies, stand on the other side. They are bound by national and 
international laws protecting personal data and keeping the trust of their respondents. The confidentiality 
of the data is essential to all statistical offices and agencies because respondents and NSO's can trust 
each other only if the trust is maintained, which increases the quality of the data obtained from 
individual respondents.

However, the dissemination of census data has many positives, and their subsequent analysis has many 
benefits that aim to improve the social well-being and everyday lives of ordinary people, who mostly do 
not even know that it was the census data used to improve their surroundings. The population census 
is a unique statistical survey that makes it possible to obtain essential information that cannot usually 
be obtained in any other way. Census microdata can be used for research and planning in areas such  
as health, fertility, housing, transportation, education, employment, migration and regional development.
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For example, as stated in Černý (2021a), NSO's obtain information about population distribution, which in 
European Union censuses is based on usual residence (the place where the person actually resides, regardless 
of where he is domiciled). Not only that, NSO's further obtain information about education with other socio-
demographic indicators, such as the place of residence, size of the dwelling, number of household members, etc.

In the following article by Černý (2021b), several projects were presented, which have used census 
data to improve the state of affairs. To give an idea of the benefits of census data for the city, one of the 
projects was the Transport model of the city of České Budějovice. In the project, the authors created  
a mathematical model of automobile transport in České Budějovice and its surroundings.  
The model then enabled them to plan municipal transit/transport, assess changes in the organization of  
transit/transport and forecast car transport or evaluate the impact of new investments. This model 
included data that cannot be obtained from a source other than the census, such as information concerning 
commuting to work or the actual number of people in the surrounding area.

There are many approaches how to make microdata accessible by NSO. It can be accessed via Data 
Laboratories, Remote Access Facilities or are provided as products for use outside the NSO. Disseminated 
microdata can be categorized into two groups based on intended. The first group is microdata that the 
general public can access, and the second one is microdata that can access only by approved researchers. 
These groups do not have a fixed nomenclature, as it varies by region. In the European region is used 
term Public Use Files (PUF) for the first group and the Scientific use files (SUF) for the second. Other 
regions are described further in the article.

In this research paper, the author aims to examine the approaches taken by the individual European 
National/Central Statistical Offices and other statistical agencies around the world in relation to the 
publication of microdata. The main goal is to compare specific approaches between the individual 
countries (European and non-European). The primary interest of this work is whether the statistical 
offices publish microdata at all and, if so, what approach and models they chose to protect the personal 
data of their respondents. The information has been obtained from publicly available documentation 
and from a survey sent to selected statistical offices. 

1 LEGISLATION AND LITERATURE
Microdata are data that contain information about an individual person, household, business, or other 
entity (Templ et al., 2014). Usually, they are collected directly by NSO, or they can be obtained from 
the administrative sources or surveys. Raw data of this character are highly sensitive on disclosure of 
confidential information, and in case of release to the scientific community or sometimes even to public, 
there have to be special measures applied to secure data and protect personal information. In the case of 
a population census, microdata is the data that contains information about individual households and 
housing units (United Nations 2017), who are located in a specific territory.

According to United Nations (2007) every official statistical system should support any research based on 
microdata. The following benefits are defined, which result from more accessible publishing of micro-data:

i.	 microdata permits policy makers to pose and analyse complex questions. In economics, for example, 
analysis of aggregate statistics does not give a sufficiently accurate view of the functioning of the 
economy to allow analysis of the components of productivity growth;

ii.	 access to microdata permits analysts to calculate marginal rather than just average effects. For example, 
microdata enable analysts to do multivariate regressions whereby the marginal impact of specific 
variables can be isolated;

iii.	broadly speaking, widely available access to microdata enables replication of important research;
iv.	access to microdata for research purposes, and the resulting feedback, can facilitate improvements  

in data quality. For example, the US Bureau of the Census has formalised the documentation it requires 
from researchers to assist it in improving the quality of its surveys;
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v.	 it increases the range of outputs derived from statistical collections and hence the overall value for 
money obtained from these collections.

International organizations such as United Nations (UN) and European Union (EU) support  
the publication of microdata in compliance with strict privacy of personal data. 

United Nations defined this approach in their Fundamental Principles of Official Statistics (United 
Nations, 2015a) as a sixth principle – Confidentiality, which states that: individual data collected  
by statistical agencies for statistical compilation, whether they refer to natural or legal persons, are  
to be strictly confidential and used exclusively for statistical purposes. This principle is followed  
by United Nations (2007), which sets out further principles for the handling of confidential microdata. 
The mentioned principles are as follow:

Principle 1: It is appropriate for microdata collected for official statistical purposes to be used for statistical 
analysis to support research as long as confidentiality is protected.
Principle 2: Microdata should only be made available for statistical purposes.
Principle 3: Provision of microdata should be consistent with legal and other necessary arrangements 
that ensure that confidentiality of the released microdata is protected.
Principle 4: The procedures for researcher access to microdata, as well as the uses and users of microdata, 
should be transparent and publicly available.
European Union defined this approach in their European Statistics Code of Practice (Eurostat, 2018) 

as a fifth principle – Statistical Confidentiality and Data Protection, which states that: the privacy of data 
providers, the confidentiality of the information they provide, its use only for statistical purposes and the 
security of the data are absolutely guaranteed. This is more specified in Eurostat (2018) by the following 
subpoints:

5.1 Statistical confidentiality is guaranteed in law.
5.2 Staff sign legal confidentiality commitments on appointment.
5.3 Penalties are prescribed for any wilful breaches of statistical confidentiality.
5.4 Guidelines and instructions are provided to staff on the protection of statistical confidentiality throughout 

the statistical processes. The confidentiality policy is made known to the public.
5.5 The necessary regulatory, administrative, technical and organisational measures are in place to protect 

the security and integrity of statistical data and their transmission, in accordance with best practices, 
international standards, as well as European and national legislation.

5.6 Strict protocols apply to external users accessing statistical microdata for research purposes.
Efforts to make microdata available are not in conflict with UN principles and the EU Code  

as long as the data are used for statistical purposes (what is the statistical purpose is described below)  
and it is prevented that individual data on respondents can be identified from the published data.

1.1 European legislation
Microdata publications have to be supported by corresponding legislation as is set out in the principles 
above. The protection of personal data is usually already covered by national law, and in this paper, when 
examining the approach of national offices to publishing microdata, the author also recorded the relevant 
laws that cover this issue. The relevant laws of individual countries can be found in the results section,  
if information about the laws was available.

In European Union, the national statistical confidentiality is provided for in the EU legislation.  
The principal regulations on the EU level that cover statistical confidentiality and protection of personal 
information are the following regulations.

Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the 
protection of natural persons with regard to the processing of personal data and on the free movement 
of such data also known as General Data Protection Regulation (GDPR) represents an EU-wide 
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legal framework for the protection of personal data, which protects the rights of its citizens against  
the unauthorized treatment of their data and personal data. 

In Recital 162 of GDPR (Regulation (EU) 2016/679), there are defined statistical purposes as "any 
operation of collection and the processing of personal data necessary for statistical surveys or for the production 
of statistical results" and that "the statistical purpose implies that the result of processing for statistical 
purposes is not personal data, but aggregate data, and that this result or the personal data are not used  
in support of measures or decisions regarding any particular natural person". This is a crucial sentence that 
guarantees to all persons whose data is used in the microdata analysis that the results of the analyses will 
not be used against them. The result of microdata analysis should not be information that could lead  
to measures against certain individuals but rather aggregated information from which can a population 
benefit as a whole. The researcher should not be interested in information about the persons contained 
in the data, but in the structure and links hidden in the data, which is information that may be lost  
by pre-processing of the data when the researcher has available only an aggregated dataset. In the recital 
is also stated that "where personal data are processed for statistical purposes, this Regulation should apply 
to that processing" and that "Union or member state law should, within the limits of this Regulation, 
determine statistical content, control of access, specifications for the processing of personal data for 
statistical purposes and appropriate measures to safeguard the rights and freedoms of the data subject 
and for ensuring statistical confidentiality".

GDPR Regulation (EU) 2016/679 lays down rules for the publication in Article 6 Lawfulness of 
processing, where is stated that Processing shall be lawful only if and to the extent that at least one of the 
following applies:

a)	 the data subject has given consent to the processing of his or her personal data for one or more specific 
purposes;

b)	 processing is necessary for the performance of a contract to which the data subject is party or in order 
to take steps at the request of the data subject prior to entering into a contract;

c)	 processing is necessary for compliance with a legal obligation to which the controller is subject;
d)	 processing is necessary in order to protect the vital interests of the data subject or of another natural 

person;
e)	 processing is necessary for the performance of a task carried out in the public interest or in the exercise 

of official authority vested in the controller;
f)	 processing is necessary for the purposes of the legitimate interests pursued by the controller or by a third 

party, except where such interests are overridden by the interests or fundamental rights and freedoms 
of the data subject which require protection of personal data, in particular where the data subject  
is a child.

Sub-point c), which refer to compliance with a legal obligation, is a crucial legal instrument for 
publishing microdata. The legal obligation is represented by other legislation, that has specified the 
rights and obligations for the handling of personal data in the given case specified by law. The legislation 
that specifies this is a regulation (EC) No 223/2009 of the European Parliament and of the Council  
of 11 March 2009 on European statistics as amended by Regulation (EU) No 2015/759, which then describes 
in detail the handling of data for statistical purposes. This is also confirmed in GDPR by Recital 163.

In Recital 26 of (Regulation (EC) No 223/2009) is acknowledged that the research community should 
enjoy wider access to confidential data used for the development, production and dissemination of European 
statistics, for analysis in the interest of scientific progress in Europe. Access to confidential data by researchers 
for scientific purposes should therefore be improved without compromising the high level of protection 
that confidential statistical data require. In Article 19 Public use files (PUFs) is then further specified 
that data on individual statistical units, disseminated in the form of a public use file consisting of 
anonymised records which have been prepared in such a way that the statistical unit cannot be identified, 



2022

303

102 (3)STATISTIKA

either directly or indirectly, when account is taken of all relevant means that might reasonably be used  
by a third party. In Article 23 Access to confidential data for scientific purposes, which describes Scientific 
use files (SUFs) is stated that access to confidential data which only allow for indirect identification  
of the statistical units may be granted to researchers carrying out statistical analyses for scientific purposes  
by the Commission (Eurostat) or by the NSIs or other national authorities, within their respective spheres 
of competence. (Regulation (EC) No 223/2009).

EU legislation not only provides legal tools for publishing microdata, in its regulations, it also encourages 
data to be made available to the scientific community, while maintaining strict confidentiality in the data 
and under the conditions of examining the data as a whole. Each member country has its own approach 
to the protection of microdata. There is no regulation at the European level that prescribes protection 
procedures. However, there is inter-European coordination, where experiences are exchanged within  
a working group and expert group on statistical disclosure control.

1.2 Statistical disclosure control
The set of methods focusing on the protection of disseminated data are called Statistical Disclosure 
Control (SDC). SDC is the term most used in the European region, but in other regions are used slightly 
different terms like Statistical disclosure limitation or Disclosure avoidance. Every statistic released from 
NSO is controlled by these methods to protect statistical confidentiality.

There are many approaches to publishing data and according to United Nations (2007) they can  
be categorized as follows:

(i) Statistical products for use outside the NSO. 
– Statistical Tables which can be standardized or specially generated on specific request of the researcher. 

Data Cubes which are flexible multi-dimensional matrices that allow to researcher to create required 
table on their own.

– Public Use Files (PUF) are microdata that can be accessed by general public, usually after registration, 
and because of that the highest level of security against disclosure of respondents' personal data is necessary. 
PUF is the most used expression in the European region; its definition is codified by Regulation EC  
No 223/2009 2015. In the USA, PUF's are called Anonymised Microdata Files.

– Scientific use files (SUF) are microdata that can access only approved researchers, usually is signed 
contract. This type of microdata needs lower level of security than PUFs, but the personal information 
of respondents is still preserved against disclosure. SUF is term most used in the European region,  
its definition is codified by Regulation EC No 223/2009 2015. In USA is SUF called Licensed Anonymised 
Microdata Files.

(ii) A service window through which researchers can submit data requests. 
– Remote Access Facilities which means that researchers could create their statistical tasks remotely 

from microdata through computer networks. 
(iii) Arrangements for allowing researchers to work on the premises of the National Statistical Office.
– Data Laboratories also known as Data Centers or Safe Centers, which allows researchers to access 

microdata in secure place at NSO and because of that can allow to researchers work with more detailed data.
The methods designed for protecting microdata are in detail described in Hundepool et al. (2010) and 

Hundepool (2012). Microdata protection can be categorized into three main groups: Non-perturbative 
microdata masking, Perturbative microdata masking, Synthetic and hybrid data. A general overview  
of these methods is as follows:

(i) Non-perturbative microdata masking is based on reduction of detail in data. Examples of t methods 
in this category are Sampling, Global recoding, Top and bottom coding, Local suppression. In Sampling 
is published only a sample of the original dataset. In Global recoding are generalized categories, which 
means creating new more general categories. Top and bottom coding is global recoding for ranked data. 
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Top values or bottom values are merged together, which means creating new more general top or bottom 
category. Local suppression means replacing risk values with missing values.

(ii) Perturbative microdata masking is based on perturbating data, which means distortion of the 
original data. Examples of the methods in this category are: Noise masking, Microaggregation, Data 
swapping and Rounding. Noise masking is based on adding noise into the data. It is a broad category with 
many approaches to adding noise. For example, normally distributed errors are added into the original 
data. Microaggregation is a broad category of methods for continuous microdata. Those methods are 
based on replacing individual values with values computed on small aggregates. This approach creates 
groups of k or more individuals, where no individual dominates the group and k is a threshold value. 
Data swapping is based on exchanging values of confidential variables between individual records.  
In Rounding are original values replaced with rounded values.

(iii) Synthetic and hybrid data are methods based on generating new data with the preservation of 
certain statistics or internal relationships of the original data set. Methods in this category are Fully 
synthetic data, Partially synthetic data and Hybrid data. In Fully synthetic data a completely new dataset 
which does not contain the original data is released. In Partially synthetic data only the most sensitive 
data are generated, and the rest of the original data are kept in the dataset. Hybrid data are the original 
data and synthetic data combined together. 

1.3 Census recommendations
This paper is focused on publication of microdata outputs from the population census. A comprehensive 
description of the methodology of the population census is provided in the United Nations (2017) and 
United Nations (2015a). Papers describing the content, methodology and preparation of the Census 
2021 in the Czech Republic are following: Čtrnáct (2016), Sudková (2016), Škrabal et al. (2016), Škrabal 
(2017), Báčová (2018), Moravec (2018), and Kozelek (2019).

The recommendations for confidentiality and security of census data are described in United Nations 
(2006) and United Nations (2015a). The general aim of the census is to collect information on each person, 
household, and dwelling. The purpose is to provide information about the population, which can then 
be used to improve life in the country. In the use of these data, NSO are not so interested in information 
about each individual, but they gain valuable information about the structure of the population. However, 
in order to obtain reliable results, the confidentiality of the information collected about the respondents 
must be guaranteed. The security rules around the census carry out the entire operation from the 
actual data collection to its processing and subsequent publication to both the scientific community 
and the general public. The census is a unique project that allows the state to obtain detailed data down  
to the level of very little geographical detail.

In order to release the data obtained from the census, SDC methods have to be applied to all outputs, 
which prevent the disclosure of sensitive information about specific respondents. The goal of statistical 
protection of data confidentiality is to ensure maximum data utility while minimizing data information 
loss and maximizing the protection of published data. In case of the publishing of census microdata, 
there must be always removed direct identifiers such as name, addresses and personal identification 
numbers. Any unique variables, which could cause re-identification of any potential respondent, have 
to be perturbed by SDC methods, in order to minimize the risk of their disclosure. In the case of the 
census, the public confidence in the security and confidentiality of the information is primary and all 
operations are carried out to respect this precondition (United Nations, 2006; United Nations, 2015a).

1.4 International organizations
Several international organizations are interested in the field of microdata dissemination. Mostly  
it is a recommendation of methods and procedures how microdata would be published. Important 
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documents of United Nations and European Union are described above. Another relevant organization 
is OECD, which created expert group for international collaboration on microdata access. In OECD 
(2014) is their summary of the methods, practices, and recommendations. Two important organizations 
are further described, which strive for the widest possible dissemination of microdata from population 
census, IPUMS and the Pacific Community.

1.4.1 IPUMS
IPUMS (Integrated Public Use Microdata Series) is an organization which is mainly focusing on inventory, 
preservation, harmonization, and disseminating of census microdata from countries around the world. 
IPUMS is a part of the Institute for Social Research and Data Innovation at the University of Minnesota. 
According to their website,2 they collaborate with 105 national statistical agencies, 9 national archives, 
and 3 genealogical organizations, which according to them created the world's largest database of census 
microdata. This database contains U.S. censuses from 1790 to the present and other international censuses 
of over 100 countries. IPUMS claims that the library has over a billion records. They stored in their library 
microdata describing 1.4 billion individuals which come from over 450 censuses and surveys.  

Countries listed in Table 1 to Table 5 are the countries that can be found in their library and for clarity 
they were categorized geographically by continent.

2	�	 <https://ipums.org>.

Table 1 Datasets of IPUMS in Europe

Table 2 Datasets of IPUMS in America

Table 3 Datasets of IPUMS in Asia

Austria Belarus Finland France Germany

Greece Hungary Ireland Italy Netherlands

Poland Portugal Romania Russia Slovakia

Slovenia Spain Switzerland Ukraine United Kingdom

Source: Own construction

Argentina Bolivia Brazil Canada Chile

Colombia Costa Rica Cuba Dominican Republic Ecuador

El Salvador Guatemala Haiti Honduras Jamaica

Mexico Nicaragua Panama Paraguay Peru

Puerto Rico Saint Lucia Suriname Trinidad and Tobago United States of America

Uruguay Venezuela

Source: Own construction

Armenia Bangladesh Cambodia China Indonesia

Iran Iraq Israel Jordan Kyrgyzstan

Laos Malaysia Mongolia Myanmar Nepal

Pakistan Palestine Philippines Thailand Turkey

Vietnam

Source: Own construction
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Table 4 Datasets of IPUMS in Africa

Table 5 Datasets of IPUMS in Oceania

Benin Botswana Burkina Faso Cameroon Egypt

Ethiopia Ghana Guinea Kenya Lesotho

Liberia Malawi Mali Mauritius Morocco

Mozambique Rwanda Senegal Sierra Leone South Africa

South Sudan Sudan Tanzania Togo Uganda

Zambia Zimbabwe

Source: Own construction

Fiji Papua New Guinea

Source: Own construction

Table 30, which was placed in the Annex due to its size, then shows the complete range of microdata 
available to IPUMS library3 on 1/3/2022. Picture 1 shows on a world map the countries that are represented 
in their database. The full-size map can be downloaded from the author's GitHub.4 The differences between 
the table and the map are the countries Iceland, Norway, Sweden and Denmark, because these countries 
provide only historical values from the years before 1960.

According to Sobek and Cleveland (2020) confidentiality of the data is ensured by application  
of suppression to very small categories and also application of top- and bottom-code thin tails of continuous 
variables. At geographical level they swap a small number of households to add an additional degree  
of uncertainty and for areas with fewer than 20 000 population in recent censuses are combined together 
with neighbouring units until the threshold is achieved.

3	�	 <https://international.ipums.org/international-action/samples>.
4	�	 <https://github.com/Kyoshido/Population-census-microdata-availability/blob/main/map_IPUMS_03-2022.png>.

Picture 1	Map of member states of IPUMS

Source: Own construction
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Microdata are available at their website,5 but the World Bank library of microdata offers a better 
search environment at their website.6 The microdata are free of charge, but the researcher must submit 
an application to use restricted microdata via an electronic authorization form identifying the user  
by name, electronic address, and institutional affiliation.

1.4.2 The Pacific Community
The Pacific Community (SPC) is the scientific and technical organisation in the Pacific region. SPC 
division, which is responsible for the dissemination of the statistics data, is Statistics for Development 
Division7 (SDD). SDD has provided the census support for its members since the 1990's and their 
technical support covers all aspects of the census cycle, from the questionnaire design and preparation 
of census cartography, to training of field staff, data processing, tabulation, analysis, and reporting and 
dissemination of results. 

Member States of the pacific community. which are geographically located in Oceania are listed  
in Table 6.

The microdata are available on their website only if the country signs a Memorandum of Understanding 
and gives SPC the right to publish their data sets. In the case of census microdata, all datasets in the 
microdata library are set as No Access. Because SPC helped with the collection of the microdata, they 
include them in the list in the library and also hold the dataset, but SPC don't disseminate them. Researchers 
have to contact the country National Statistics office to get those data.

2 SURVEY ON THE PRACTICES
There are plenty of approaches on how to make microdata available. A comprehensive list of recommended 
ways can be found at United Nations (2007). Generally, the publication of microdata can be divided 
based on the audience for which it is intended, into PUF and SUF microdata. Public Use Files (PUFs)  
in the USA called Anonymised microdata files, are microdata that can be accessed by the general public. 
That is the reason why the highest level of security against disclosure of individual respondent personal 
data is necessary. Scientific use files (SUF) in the USA called Licensed anonymised microdata files, are 
microdata that can be accessed only by approved researchers, usually with a signed contract. This type 
of microdata needs a lower level of security than PUFs, but the personal information of respondents  
is still preserved against disclosure.

In order to find out the approaches of individual statistical offices the survey and following research 
were made, in which author was focused on the current situation and the plans following the data 

5	�	 <https://international.ipums.org/international>.
6	� <https://microdata.worldbank.org/index.php/catalog/ipums>.
7	� <https://sdd.spc.int>.

Table 6 Member states of The Pacific Community

Australia American Samoa Cook Islands Federated States  
of Micronesia Fiji

French Polynesia Guam New Zealand Kiribati Mariana Islands

Marshall Islands Nauru New Caledonia Niue Palau

Papua New Guinea Pitcairn Islands Samoa Solomon Islands Tokelau

Tonga Tuvalu Vanuatu Wallis and Futuna

Source: Own construction
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protection in the European and non-European countries. Mentioned information is based on author's 
research and the information from the official websites. A survey (questions are in the Annex) was created 
and then sent to the countries, which are shown in Table 7 to Table 10 and are categorized by continent.  
The following countries were chosen to represent the European approach with the addition of important 
world statistical offices.

Surveyed countries were grouped by their approach to publishing of microdata. Created clusters 
with the information obtained were: 1) Publishing SUF, 2) Publishing SUF and PUF, 3) Not publishing,  
and 4) No data.

Author purposely distinguishes between not publishing and no data, because he wanted to provide 
complete information and with this distinction, he purposefully differentiates situations where author 
was sure that a given country intentionally does not publish data and situations where author does not 
have the opportunity to make an exact decision.

Initially, 45 countries were addressed in the questionnaire; however, while gathering information from 
the survey and researching literature for the paper, author found that it was an initial mistake to consider 
only a limited range of countries as he found out that other countries also had something to offer in terms 
of microdata publication and that the original intention would capture only limited information about 
dissemination of microdata from the population census. 

Thus, author decided to extend the research from the limited number of statistical offices to the whole 
world. Therefore, the results give general information about all the census microdata that can be obtained.

Table 7 Surveyed countries of Europe

Table 8 Surveyed countries of America

Table 9 Surveyed countries of Asia

Table 10 Surveyed countries of Oceania

Albania Austria Belgium Bulgaria Croatia

Cyprus Czech Republic Denmark Estonia Finland

France Germany Greece Hungary Ireland

Israel Italy Latvia Lithuania Luxembourg

Malta Montenegro Netherlands Poland Portugal

North Macedonia Romania Russia Serbia Slovakia

Slovenia Spain Sweden Switzerland United Kingdom

Source: Own construction

Brazil Canada Mexico USA

Source: Own construction

China Indie Japan Turkey

Source: Own construction

Australia New Zealand

Source: Own construction
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2.1 Publishing SUF
As the first one is presented countries that publish only census microdata for scientific use purposes 
(SUF). Countries that were categorized it this cluster are listed in Table 11 to Table 15 and are categorized 
by continent. Not all countries are described in the text below. This is because if a country provides  
its microdata via IPUMS and does not provide additional useful information, it has been omitted from 
the detailed description. 

Further, the individual countries and their approaches to publishing SUF microdata are described. 
For clarity, a form was chosen where the links to individual offices and to microdata are listed in the 
Annex (Tables 31 to 33).

Picture 2 shows on a world map the countries that publish SUF microdata. Full size map can  
be downloaded from the author's GitHub.8

2.1.1 Countries of Europe publishing SUF microdata
The part further below describes countries only publishing SUF microdata in Europe. Not all countries 
in Table 11 are described in the text below. This is because if a country provides its microdata via IPUMS 
or does not provide additional useful information, it is omitted from the detailed description.

Table 11 Countries of Europe publishing SUF microdata

Austria Belarus Belgium Denmark Finland

France Faroe Islands Germany Greece Iceland

Luxembourg Malta Montenegro Moldova Netherlands

Norway Poland Romania Russia Serbia

Slovakia Slovenia Sweden Switzerland Ukraine

Source: Own construction

Picture 2	Map of countries publishing SUF

Source: Own construction

8	�	 <https://github.com/Kyoshido/Population-census-microdata-availability/blob/main/map_SUF_03-2022.png>.



ANALYSES

310

Belgium
The scientific use of microdata is subject to the prior approval of the Commission for the Protection  
of Privacy. Researchers interested in census microdata have to submit their data request to the data 
protection officer. The data request must comply with the principles of finality and proportionality as set 
out in Belgian legislation. However, Belgium NSO provides only aggregated data with the lowest territorial 
level being a building. To ensure the confidentiality of the personal information of the enumerated persons, 
the Cell Suppression Method is applied. 

Denmark
Since 1981 Denmark has had annual censuses based on their register data. Access to microdata can only 
be granted to researchers and analysts in Danish research environments on the research servers after 
approval from Denmark NSO. 

Germany
The legislation that covers the confidentiality of data is Federal Statistics Law (BStatG). Germany NSO 
do not publish a sample of microdata from the census, instead they have a different approach when they 
publish the so-called Microcensus, which is a census executed on the representative sample (one percent) 
of the population, about 370 000 households with 810 000 household members. Microdata are available 
to researchers on site through Safe Centre (GWAP) or Remote Execution (KDFV) at Research Data 
Centre of the Federal Statistical Office. Available SUF is anonymised 70% subsample of the households 
from the Microcensus.

Luxembourg
To access microdata, researchers have to sign a formal convention between the researcher, the institution 
and Luxembourg NSO. After the convention is signed, Luxembourg NSO would send a sample (5%  
of the data) to the researcher to prepare his work, especially the syntax, which is send to Luxembourg 
NSO, who will then check the results if the confidentiality of the data is respected. Luxembourg NSO 
does not have the SDC model to protect the data confidentiality, but for detailed data they do not provide 
data with less than 3 observations.

Montenegro
Statistics to researchers are provided under the Law on Official Statistics and Official Statistical System.  
To obtain access to individual data without identifiers, researchers need to send the license/proof document 
that your institution is scientific, and the research institution issued by a licensed institution. After that 
a commission will decide on the provision of individual data.

Norway
Researchers who are affiliated with an approved research institution, or a public authority, can apply  
to access microdata. The census is not specifically mentioned in their available datasets, but Norway 
NSO provides data on population or families and households, immigration, and other demographic 
information, which are updated annually from registers.

Slovakia
Slovakia NSO disseminates microdata with 28 variables, and more detail can be found at their website, 
which is listed in Table 31, but only in the Slovakian language. An English version of their websites 
offers much less data, and the information about microdata access is not visible. The Slovakian version 
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informs that the data are available only for scientific and research purposes. Those interested can request  
the information service of the Statistical Office of the Slovak Republic for selected microdata.

Sweden
Sweden NSO's platform for access to microdata is called MONA (Microdata Online Access). Users can log 
in through Security card or Smart phone. Data are delivered in SQL format from STATA, SAS, SPSS or R.

2.1.2 Countries of Americas publishing SUF microdata
Below are listed countries only publishing SUF microdata in the Americas. Countries in Table 12 are not 
further described in the text below. This is because if a country provides its microdata via IPUMS or does 
not provide additional useful information, it is omitted from the detailed description.

2.1.3 Countries of Asia publishing SUF microdata
In the part further below are described countries only publishing SUF microdata in Asia. Not all countries 
in Table 13 are described in the text below. This is because if a country provides its microdata via IPUMS 
or does not provide additional useful information, it is omitted from the detailed description.

India
Researchers can access the data under secure environment of the Workstation for Research on Sample 
Micro-Data from Census. Confidentiality of microdata is secured by the law in The Census Act 1948. 
1% and 5% sample of micro-data from the 2001 Census and 2011 Census are available for research  
to Universities or Institutes. Available are SPSS and Stata software.

Japan
For the dissemination of the microdata, they established the Micro Data Usage Portal Site (Miripo). 
Miripo website is listed in Table 32. Microdata from the years 1960, 1980 and 1990 are provided  

Table 12 Countries of Americas publishing SUF microdata

Table 13 Countries of Asia publishing SUF microdata

Argentina Bolivia Brazil Canada Chile

Colombia Costa Rica Cuba Dominican Republic Ecuador

El Salvador Greenland Haiti Jamaica Nicaragua

Panama Paraguay Peru Saint Lucia Suriname

Trinidad and Tobago Venezuela

Source: Own construction

Armenia Bangladesh Bhutan Cambodia China

India Indonesia Iran Iraq Israel

Japan Jordan Kyrgyzstan Laos Malaysia

Maldives Mongolia Myanmar Nepal Pakistan

Palestine Philippines Sri Lanka Thailand Turkey

Vietnam

Source: Own construction
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on a magnetic medium and are in TXT format. Microdata from the years 2005, 2010 and 2015  
are available only on-site. 

Maldives
Request to access the Maldives census 2014 micro dataset can be found at their website, which is listed  
in Table 32. The dataset will be made available to users after submitting the form and once the application 
has been processed a Memorandum of Understanding (MoU) will be signed between NBS and the user. 

Sri Lanka
Microdata are disseminated in compliance with the Statistics Law of Sri Lanka. Researchers must submit 
an application which can be found at their website, which is listed in Table 32.

2.1.4 Countries of Africa publishing SUF microdata
In following part are described countries only publishing SUF microdata in Africa. Countries  
in Table 14 are not further described in the text below. This is because if a country provides its microdata 
via IPUMS or does not provide additional useful information, it is omitted from the detailed description.

2.1.5 Countries of Oceania publishing SUF microdata
In following part are described countries only publishing SUF microdata in Oceania. Not all countries  
in Table 15 are described in the text below. This is because if a country provides its microdata via IPUMS 
or does not provide additional useful information, it is omitted from the detailed description.

Australia
Confidentiality of microdata is secured in Australia by their law under the Census and Statistics Act 1905, 
Privacy Act 1988 and Census and Statistics (Information Release and Access) Determination 2018. From 
the 2016 Census are available the following microdata: 1% sample Basic CURF (Confidentialised Unit 
Record File), 5% Expanded CURF. CURF is the regional name for SUF.

The 1% Basic CURF contains data on 87 798 dwellings, 93 002 families and 215 597 persons. It provides 
a sample of one private dwelling record in every hundred from the census, and the associated family and 
person records. Dwellings with more than six usual residents were removed from the sample to ensure 
confidentiality of large dwellings. For non-private dwellings the sampling is applied to persons present, 

Table 14 Countries of Africa publishing SUF microdata

Table 15 Countries of Oceania publishing SUF microdata

Benin Botswana Burkina Faso Cameroon Egypt

Ethiopia Ghana Guinea Kenya Lesotho

Liberia Malawi Mali Mauritius Mozambique

Senegal Sierra Leone South Sudan Sudan Tanzania

Togo Uganda Zambia Zimbabwe

Source: Own construction

Australia Fiji Papua New Guinea

Source: Own construction
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where one person in every hundred is selected and the associated dwelling records included on the file. 
Data are available on CD-ROM and through the Remote Access Data Laboratory or the Data Laboratory.

The 5% Expanded CURF contains data on 422 725 dwellings, 450 038 families and 1 083 585 persons. 
It provides a sample of one private dwelling in every twenty from the Census, and the associated family 
and person records. Dwellings with more than eight usual residents were also removed from the sample 
to ensure confidentiality of large dwellings. For non-private dwellings the sampling is applied to persons 
present, where five persons in every hundred are selected and the associated dwelling records included 
on the file. Data are available through the Remote Access Data Laboratory or the Data Laboratory. Both 
the 1% and 5% CURFs are available in SAS, SPSS and STATA formats. Both CURF files are not available 
on CD-ROM to overseas customers.

2.2 Publishing SUF and PUF
Here are presented countries that publish census microdata not only for scientific purpose (SUF) but 
also for public (PUF). Countries that were categorized it this cluster are listed in Table 16 to Table 20 and 
are categorized geographically by continent. Picture 3 shows on a world map the countries that publish 
SUF and PUF microdata. A full size map can be downloaded from the author's GitHub.9 Picture 3 shows  
on a world map the countries that publish PUF microdata. 

Further, the individual countries and their approaches to publishing SUF and PUF microdata are 
described. For clarity, a form was chosen where the links to individual offices and to microdata are listed 
in the Annex (Tables 34 to 37).

2.2.1 Countries of Europe publishing SUF and PUF microdata
In following part are described countries publishing SUF and PUF microdata in Europe. Countries  
in Table 16 are described in the text below.

9	�	 <https://github.com/Kyoshido/Population-census-microdata-availability/blob/main/map_PUF_03-2022.png>.

Picture 3	Map of countries publishing SUF and PUF

Source: Own construction
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Albania
The legislation that covers the confidentiality of data is Law No 9888, dated 1.3.2008 "On the Protection 
of Personal Data" and Law No 17/2018 "On official statistics". The PUF microdata from the Population  
and Housing Census 2011 can be found at their website, which is listed in Table 33. Data can be downloaded 
directly without the need for registration or any control.

In the explanatory note to the PUF micro data there is written that they provide 3% of households and 
the sample technique used to select the sample is a simple random sample. The sample from Population 
and Housing Census 2011, which was randomly selected, was 21 665 households from 722 226 households 
in the whole country. In their opinion this method ensures that the sample is representative not just  
at national level, but also at prefecture level. The data are provided in SPSS format. The methods used  
to protect confidentiality of the census microdata are resampling and perturbative methods.

France
The processing of personal data for statistical purposes complies with the law Informatique et Libertés. 
The PUF harmonized microdata from the Population and Housing Census from 1968 to 2017 can  
be found at their website, which is listed in Table 33. The file contains 18 variables and 52 448 313 records. 
This dataset has no explanations and documentation in English, it is only available in French. However, 
it is not the only one, they have 7 126 datasets with English explanations in their database, while they 
have 23 465 datasets in French. Data can be downloaded directly without the need for registration  
or any control. The data are provided in dBase and CSV format. The file is created as a file of cumulative 
individuals, so the observations having the same modalities for all the variables have been grouped, 
therefore it's essential to use a weighting (variable POND) to recreate population.

Hungary
Hungary NSO is providing PUF files in form of Test files. Test files have the same structure as the 
microdata sets, which are available internally, but do not reflect the relationships between the variables. 
That means the files are not determined for analysis. Their purpose is to provide preparatory support 
for the researchers in accessing data in the Safe Centre and remote execution. Thus, the researcher can 
pre-prepare his code in advance of the test data at rest and then apply this code in a secure environment 
to microdata already suitable for the given analyses. Each record is fictitious and the logical correlations 
between the variables are not fulfilled either. The Test files PUF microdata from the Population and 
Housing Census 2011 can be found at their website, which is listed in Table 33.

Ireland
The legislation that covers the confidentiality of data is the Statistics Act, 1993. Ireland NSU provides 
access to two types of microdata files: Anonymised Microdata Files (AMFs), which are PUFs and Research 
Microdata Files (RMFs), which are SUFs. 

Access to AMFs must be approved in advance by Ireland NSU. 5% of anonymised samples  
of the population census from 1996, 2002, 2006 are available. More information here can be found  
at their website, which is listed in Table 33.

Table 16 Countries of Europe publishing SUF and PUF microdata

Albania France Hungary Ireland Italy

Portugal Spain United Kingdom

Source: Own construction
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Access to RMF's is strictly controlled and can be accessed remotely via CSO Researcher Data Portal 
(RDP) or on-site in a Ireland NSU via the Researcher Data Portal (RDP). Recently in June 2021 Ireland 
NSU has allowed access to Researcher Microdata Files from home offices. They achieved it by adding  
an extra layer of security provided by two-factor authentication (2FA). 

Italy
Data are protected by the Legislative Decree No. 322 of 6.9.1989. The PUF microdata from the Population 
and Housing Census 2011 can be found at their website, which is listed in Table 33. The data represent  
a 1% sample and are provided in TXT format. Data can be downloaded after User Authentication through 
registration to Italy NSO single sign-on system.
	
Portugal
The PUF microdata from the Population and Housing Census 1981, 1991, 2011, 2011 can be found at their 
website, which is listed in Table 33. The microdata represents a 5% sample on individuals and dwellings. 
The data are provided in Microsoft Access Database. Data can be downloaded directly without the need 
for registration or any control, just acceptance of use conditions is necessary.

Spain
The data are provided in ASCII format. Data can be downloaded directly without the need for registration 
or any control. The PUF microdata from the Population and Housing Census 1991, 2001 and 2011 can 
be found at their website, which is listed in Table 33. The following SDC methods were used to secure 
confidentiality. Variables of municipalities with fewer than 20 000 inhabitants have to be recorded: place 
of residence, place of birth, previous place of residence, place of residence 1 year ago, place of residence 
10 years ago, place of second home, place of work/study. To protect people who work in occupations 
related to the Armed Forces, they were moved to other categories.

United Kingdom
Data confidentiality is protected by the law Statistics and Registration Service Act 2007 and Data 
Protection Act. ONS has a facility called the Secure Research Service which is providing access for 
approved researchers to restricted microdata. England and Wales microdata samples, two Northern 
Ireland microdata samples, and two Scottish microdata samples, which are created from 10% of people 
or households in the 2011 Census are available. From statistical disclosure control methods applied  
to 2011 Census data were targeted record swapping and restriction of detail.

United Kingdom NSO also publishes Microdata Teaching File, which is the PUF microdata from  
the Population and Housing Census 2011 and can be found at their website, which is listed in Table 33. 
The Microdata Teaching File contains a 1% sample of people with just a small number of characteristics. 
Its purpose is to serve as an educational tool to assist with the teaching.

2.2.2 Countries of Americas publishing SUF and PUF microdata
In following part are described countries publishing SUF and PUF microdata in America. Countries  
in Table 17 are described in the following text.

Brazil
The PUF microdata from the Population and Housing Census 2010 can be found at their website, which 
is listed in Table 34. The microdata are in ASCII format. Data can be downloaded directly without  
the need for registration or any control.
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Canada
Data are protected by laws – the Statistics Act and the Privacy Act. The PUF microdata from the Population 
and Housing Census 2016 can be found as Hierarchical File and as Individuals File at their website, which 
is listed in Table 34. Hierarchical File provides access to non-aggregated data covering a sample of 1% of the 
Canadian households, 140 705 household records, which are representing 343 330 persons that have been 
anonymized. The Individuals File contains a 2.7%, sample of anonymous responses, 930 421 individual records, 
to the 2016 Census questionnaire. The researcher must complete an order, where he describes his intentions, 
to get the data. The data are provided in ASCII format and SAS, SPSS or Stata format program source codes. 

Chile
The PUF microdata from the Population and Housing Census 2017 can be found at their website, which 
is listed in Table 34. The data are provided in CSV format. Data can be downloaded directly without  
the need for registration or any control.

Colombia
Data are protected by Law 79 of 1993 Article 5: the PUF microdata from the Population and Housing 
Census 2018 can be found at their website, which is listed in Table 34. Data can be downloaded directly 
without the need for registration or any control.

Costa Rica
The PUF microdata from the Population and Housing Census 2011 can be found at their website, which 
is listed in Table 34. Microdata is covering a sample of 10%, 427 972 records. To get the microdata  
you need to register to their website and then just fill in the reason and the intended purpose of what 
you want to do with the microdata. After that, you can download the microdata without any control  
of your text admission. The data are provided in SPSS format.

Ecuador
The PUF microdata from the Population and Housing Census 2010 can be found at their website, which 
is listed in Table 34. Data can be downloaded directly without the need for registration or any control. 
The data are provided in SPSS format.

Guatemala
The PUF microdata from the Population and Housing Census 2018 can be found at their website, which 
is listed in Table 34. The microdata are in CSV and SPSS format. Data can be downloaded directly without 
the need for registration, only control is reCaptcha.

Honduras
The PUF microdata from the Population and Housing Census 2013 can be found at their website, 
which is listed in Table 34. Unfortunately, the link to download the data does not work because the data  
are stored on external storage. The link to these databases will transfer researcher to the main page.

Table 17 Countries of Americas publishing SUF and PUF microdata

Brazil Canada Chile Colombia Costa Rica

Ecuador Guatemala Honduras Mexico Puerto Rico

Uruguay USA

Source: Own construction
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Mexico
The PUF microdata from the Population and Housing Census 2017 can be found at their website, which 
is listed in Table 34. Mexico NSO provides various files of microdata: files of Census (basic questionnaire) 
and files of Sample (extended questionnaire). Census (basic questionnaire) files provides examples  
of the Basic Questionnaire database, while ensuring that any type of inference can't be made. Their task 
is to show characteristics and for users to test their syntax before sending it to be processed through 
the sections of: Microdata Laboratory, Remote Processing and Processing Service. Sample (extended 
questionnaire) files provides the results derived from the Extended Questionnaire on the characteristics of 
inhabited private housing units and their occupants. On these data researchers can perform their analyses.

The data are provided in CSV format. Data can be downloaded directly without the need for registration 
or any control.

United States of America
By United States of America (USA) law, more precisely by Title 13 of the United States Code, they  
are obligated to ensure that private information about any specific individual, household, or business  
is never published and revealed. The results of their census are of great political importance for the USA 
as they are used to determine the number of seats in their House of Representatives and further determine  
the size of the legislative districts from the congress to the city councils.

The USA NSO allows researchers to access microdata through a nationwide network of secure 
Research Data Centres which they created by partnership with various universities, non-profit research 
institutions, and government agencies. In these Data Centres, researchers can access microdata  
in the form of restricted use files. As the USA NSO states on its data centre website, research based  
on micro-data is crucial for them as it also provides them with feedback on the quality of the data  
and provides them with feedback on the strengths and weaknesses of the microdata records.

In dissemination of the Public Use Microdata (PUM) USA's NSO distinguish between Stateside and 
Island Areas. Island Areas are Guam and Virgin Islands. The PUM for Island Areas from the Population 
and Housing Census 2010 can be found at their website, which is listed in Table 35. Stateside areas are 
51 states plus Puerto Rico. The PUM for Stateside areas from the Population and Housing Census 2010 
can be found at their website, which is listed in Table 34. Each country has its own PUM file. Data can  
be downloaded directly without the need for registration or any control, The data are provided in TXT 
format. The disclosure avoidance methods which they used to protect PUM were Data swapping, Synthetic 
data, Top-coding and bottom-coding, Age perturbation, Reduced detail for categorical variables. Minimum 
population threshold is set on 100 000. They provide a 10% sample of the population.

In terms of future of statistical disclosure control applied on census data, their researchers are 
fully aware of the increasing possibilities of growing computer power in combination with progress 
which was done in the field of mathematic and its possible misuse to compromise and disclose private 
data. Because of this, they moved in Census 2020 from classical methods to the new concept called 
"differential privacy", which was firstly introduced in Dwork et al. (2006) and protect every record  
in their database with this new approach. The Census Bureau was the first one which used this 
method to disseminate its data. Differential privacy was also implemented by private industries such  
as Google in their browser Chrome, Uber in their app, Microsoft in their operating system Windows 10  
and Apple in their product iPhone.

Uruguay
The PUF microdata from the Population and Housing Census 2011, 2004, 1996, 1985, 1975, 1963 can  
be found at their website, which is listed in Table 34. The data are provided in SPSS and DBF format. 
Data can be downloaded directly without the need for registration or any control.
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2.2.3 Countries of Asia publishing SUF and PUF microdata
In following part are described countries publishing SUF and PUF microdata in Asia. Countries  
in Table 18 are described in the text below.

Armenia
The PUF microdata from the Population and Housing Census 2014 can be found at their website, which 
is listed in Table 35. Data can be downloaded directly without the need for registration or any control. 

To maintain confidentiality, they made the following changes to the data. The sample from the census 
contains every tenth household, and they have chosen only households consisting of not more than  
20 members and at least with one of them with a status of permanent inhabitant. 

Because of small numbers in some variables, they had altered the data as follows. Variable Age had 
the maximum limit changed to 90 years, so the ages above 90 are equated to 90. In variable Country  
of Citizenship, they changed countries with less than 5 cases to the group "other". In variable Nationality, 
they changed the cases of less than 20 to the group "other". In variable Mother tongue, they changed  
the cases of less than 5 to the group "other". In variable Religion, they changed the cases of less than  
10 to the group "other". Variable Born and alive children to mothers had changed the cases of more than 
7 to 7. Variable Economic activity type and occupation are presented in two-digit and one-digit codes, 
and the occupation "servicemen" is recorded as "not applicable". For variable household living conditions, 
they had changed the cases of more than 5 rooms to 5, and the cases of more than 200 sq/m dwelling space 
were changed to 200. Their 2011 census sample data file is a text file, which is created by software CSPro.

South Korea
South Korea NSO run a service called Microdata Integrated Service (MSI), which allows Download, 
Remote Access service, Microdata Research Center Service, On-Demand Service. The English version 
of MSI page contains only general information. In order to download data or obtain information,  
it is necessary to switch to Korean. The PUF microdata from the Population and Housing Census 2015 
can be found at their website, which is listed in Table 35. They provide a 2% sample of the population. 
To download data it's necessary to subscribe to Statistics Korea ONE-ID, which is only for Koreans.

2.2.4 Countries of Africa publishing SUF and PUF microdata
In following part are described countries publishing SUF and PUF microdata in Africa. Countries  
 in Table 19 are described in the text below.

Angola
The PUF microdata from the Population and Housing Census 2014 can be found at their website, which 
is listed in Table 36. Data can be downloaded directly without the need for registration or any control.

Table 18 Countries of Asia publishing SUF and PUF microdata

Armenia South Korea

Source: Own construction

Table 19 Countries of Africa publishing SUF and PUF microdata

Angola Burundi Ghana Morocco Namibia

Rwanda Somalia South Africa

Source: Own construction
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Burundi
The PUF microdata from the Population and Housing Census 2008 can be found at their website, which  
is listed in Table 36. To get the microdata you need to register to their website and then just fill in the 
reason and the intended purpose of what you want to do with the microdata. After that, you can download 
the microdata without any control of your text admission. The data are provided in SPSS format.

Ghana
The PUF microdata from the Population and Housing Census 2010 can be found at their website, which 
is listed in Table 36. To get the microdata researcher need to register to their website and then just fill 
in the reason and the intended purpose of what researcher want to do with the microdata. After that, 
anybody can download the microdata without any control of their text admission. The data are provided 
in SPSS format.

Morocco
The PUF microdata from the Population and Housing Census 2014 can be found at their website, which 
is listed in Table 36. The data are provided in STATA, SPSS and TXT format. Data can be downloaded 
directly without the need for registration or any control.

Namibia
The PUF microdata from the Population and Housing Census 2011 can be found at their website, which 
is listed in Table 36. The dataset is available to everyone after registering in the system. Microdata were 
sampled based on a stratified random sample. The stratum was at the constituency and urban/rural 
levels, the threshold for sampling within stratum in file is 250 households. In other cases a simple random 
sampling was used for each stratum at a 20% sample rate. The microdata includes 93 674 housing units 
and 418 362 people.

Rwanda
The PUF microdata from the Population and Housing Census 2012 can be found at their website, which 
is listed in Table 36. To download the data researchers, have to register at their website. Microdata are 
created as 10% equal probability sample from the population.

Somalia
In Somalia is available Population Estimation Survey which is a first milestone reached towards 
implementing a full and comprehensive population and housing census. The aim of the analysis was  
to count Somali Population to know size of population living with cities. To get the microdata researcher 
need to register to their website and then just fill in the reason and the intended purpose of what researcher 
want to do with the microdata. After that, anybody can download the microdata without any control of 
their text admission. The data are provided in SPSS format. Population Estimation Survey can be found 
at website, which is listed in Table 36.
 
South Africa
The PUF microdata from the Population and Housing Census 2011 can be found at their website, which 
is listed in Table 36. The microdata represents a 10% sample of the population.

2.2.5 Countries of Oceania publishing SUF and PUF microdata
In following part are described countries publishing SUF and PUF microdata in Oceania. Countries  
in Table 20 are described in the text below.
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New Zealand
New Zealand NSO have a large research database called Integrated Data Infrastructure (IDI) which 
contains microdata of people and households. Available are Census data from 2013 and 2018. Data can 
be accessed only in their secure virtual environment, in approved facilities (the Data Lab). Outside  
of the Data Lab environment researchers can apply for confidentialised unit record files (CURFs).  
The application is listed in a Table 37. CURFs are microdata that were created to protect confidentiality 
and maintain integrity of the data. They can therefore be classified as SUF microdata. SDC methods 
which they are using are top-coding, data swapping, and collapsing categorical variables to the 
unit records. Available are Census data from 2001 and 2013. After the approval, the microdata can  
be downloaded.

2.3 Not publishing 
Countries that do not publish microdata from the population and housing census are listed here. These 
are countries that have openly stated in the survey that their country does not publish this data, it is clear 
from their website that they do not publish census microdata, or their datasets are not part of the IPUMS 
microdata library. These countries are listed in Tables 21 to 25.

Table 20 Countries of Oceania publishing SUF and PUF microdata

New Zealand

Source: Own construction

Table 21 Countries of Europe not publishing microdata

Table 22 Countries of Americas not publishing microdata

Table 23 Countries of Asia not publishing microdata

Bosnia and Herzegovina Bulgaria Croatia Cyprus Czech Republic

Estonia Gibraltar Guernsey Kosovo Latvia

Liechtenstein Monaco North Macedonia San Marino Vatican

Source: Own construction

Anguilla Antigua and Barbuda Aruba Bahamas Barbados

Belize Bermuda Cayman Islands Guyana Montserrat

Saint Kitts and Nevis Saint Martin Saint Vincent  
and the Grenadines Sint Maarten

Source: Own construction

Afghanistan Azerbaijan Bahrain Brunei Georgia

Hong Kong Lebanon Macau Nigeria Oman

Qatar Singapore Syria Taiwan Tajikistan

Turkmenistan United Arab Emirates Uzbekistan Yemen

Source: Own construction



2022

321

102 (3)STATISTIKA

2.4 No data
A special table was designed for those countries in respect of which author does not have enough 
information about their approach to access to statistical data. These are the countries that have not 
responded to the survey or the author could not find any information about their approach to the 
publication of microdata on their websites or their datasets are not part of the IPUMS microdata library. 
These countries are listed in Tables 26 to 29.

CONCLUSION  
Aim of in this paper was to examine the approaches of individual European statistical offices and other 
statistical offices around the world to the publication of microdata. The main goal was to compare 
individual approaches between countries. The primary interest of this work was to summarize whether 

Table 24 Countries of Africa not publishing microdata

Table 29 Countries of Africa with no data 

Table 28 Countries of Asia with no data 

Table 27 Countries of America with no data 

Table 25 Countries of Oceania not publishing microdata

Table 26 Countries of Europe with no data 

Algeria Cape Verde Comoros Eritrea Gambia

Guinea-Bissau Libya Mauritania Mayotte Saint Helena

Sao Tome and Principe Swaziland

Source: Own construction

Central African Republic Chad Democratic Republic  
of the Congo Djibouti Equatorial Guinea

Gabon Ivory Coast Madagascar Niger Republic of the Congo

Seychelles Tunisia

Source: Own construction

East Timor Kazakhstan Kuwait North Korea Saudi Arabia

Source: Own construction

Dominica Falkland Islands Grenada Haiti

Source: Own construction

American Samoa Cocos Islands Christmas Island

Source: Own construction

Andorra Lithuania

Source: Own construction
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NSO publish microdata at all and if so what approach and models did they choose to protect the personal 
data of their respondents.

At the beginning, author was focused only on a selected sample of statistical offices. During  
the collection of information on available microdata, author decided to expand the field of processing  
to the whole world and provide complete information on all possible published microdata from population 
censuses. The most common problem, which was encountered during processing, was non-response  
by statistical offices and also the language barrier. Fortunately, the language barrier was overcome with 
the help of Google Translator, which was an invaluable helper during the writing of this paper. Many 
NSO do not have their pages and documents translated into English. Complete translated webpages are 
a rare phenomenon and usually researchers will find only a part of websites in English.

Countries were divided according to their approach to microdata publishing into the following 
categories: 1) countries that publish only for the scientific community, 2) countries that also provide 
microdata to the public and 3) countries that do not publish microdata at all. The third group is further 
divided into two sub-groups. Author distinguishes here between countries for which he was sure that 
NSO do not publish microdata and NSO for which author did not have enough information to make  
a final decision on categorization of the approach. This sub-group can be considered as a non-publishing 
group, but for the sake of clarity, it was decided to create a separate subgroup.

International organizations play an important role in the dissemination of microdata. These 
international organizations help their members with the preparation of surveys and censuses, as well  
as with the processing. The most important organization is IPUMS from the United States, which dedicates  
its existence to the harmonization, collection, and dissemination of microdata to the scientific community. 
In their microdata library, they made available census data from 96 countries. Thanks to the IPUMS 
organization, there is a large number of countries that publishes SUF microdata, but they do not have 
all countries that publish in their library. This is because population census microdata is a very sensitive 
topic and not all countries are willing to pass this data to a foreign institution located in another country. 
In total, there are 100 countries that publish SUF microdata.

Countries that provide PUF microdata are much more uncommon. In total, there are 30 countries, 
but there are large differences between them. The differences consist in the degree of control of microdata 
access when on the one side there are completely free census microdata that can be downloaded  
by anyone without any control and on the other side, there is maximum protection, and microdata can 
be downloaded only if you are a citizen of the state and have the appropriate identifiers.

This paper furthermore provides three maps that were created for countries in IPUMS library, 
countries that publish SUF and countries that publish PUF. Author hopes that these maps will provide 
a better overview of the differences between countries. In future research, the aim is to learn more from 
the findings on the publication of microdata from other statistical offices and enable access to microdata 
from the population census for the scientific community in the Czech Republic.
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Author have asked the following questions:
(i)		  If you do not currently provide data to respondents, are you considering this? If so, in what form?
(ii)		 If you are already publishing data, in what form is the presentation taking place? What models do you use to ensure  

	 the protection of respondents' data?
(iii)	 If you are considering publishing microdata, what will be your next step, or what has hindered your implementation?
(iv)		 If you have considered the possibility of presenting microdata but have withdrawn from it, please send this message  

	 as well.

ANNEX 1: SURVEY QUESTIONS

ANNEX 2: TABLES

Table 30 Library of IPUMS

Countries 2010s 2000s 1990s 1980s 1970s 1960s Pre-1960

Argentina  2010  2001  1991  1980  1970   

Armenia  2011  2001      

Austria  2011  2001  1991  1981  1971   

Bangladesh  2011  2001  1991     

Belarus   2009  1999     

Benin  2013  2002  1992   1979   

Bolivia  2012  2001  1992   1976   

Botswana  2011  2001  1991  1981    

Brazil  2010  2000  1991  1980  1970  1960  

Burkina Faso   2006  1996  1985    

Cambodia  2013  2008  1998     

   2004      

Cameroon   2005   1987  1976   

Canada  2011  2001  1991  1981  1971   1911

        1901

        1891 

        1881

        1871

        1852 

Chile   2002  1992  1982  1970  1960  

China   2000  1990  1982    

Colombia   2005  1993  1985  1973  1964  

Costa Rica  2011  2000   1984  1973  1963  

Cuba  2012  2002      

Denmark        1801

        1787
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Table 30   	 (continuation)

Countries 2010s 2000s 1990s 1980s 1970s 1960s Pre-1960

Dominican Republic  2010  2002   1981  1970  1960  

Ecuador  2010  2001  1990  1982  1974  1962  

Egypt   2006  1996  1986    

El Salvador   2007  1992     

Ethiopia   2007  1994  1984    

Fiji  2014  2007  1996  1986  1976  1966  

Finland  2010       

France  2011  2006  1999  1982  1975  1968  

    1990    1962  

Germany     1987  1971   1819 

     1981  1970   

Ghana  2010  2000   1984    

Greece  2011  2001  1991  1981  1971   

Guatemala   2002  1994  1981  1973  1964  

Guinea  2014   1996  1983    

Haiti   2003   1982  1971   

Honduras   2001   1988  1974  1961  

Hungary  2011  2001  1990  1980  1970   

Iceland        1910 

        1901 

        1801

        1729 

        1703

Indonesia  2010  2005  1995  1985  1976   

   2000  1990  1980  1971   

Iran  2011  2006      

Iraq    1997     

Ireland  2016  2006  1996  1986  1979   1911

  2011  2002  1991  1981  1971   1901

Israel   2008  1995  1983  1972   

Italy  2011  2001      

Jamaica   2001  1991  1982    

Jordan   2004      

Kenya   2009  1999  1989  1979  1969  

Kyrgyz Republic  2009  1999

Laos   2005      

Lesotho   2006  1996     
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Table 30   	 (continuation)

Countries 2010s 2000s 1990s 1980s 1970s 1960s Pre-1960

Liberia   2008    1974   

Malawi   2008  1998  1987    

Malaysia   2000  1991  1980  1970   

Mali   2009  1998  1987    

Mauritius  2011  2000  1990     

Mexico  2015  2005  1995   1970  1960  

  2010  2000  1990     

Mongolia   2000   1989    

Morocco  2014  2004  1994  1982    

Mozambique   2007  1997     

Myanmar  2014       

Nepal  2011  2001      

Netherlands  2011  2001    1971  1960  

Nicaragua   2005  1995   1971   

Norway        1910 

        1900 

        1875 

        1865

        1801

Pakistan    1998  1981  1973   

Palestine  2017  2007  1997     

Panama  2010  2000  1990  1980  1970  1960  

Papua New Guinea   2000  1990  1980    

Paraguay   2002  1992  1982  1972  1962  

Peru   2007  1993     

Philippines  2010  2000  1995     

    1990     

Poland  2011  2002   1988  1978   

Portugal  2011  2001  1991  1981    

Puerto Rico  2010  2005  1990  1980  1970   

   2000      

Romania  2011  2002  1992   1977   

Russia  2010  2002      

Rwanda  2012  2002  1991     

Saint Lucia    1991  1980    

Senegal  2013  2002   1988    

Sierra Leone   2004      
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Table 30   	 (continuation)

Countries 2010s 2000s 1990s 1980s 1970s 1960s Pre-1960

Slovenia   2002      

South Africa  2016  2007  1996     

  2011  2001      

South Sudan   2008      

Spain  2011  2001  1991  1981    

Sudan   2008      

Suriname  2012  2004      

Sweden        1910

        1900

        1890

        1880

Switzerland   2000  1990  1980  1970   

Tanzania  2012  2002   1988    

Thailand   2000  1990  1980  1970   

Togo  2010     1970  1960  

Trinidad and Tobago  2011  2000  1990  1980  1970   

Turkey   2000  1990  1985    

Uganda  2014  2002  1991     

Ukraine   2001      

United Kingdom   2001  1991     1911

        1901b 

        1901a 

        1891b 

        1891a 

        1881b 

        1881a 

        1871b 

        1861b 

        1861a 

        1851c 

        1851b 

        1851a 

United States  2015  2005  1990  1980  1970  1960  1910

  2010  2000      1900

        1880b

        1880a

        1870
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Table 30   	 (continuation)

Countries 2010s 2000s 1990s 1980s 1970s 1960s Pre-1960

        1860

        1850b

        1850a

Uruguay  2011  2006  1996  1985  1975  1963  

Venezuela   2001  1990  1981  1971   

Vietnam   2009  1999  1989    

Zambia  2010  2000  1990     

Zimbabwe  2012       

Source: IPUMS Microdata library10

10	�	<https://international.ipums.org/international-action/samples>.

Table 31 Countries of Europe publishing SUF with links to microdata

Table 32 Countries of Asia publishing SUF with links to microdata

Country Web pages of the office Web pages of the microdata 

Belgium <https://statbel.fgov.be> -

Denmark <https://www.dst.dk> -

Faroe Islands <https://hagstova.fo> <https://hagstova.fo/fo/atgongd-til-avnevndar-mikrodatur>

Germany <https://www.destatis.de> -

Luxembourg <https://statistiques.public.lu> -

Malta <https://nso.gov.mt> <https://nso.gov.mt/en/Services/Microdata/Pages/Access-to-Microdata.aspx>

Moldova <https://statistica.gov.md> <https://statistica.gov.md/pageview.php?l=en&idc=636>

Montenegro <http://www.monstat.org> -

Norway <https://www.ssb.no> -

Serbia <https://www.stat.gov.rs> -

Slovakia <https://slovak.statistics.sk> <https://slovak.statistics.sk/wps/portal/ext/themes/demography/census/indicators>

Sweden <https://www.scb.se> -

Source: Own construction

Country Web pages of the office Web pages of the microdata 

Bhutan <https://www.nsb.gov.bt> <https://www.nsb.gov.bt/services/statistical-data-request>

India <https://www.censusindia.gov.in> <https://censusindia.gov.in/2011census/workstation.html>

Japan <http://www.stat.go.jp> <https://www.e-stat.go.jp/microdata>

Maldives <http://statisticsmaldives.gov.mv> <http://statisticsmaldives.gov.mv/census-dataset>

Sri Lanka <http://www.statistics.gov.lk> <http://www.statistics.gov.lk/Datadessimination>

Source: Own construction
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Table 33 Countries of Europe publishing PUF and SUF with links to microdata

Table 34 Countries of Americas publishing PUF and SUF with links to microdata

Table 35 Countries of Asia publishing PUF and SUF with links to microdata

Country Web pages of the office Web pages of the microdata 

Albania <http://www.instat.gov.al> <http://www.instat.gov.al/en/figures/micro-data>

France <https://www.insee.fr> <https://www.insee.fr/fr/statistiques/4995124?sommaire=2414232>

Hungary <http://www.ksh.hu> <http://www.ksh.hu/nepszamlalas/tesztallomanyok>

Ireland <https://www.cso.ie> <https://www.cso.ie/en/census/censusreports1821-2006>

Italy <https://www.istat.it> <https://www.istat.it/en/archivio/196131>

Portugal <https://www.ine.pt> <https://www.ine.pt/xportal/xmain?xpid=INE&xpgid=ine_pufs&xlang=en>

Spain <https://www.ine.es> <https://www.ine.es/dyngs/INEbase/es/operacion.htm?c=Estadistica_C&cid=125473
6176992&menu=resultados&idp=1254735572981#!tabs-1254736195714>

United 
Kingdom <https://www.ons.gov.uk> <https://www.ons.gov.uk/peoplepopulationandcommunity/

educationandchildcare/datasets/2011censusteachingfile>

Source: Own construction

Country Web pages of the office Web pages of the microdata 

Brazil <https://www.ibge.gov.br> <https://www.ibge.gov.br/en/statistics/social/population/18521-2000-
population-census.html?edicao=18531&t=microdados>

Canada <https://www.statcan.gc.ca>
Hierarchical file

<https://www150.statcan.gc.ca/n1/en/catalogue/98M0002X>
Individuals file <https://www150.statcan.gc.ca/n1/en/catalogue/98M0001X>

Colombia <https://www.dane.gov.co> <http://microdatos.dane.gov.co/index.php/catalog/643/get_microdata>

Costa Rica <https://www.inec.cr> <http://sistemas.inec.cr/pad5/index.php/catalog/113/get-microdata>

Ecuador <https://www.ecuadorencifras.
gob.ec> <https://anda.inec.gob.ec/anda/index.php/catalog/659/get_microdata>

Guatemala <https://www.ine.gob.gt> <https://www.censopoblacion.gt/descarga>

Honduras <www.ine.gob.hn> <http://170.238.108.229/index.php/catalog/69/get_microdata>

Chile <https://www.ine.cl> <http://www.censo2017.cl/microdatos>

Mexico <https://www.inegi.org.mx> <https://www.inegi.org.mx/programas/ccpv/2020/?ps=microdatos>

United States 
of America <https://www.census.gov>

Stateside areas:
<https://www2.census.gov/census_2010/12-Stateside_PUMS>

Island areas:
<https://www2.census.gov/census_2010/11-Island_Areas_PUMS>

Uruguay <https://www.ine.gub.uy> <https://www.ine.gub.uy/web/guest/censos1>

Source: Own construction

Country Web pages of the office Web pages of the microdata 

Armenia <https://www.armstat.am> <https://www.armstat.am/en/?nid=210>

South Korea <http://kostat.go.kr> <https://mdis.kostat.go.kr/extract/extYearsSurvSearchNew.do?curMenuNo=UI_
POR_P9012>

Source: Own construction
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Table 36 Countries of Africa publishing PUF and SUF with links to microdata

Table 37 Countries of Oceania publishing PUF and SUF with links to microdata

Country Web pages of the office Web pages of the microdata 

Angola <https://www.ine.gov.ao> <https://andine.ine.gov.ao/nada/index.php/catalog/3>

Burundi <http://www.isteebu.bi> <http://www.isteebu.bi/nada/index.php/catalog/3>

Ghana <https://statsghana.gov.gh> <https://www2.statsghana.gov.gh/nada/index.php/catalog/51/get_microdata>

Morocco <https://www.hcp.ma> <https://www.hcp.ma/downloads/RGPH-2014-Microdonnees-anonymisees-
Open-Data_t21400.html>

Namibia <https://nsa.org.na> <https://nsa.org.na/microdata1/index.php/catalog/19>

Rwanda <https://www.ine.pt> <https://microdata.statistics.gov.rw/index.php/catalog/65/related_materials>

South Africa <http://www.statssa.gov.za> <https://www.datafirst.uct.ac.za/dataportal/index.php/catalog/485/get-
microdata>

Somalia <https://www.nbs.gov.so> <http://microdata.nbs.gov.so/index.php/catalog/4/get_microdata>

Source: Own construction

Country Web pages of the office Web pages of the microdata 

New Zealand <https://www.stats.govt.nz>

<https://www.stats.govt.nz/integrated-data/apply-to-use-microdata-for-
research>

<https://www.stats.govt.nz/integrated-data/apply-to-use-microdata-for-research/
confidentialised-unit-record-files-curfs>

Source: Own construction
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Abstract

The aging process of the population is a natural demographic process, which is gaining more and more intensity 
both in Poland, Czechia and other countries. This is a demographically important issue, as it is related to many 
aspects of life, such as the social care system, the healthcare system or the pension system. The article presents 
selected demographic coefficients in the traditional approach, in which the construction of measures is based on 
determining the participation of elderly people in the total population or reflecting the relationship between different 
age groups. The article also presents coefficients in potential (static) terms, in which not only the number of age 
groups is important, but also how many years a person or age group can still survive. The values of population ageing 
coefficients in terms of potential and traditional demography were calculated on the example of Poland and Czechia. 

INTRODUCTION
Population ageing is a process that can be considered from both an individual and a collective point  
of view. An individual's old age is the last stage of a person's life in which many vital functions decrease, 
physical fitness decreases and the level of health declines. From a community perspective, the phenomenon 
of population ageing is often defined as an increase in the proportion of older age groups in the total 
population, resulting from long-term changes in mortality and fertility. The changes are an increase  
in the older age groups and a decrease in the younger age groups. Factors generating the aging process 
of the population are also the increasing life expectancy and future life expectancy and low fertility rates 
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(Okólski and Fihel, 2012). Population ageing is a demographic phenomenon in which the age structure  
of the population is changing from stagnant to regressive, with an increasing proportion of the population  
at old age (Kurkiewicz, 1992). Population ageing is a demographic process, which increase can be observed in 
recent years both in Poland and Czechia, as well as in other European societies. The phenomenon of population 
ageing is an important issue in demographic research, especially in European countries (Długosz, 1996 and 
2002). The population ageing process is an intensifying phenomenon leading to significant changes in the 
demographic structure of the country. The decreasing number of people of working age and the increasing 
number of people of old age (requiring support and care) has a number of socio-economic consequences.

The ageing of the population in terms of research requires ongoing monitoring and analysis,  
in order to capture both the general trend and interregional differences. The article aims to illustrate  
the aging process of the population of Poland and Czechia against the background of 27 countries of the 
European Union (excluding the United Kingdom). The analyses presented in this article serve to show 
the growth of measures that define the aging process of the population. The analysis of demographic 
indicators is carried out on the basis of indicators of traditional demography and potential demography. 
In the traditional view, the measurement of the ageing of a population usually involves determining the 
relationship between the size of age groups, an example of which is, among others the determination of 
the proportion of people aged 65 and over in the total population, i.e. the demographic ageing coefficient.

However, it is important not only the very fact of reaching a certain age of 65 years, referred  
to as the beginning of old age (Rosset, 1959; Wierzchosławski, 1999), but also how many years after reaching  
it a person is likely to live. It is clear that, depending on the country, a person aged 65 may have a different 
number of years to live, which is reflected in life expectancy tables. Potential demography takes that 
fact into account. In terms of potential, an individual is considered through their life potential, i.e. the 
number of years they can still live according to current life expectancy tables. The process of ageing of 
a potential population is considered  not through the prism of the number of people who have reached 
a predefined ageing threshold, but in terms of the years that individuals would live beyond the age 
considered to be the beginning of that period (Murkowski, 2018). The potential approach to population 
ageing complements the traditional methods, as it can take into account not only the life expectancy of 
people currently regarded as elderly but also the number of years that would be lived at old age by people 
who have not yet reached that age (Murkowski, 2018). The analysis conducted in this article compares 
selected indicators of population ageing for Poland and Czechia for 2010 and 2019. A comparison of 
measures from 2019 with measures from 2020 as the first year of the Sars-Covid-19 pandemic is also 
presented. The aim of the study is to show the phenomenon of population ageing in Poland and Czechia 
using two approaches – traditional and potential. The analysis involves comparing these measures. In the 
case of the traditional approach, the analysis consists in identifying the country with the highest value of 
the indicator and the country with the lowest value, as well as in assessing the difference of the selected 
indicator for Poland and Czechia in relation to the lowest and the highest value recorded in the given 
period in the group of 27 EU countries. In the case of the potential approach, it is a comparison of the 
values of potentials of given age groups as well as the values of potential population ageing rates defined 
analogically to traditional measures. For indicators in potential terms, an analysis using data from 2010 
and 2019 is presented. The values of demographic coefficients in traditional and potential terms presented 
in the article are calculated on the basis of data from Eurostat, the Central Statistical Office (GUS)  
and the Czech Statistical Office (CZSO).

1 SELECTED MEASURES OF ADVANCED AGEING 
1.1 Demographic coefficients in classical terms
The article contains an analysis of the level of the population ageing in 27 European Union countries 
using the values of selected demographic coefficients in classical terms (Długosz, Kurek, Kwiatek-Sołtys, 
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2011; Murkowski, 2018a and 2018b; Cieślak, 2004; Kot and Kurkiewicz, 2004; Holzer, 2003). Classical 
measures are based on established old-age thresholds and reflect the relationship between different age 
groups. In the analysis, age 65 was taken as the old age threshold.

The traditional demographic coefficients considered in the analysis are:
•	 Demographic old age ratio – share of population aged 65 and over in the total population:

 ,� (1)

where: L65+ – number of people aged 65 and over, L – total population;
•	 Demographic old age index defined as the quotient of the number of older people, e.g. aged 65+ 

and over, to the number of young people, e.g. aged up to 15 years:

 ,� (2)

where: L65+ – number of people aged 65 and over, L0-14, – number of people up to 15 years of age;
•	 Ageing rate, defined as the quotient of the number of people aged 85 and over among older 

people, e.g. aged 65 and over (double ageing index):

 ,� (3)

where: L85+ – number of people aged 65 and over L65+ – number of people aged 65 and over;
•	 Median age – the median value marks the age limit that half of the study population has already 

exceeded and the other half has not yet reached. 
In order to determine the level of population ageing, a scale of a given measure must be used.  

The literature describes many proposals for an ageing scale, but none of them is universal.
The ageing of the population is a dynamic phenomenon and the scales are period-adapted and therefore 

modified over the years. In the case of the demographic old-age coefficient in the Polish literature, the 
scale proposed by E. Rosset (Rosset, 1959) was most often used, assuming the age of 60 as the threshold 
of demographic old age. The scale used in the analyses of this article is proposed by J. T. Kowaleski 
(Kowaleski and Majdzińska, 2012) which is a modification of the Rosset scale with age 65 as the value 
of old age (Table 1).

In the case of the demographic age index, the scale used in the analysis is presented in Table 2. 
According to this scale, the actual old age of a population starts when the 0–14 age group becomes less 
numerous than the 65+ age group, i.e. when the demographic old age index takes on a value greater than 
unity (Kowaleski, 2011; Kowaleski and Majdzińska, 2012).

To determine the level of old age on the basis of the median, a modified scale is used in the 
article, in which demographically old are those populations in which the median age of the 
population exceeds 30 years, and the percentage of the population aged 65+ is at least 15% in 
them (Maksimowicz, 1990; Kowaleski and Majdzińska, 2012). If the median value is greater than 
35 years and the proportion of the population of 65+ is above 20%, then the population is defined 
as very old.
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1.2 Demographic coefficients in potential – static terms
From the point of view of potential demography, it is not the fact of living to a certain age that  
is important, but how many years one will live after reaching that age. In potential demography,  
it is not people or events that count, but time – understood as the life potential of individuals. 
This potential is established on the basis of life expectancy tables. A full description of life tables 
can be found in the book by Kędelski and Paradysz (Kędelski and Paradysz, 2006).

The basic value of potential demography is the life potential of an individual, defined by the expected 
number of years (defined in life tables by the symbol ex) and will be calculated from the formula:

 ,� (4)

where:  ex – the average life expectancy of people at the exact age of x.

Table 1 Demographic old age scale based on the proportion of the population aged 65 and over

Table 2 The scale of advancement of demographic old age based on the index of old age

Share of population aged 65+ (in %) Demographic study

Stages of population ageing

Below 10 Demographic youth

10–12 Foreground of ageing

12–14 Ageing well

Over 14 Demographic ageing

Degrees of demographic ageing

14–16 I

16–18 II

18–20 III

20 and more IV

Source: Kowaleski and Majdzińska (2012)

Demographic age index Demographic study

Stages of population ageing

Up to 0.6 Demographic youth

0.6–0.8 Foreground of ageing

0.8–1.0 Ageing well

1.0 and over Demographic ageing

Degrees of demographic ageing

1.0–1.2 I

1.2–1.4 II

1.4 and over III

Source: Kowaleski and Majdzińska (2012)
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The second basic value in the theory of potential demography is the total life potential (Vielrose, 1958; 
Murkowski, 2013 and 2018), which we will denote by the symbol PC. It determines the expected number 
of years that the study population has to survive in total. It is calculated from the formula:

 ,� (5)

where:
ω – the upper age limit in the life expectancy table, in which the number of living people is equal to 

zero, in this analysis was assumed that  ω = 100,
Px – the average population for a given age group,
ex – the average life expectancy of people at the exact age of x.
The analysis presented in the article contains the values of potential demography coefficients in static 

terms. In this approach, it is used the fact that the total life potential can be divided into partial potentials, 
i.e. the life potentials of people of a certain age for the whole of their further life. Thus, from the total life 
potential, we extract partial potentials, i.e. the expected number of remaining years of life among people in 
a fixed age group (Murkowski, 2018a). The potential of people aged from m to M years in relation to their 
further period of life will be marked with the symbol V(m, M; m, ω) and will be calculated from the formula:

� (6)

Potential ageing rates are calculated by analogy with traditional coefficients, replacing the size of the 
age groups with the corresponding partial potentials, i.e. the number of years to live of a given population 
group included in the definition of the coefficient.

Demographic coefficients in potential terms included in the analysis are:
•	 Demographic old-age ratio:

 ,� (7)

where: V(65, ω; 65, ω) – determines the expected number of remaining years of life among people aged 65+,
•	 Demographic old age index defined:

 ,� (8)

where: V(0, 15; 0, ω) – determines the expected number of remaining years of life among people aged 
0–14 years,

•	 The advanced ageing index (double ageing index):

� (9)
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where: V(85, ω; 85, ω) – determines the expected number of remaining years of life among people aged 
85+ years.

2	ANALYSIS OF SELECTED MEASURES OF POPULATION AGEING BASED ON CLASSICAL  
	 AND POTENTIAL MEASURES
The first demographic coefficient analysed is the demographic old age coefficient – defined as the 
share of the population aged 65 and over in the total population. The old age dependency ratio for all  
27 countries has increased when comparing the 2010 values with those in 2020. For Czechia, the old-age 
dependency ratio value in 2010 is 15.3%, in 2019 it is 19.6% and in 2020 19.9%. For Poland the value of 
the coefficient in the following analysed years is 13.6%, 17.7% and 18.2%. The increase in the coefficient 
between 2010 and 2019 for the Czechia is 4.6 percentage points, for Poland 4.1 percentage points, which 
gives a similar value of growth for these countries. Comparing the year 2019 with the first year of the 
Sars-Covid-19 pandemic, i.e. 2020, for Czechia the increase in the demographic ageing coefficient  
is 0.3 pct %, for Poland the increase was slightly higher – 0.5 pct%  (Figure 1 and Figure 2).

The country with the highest demographic coefficient over the analysed period was Germany, in 
2010 with a coefficient value of –20.7, followed by Italy in 2019 and 2020 with values of 22.8 and 23.2. 
The state with the lowest value in the three years analysed was Ireland with values of 11.2 – 14.1 – 14.4, 
respectively (Table 3). Czechia in the ascending ranking among EU-27 countries in 2010 was in the seventh 
position and Poland in the fourth (Table 4). In 2019 and then in 2020, Czechia moved up the ranking to 
the thirteenth then the twelfth place, bringing it closer in value to countries defined as demographically 
old. Poland occupied the fifth position in these two years.
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Figure 1	 Demographic ageing index values compared to the 27 EU countries

Source: Own elaboration 
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Figure 2	 Demographic ageing index values compared to the 27 EU countries

Source: Own elaboration 

Table 3 Demographic demographic old age ratio compared to the 27 EU countries

Table 4 Place of Czechia and Poland in the ascending ranking of the EU-27 countries

Year Czechia Poland Country with the highest 
coefficient value

Country with the lowest 
coefficient value

2010 15.30 13.57 Germany 20.7 Ireland 11.2

2019 19.60 17.70 Italy 22.8 Ireland 14.1

2020 19.90 18.20 Italy  23.2 Ireland 14.4

Source: Own elaboration

2010 2019 2020

Czechia 7 13 12

Poland 4 5 5

Source: Own elaboration

According to the scale presented in Table 1, only Ireland was at the pre-ageing stage in 2010, while 
Slovakia, Cyprus and Poland were at the appropriate ageing stage. The other countries included in the 
analysis reached the stage of demographic old age, including Czechia of the first degree and Italy and 
Germany of the IV degree.

All 27 countries have already reached demographic old age in 2019 and 2020. Czechia has moved  
to level three of demographic old age, Poland from level two in 2019 to level three in 2020. The group  
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Figure 3	 Demographic age index values compared to the 27 EU countries

Source: Own elaboration 
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Figure 4	 Demographic age index values compared to the 27 EU countries

Source: Own elaboration 
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of the oldest countries in 2019 was joined by: France, Latvia, Croatia, Bulgaria, Portugal, Greece and Finland, 
in 2020 this group already consisted of 12 countries. Another factor is the demographic old age index. This 
ratio determines the quotient of the number of people aged 65 and over to the number of children aged 
0–15 years. The literature states that the demographic old age of a population begins when the group of 
children becomes less numerous than the older population group, i.e. when the coefficient takes a value 
greater than unity (Kowaleski, 2011; Kowaleski and Majdzińska, 2012; Gavrilova and Gavrilov, 2009).

In the three analysed years, the country with the lowest value of the demographic old age index was 
Ireland with values of 0.54, 0.69 and 0.71, which, according to the scale (Table 2) placed the country into 
the group of demographically young countries. The country with the highest value of the measure in 2010 
was Germany while in 2019 and 2020 it was Italy (Table 5). Poland in 2010 was at the stage of proper aging 
with the value of 0.89, Czechia with the value of 1.07 had already reached the demographic old age of the 
first degree. In 2019 and 2020, both countries Poland and Czechia have already reached index values that 
allow them to be classified as demographically old countries of the second degree. In 2019 the countries 
that did not exceed an index value greater than unity were only Ireland, Luxembourg, Cyprus, in 2020 
only Ireland and Luxembourg. In the ascending ranking of the 27 countries analysed, Czechia maintained 
its 13th position in the indicated years, Poland moved from the 6th to the 8th position (Tables 5 and 6).

Another coefficient determining the level of ageing of the population is the quotient of the number  
of people aged old to the number of people aged 65 and over, referred to as the double ageing index  
or the index of old age. Figures 5 and 6 present a picture of the situation described by the old age index 
for the group of countries being under consideration for the years 2010, 2019 and 2020. Comparing 
the values from 2010 to 2019, apart from Cyprus, Denmark and Sweden, the remaining countries 
had higher index values. Both for Poland and Czechia the value of the coefficient has also increased 
between 2010 and 2019 in the case of Poland by 0.024 and in the case of Czechia by a much smaller 
value of 0.007. This indicator decreased marginally in 2020 compared to 2019 in the case of Poland 
the value did not change.

In the ranking of analysed countries (Table 8), Poland in 2010 occupied position 9th  then moved 
towards countries previously described as old countries and occupied position 12th in 2019 and 2020. 
Czechia was in the 8th position in 2010 then moved up the ranking to be in the 3rd position in 2020  
– where the top five countries with the lowest values are: Slovakia, Bulgaria, Czechia, Cyprus and Malta.

Table 5 Demographic age index values compared to the 27 EU countries

Table 6 Place of Czechia and Poland in the ranking of the EU-27 countries

Year Czechia Poland The country with the 
highest index value

The country with the lowest 
index value

2010 1.07 0.89 Germany 1.53 Ireland 0.54

2019 1.23 1.15 Italy 1.73 Ireland 0.69

2020 1.25 1.18 Italy 1.79 Ireland 0.71

Source: Own elaboration

2010 2019 2020

Czechia 13 13 13

Poland 6 8 8

Source: Own elaboration
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Figure 5	 Double ageing index values compared to the 27 EU countries

Source: Own elaboration 
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Figure 6	 Double ageing values compared to the 27 EU countries

Source: Own elaboration 
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The last classical measure discussed is the median. In 2010 the country with the lowest median value 
of 34 was Ireland, in 2020 the lowest median was recorded in Cyprus 37.7. The country with the highest 
value at the beginning of the considered period was Germany with a value of 44.2, in 2019 and 2020  
it was already Italy with a value of 46.8 and in 2020 with a value of 44.7 (Table 9). The median values 
(Figure 7) of 2019 for countries outside Sweden (median decreased by 0.2) were higher than in 2010. 
Between 2019 and 2020 (chart 8) there was still an increase in value apart from Germany and Malta where  
the decrease in value was 0.1 and 0.2, respectively.

Table 7 Double ageing index values compared to the 27 EU countries

Table 8 Place of Czechia and Poland in the ascending ranking of the EU-27 countries

Year Czechia Poland The country with the 
highest index value

The country with the lowest 
index value

2010 0.091 0.093 France 0.148 Croatia 0.0738

2019 0.098 0.117 Spain 0.167 Slovakia 0.093

2020 0.097 0.117 Spain 0.169 Slovakia  0.092

Source: Own elaboration

2010 2019 2020

Czechia 8 4 3

Poland 9 12 12

Source: Own elaboration
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For Poland the increase in the median value in 2019 compared to 2010 was 3.1, for Czechia   
in the same period  was 3.0. In 2020 there was also an increase in this indicator respectively for Poland 
by 0.3 and Czechia by 0.4. In the increasing ranking presented in Table 10, Poland was ranked 4th out 
of 27 countries in 2010, and in the following years it moved up to 7th position. In contrast, Czechia has 
moved from the sixth place in 2010 towards demographically old countries, taking 13th place in 2019 
and 14th place the following year.

Table 9 Median values compared to the 27 EU countries

Table 10 Place of Czechia and Poland in the ranking of the EU-27 countries

Year Czechia Poland The country with the lowest 
median value

The country with the highest 
median value

2010 39.6 37.9 Germany 44.2 Ireland, 34.0

2019 42.6 41.0 Italy 46.8 Ireland, Cyprus 37.7

2020 43.0 41.3 Italy 47.2 Cyprus 37.7

Source: Own elaboration

2010 2019 2020

Czechia 6 13 14

Poland 4 7 7

Source: Own elaboration
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According to the ageing level scale of A. Maksimowicz (Maksimowicz 1990), Poland was an ageing 
population in 2010, while Czechia was in the phase of advanced ageing. In 2019 and 2020, both countries 
were advanced old countries. 

The basic value of potential demography is the life potential of the unit V(x) (defined by Formula 4), 
in which the main unit is ex – the average life expectancy of people at the exact age of x.

The data in Tables 11 and 12 give examples of average life expectancy for people over 0, 14 and 65 years 
of age, as well as potential values for people of over the indicated age. In 2010, the average life expectancy 
for newborn babies under one year of age is longer for people from Czechia than for people from Poland. 
For people aged 14, the life expectancy for boys from  Czechia is longer than for men from Poland. Life 
expectancy tables show that life expectancy for men up to the age of 70 in Czechia is longer than for 
men of the same age in Poland. For men from Poland aged 71 and over, life expectancy is longer than for 
men of the same age from  Czechia. However, in case of women from the first year of life onwards Polish 
women are characterized by a longer life expectancy. The values of individual life potentials in 2010 for 
Czech men aged 0–70 are higher than for Polish men, in case of Polish women the values of individual 
life potentials are higher.

In 2019, for Czech men aged 0–69, life expectancy was longer than for Polish men. In case of individual 
potential, it was higher for Czech men aged 0–70 than for Poles in the same age range. For women aged 
0–59 in 2019, both life expectancy values and individual potential values were higher for the Czech 
women than for the Polish ones. At the age of 60 and over, women in Poland in 2019 were characterized 
by longer further age and higher values of individual potentials. 

Table 11 Unit life potential values for Poland for 2010 and 2019

Table 12 Unit life potential values for Czechia for 2010 and 2019

Sex Age (x)
2010 2019

ex V(x) ex V(x)

Male

0 72.10 71.60 74.07 73.71

14 58.63 58.14 60.46 59.97

65 15.06 14.76 15.95 15.65

Female

0 80.59 80.26 81.75 81.40

14 67.09 66.60 68.14 67.65

65 19.39 18.99 20.10 19.71

Source: Own elaboration

Sex Age (x)
2010 2019

ex V(x) ex V(x)

Male

0 74.40 74.01 76.33 75.94

14 60.74 60.25 62.66 62.16

65 15.29 14.97 16.29 15.95

Female

0 80.63 80.23 82.10 81.69

14 66.95 66.46 68.38 67.89

65 18.75 18.35 19.94 19.53

Source: Own elaboration



ANALYSES

344

According to Formula (5), the total potential of a given population (and partial potential) of the 
population is calculated by adding the average numbers of years of people from given age group multiplied 
by the average  duration of life of people aged x corresponding to the different  age groups according  
to the Formula (4).

Population ageing rates in potential (static) terms are compiled for Poland and Czechia for 2010 and 
2019. The life potentials that form the basis for the calculation of the coefficient values in the potential 
demography theory were expressed in years and listed in Table 13.

The level of advancement of population ageing in potential (static) terms is much lower than in case  
of traditional measures. The population of Poland aged 65 and over in 2010 accounted for more than 13%  
of the country’s total population had to live 3.82% years of the total years to be lived by the entire population 
(Table 12). In the case of Czechia, the traditional demographic ageing coefficient was 15.3%, in potential 
terms it is 5.55, i.e. the potential of the old age group represents more than 5% of the total potential of 
Czechia’s population. In 2019, the values of the discussed coefficient for both countries increased – for 
Poland by 1.73 percentage points and for Czechia by 0.88 percentage points. The contributing factors 
are both the higher percentage of old people in the  population of Poland  and the fact that people aged 
65 and over in Poland are characterised by longer life expectancy as defined by life expectancy tables.  
In the case of the potential old-age ratio for Poland, the value increased by 0.66 % percentage points in 2019 
compared to 2010. For Czechia, the ratio decreased by 1.32 % percentage points (Table 14 and Figure 9).

Note that both coefficients analysed here - demographic old age and old age – in potential terms reach 
much lower values (in percentage terms) than the corresponding coefficients in traditional terms. This  
is due to the fact that the average life span of people included in the so-called older subpopulation is much 
shorter than the average life span of other members of the population. The last of the analysed coefficients 
- the demographic ageing index determines the share of the potential of people aged 65–100 years  
to the value of the potential of people aged 0–15 years. Based on the values from Table 12 and it can be 
seen that in 2010 in Poland the potential of young people was almost 7 times greater than the potential 
of people of post-productive age, in Czechia it was 6 times greater. In 2019, as a result of the change  

Table 13 Static potential values for the populations of Poland and Czechia in 2010 and 2019

Description
2010 2019

Poland Czechia Poland Czechia

Population 38 022 869 10 462 088 37 972 812 10 649 800

Total life potential PC 1 512 678 908.32 408 997 284.06 1 483 686 379.11 417 076 022.68

The number of years to live  
for people up to 15 years of age  
V(0, 15; 0, ω )

402 320 042.03 105 482 444.56 412 190 272.64 121 824 764.80

Number of years to live  
for people over 60 years of age   
V(65, ω; 65, ω)

57 769 382.35 17 689 148.42 82 282 911.02 26 590 534.46

Number of years to live  
for people over 85 years of age  
V(85, ω; 85, ω)

2 315 979.12 599 849.67 3 843 824.52 890 176.58

Number of years (%) to live  
for the population in the period 
of 65+

3.82 5.55 4.33 4.24

Number of years (%) to live  
for the population in the period 
of 85+

0.15 0.26 0.15 0.14

Source: Own elaboration
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in the number of the discussed age groups, the potential of young people in Poland was almost 6 times 
greater and in Czechia 4.5 times greater. The values of the demographic aging index in 2019 were higher 
than in 2010, increased for Poland by 5.6% percentage points for the other country by about 5% percentage 
points. Thus, the potential of people 65 years and older in the final analysed period accounted for almost 
20% of the years for further living of the group of people up to 15 years for Poland, while for Czechia this 
potential accounted for almost 22% of the total potential of people up to 15 years. The increasing value of 
the demographic old age index is influenced by the fact that the dynamics of the growth of the potential 
of people 65+ is greater than the dynamics of the growth of the potential of the age group up to 15 years 
old. The values of particular coefficients and their dynamics are presented in Figure 9.

CONCLUSION
Traditional indicators for measuring the degree of ageing of the population are based on the number  
of people in individual age groups. In the article, the traditional approach to the study of the ageing process 
of the population has been extended by a potential approach in a static approach, i.e. using potentials  

Table 14 The values of the rates of demographic old age potentially static terms, calculated for Poland and  Czechia  
  for 2010 and 2019

Potential coefficients – static 
approach

Value of the coefficient

2010 2010 2019 2019

Poland Czechia Poland Czechia

Demographic old-age ratio 3.82 5.55 5.55 6.38

Demographic old-age index 14.36 16.77 19.96 21.83

Double ageing index 4.01 4.67 4.67 3.35

Source: Own elaboration
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in calculating measures, which are the number of years that a given population group can still live based 
on life expectancy tables. The analysis was carried out for Poland and Czechia. Most of the metrics 
discussed in both potential and traditional terms for both countries reached values greater in 2019 than 
in 2010. The exception was the ratio defining the share of people 85+ and over to people 65+ and over, 
whose value for Czechia decreased in 2019 compared to 2010. When analyzing the ranking of the 27 EU 
countries, Poland and Czechia are placed at the beginning or below the middle position of the ranking. 
That is why Poland and Czechia are referred to as  relatively "young" countries in comparison with the 
above mentioned group of EU countries. However, the increasing number of people of post-productive 
age and also extension of life expectancy, and thus the increasing potential of the countries, suggest that 
in the future both Poland and Czechia will catch up with the countries which are already achieving now 
high rates of population ageing coefficients. 
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Abstract

Financial intermediation services indirectly measured, or simply FISIM, is an adjustment made in national accounts 
which constitutes significant element in output of the financial institutions. Therefore, the methodological aspects 
of this adjustment are still broadly discussed issue.

In case of the Czech Republic, the institution responsible for the estimation is the Czech Statistical Office.  
The paper deeply analyses the approach of this institution and compare it with opinions of many authors. Based 
on this literature research, the aim of this paper is to propose improvements in the current estimation and find out 
other options how to estimate the most accurate value of FISIM.2

INTRODUCTION
The estimations of productivity are broadly discussed issue for a relatively long time because the 
productivity from an economic point of view is an extremely significant indicator which influences 
many other statistics. Nevertheless, it is essential to keep in mind that it is only an estimation affected 
by observational errors and methodological assumptions. These are the main reasons why valuating 
production more and more accurately is a challenge and many different approaches have been used, 
especially in the sector of financial institutions (S.12). 

The valuation of financial services provided by the financial institution faces up to a few obstacles 
such as obstacles associated with the payment for the services, which may be done directly or indirectly. 
Direct payments such as fees and commissions are easily detectable in statistical surveys. However, this 
part does not include the whole production of financial institutions and as a treatment of differences 

1	�	 Prague University of Economics and Business, Faculty of Informatics and Statistics, Department of Economic Statistics,  
W. Churchill Sq. 4, 130 67 Prague 3, Czech Republic. Also Czech Statistical Office, Department of Financial Accounts,  
Na padesátém 81, 100 82 Prague 10, Czech Republic. E-mail: jakub.vincenc@czso.cz.

2	�	 Earlier version of this paper was published as final thesis of Postgraduate Statistical Study at Faculty of Informatics  
and Statistics, Prague University of Economics and Business.
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between business and national accounts the estimations of indirect payments for the financial services 
are needed. The indirect payments arise from the financial operations such as acquisition and disposal 
of financial assets and liabilities in financial markets (for more details, see Kramulová, Houžvičková and 
Vincenc, 2019), insurance and pension schemes and from the financial services provided in association 
with interest charges on loans and deposits.

This paper focuses on the last-mentioned indirect payment which is part of the interest rates on loans 
and deposits. The adjustment estimating the value of this payments is called financial intermediation 
services indirectly measured (hereinafter FISIM). In this article I would like to follow up on the discussion 
of the current form of FISIM adjustment from a methodological point of view and point out possible 
changes in the current methodology or to find alternative methods of FISIM estimation.  The above 
mentioned will be illustrated on the current methodology and data sources of the Czech Statistical Office 
(hereinafter CZSO).

The paper is organized as follows: Section 1 contains literature research to show the current level  
of knowledge. It briefly presents many authors' opinions on the methodological background. It mentions 
a few controversial aspects in comparison with the CZSO. Section 2 arises from findings made in the first 
section. It is dedicated to applying the findings into the formulas and shows the calculation and results 
of the alternative methods in case of the CZSO.

1 CURRENT STAGE OF KNOWLEDGE
1.1 FISIM as a portion of the interest
The FISIM represents the part of services charged by financial intermediator. Payments for these services 
are included in interest rates on loans and deposits. In case of loans it means, the client pays a higher 
interest than the reference rate. On the other hand, in case of deposits the client receives a lower interest 
rate than the reference rate and by that is the intermediation service paid.

The reference rate stays for pure costs of borrowed funds which basically means the cost of money 
without risk premia and without payment for the intermediation service. This rate is in general located 
somewhere between the interest rate on loans and the interest rate on deposits. The spread between these 
rates and the reference rate is FISIM from deposits or FISIM from loans. Their sum is the total FISIM 
which represents the volume of payments for the intermediation of the financial services related to the 
providing loans or taking deposits.

In the Czech Republic FISIM takes around 30% of output in the sector of financial institutions and the 
rest of the output (directly measured part) is estimated almost the same way in each of its subsectors.3 
Especially in the subsectors, which are supervised by the Czech National Bank (hereinafter CNB).  
It means that directly measured part of the output is mainly sum of two items: “Income from fees and 
commissions“ and “Other operating income“. Differences in the calculation within subsectors are  
non-significant in our case, more relevant is to focus on what specific kind of data these two items contain.

The item called “Other operating income“ consists of returns on investments to property and other 
commodities, earnings from lease or received compensations such as fines. There would be nothing 
related to lending money or deposit-taking, even if these activities were at the very beginning of banks 
existence, which make an essential part of S.12.

The output coming from these activities is at least partly included in the item called “Income from 
fees and commissions“, because commissions and fees captured here are linked with financial instrument 
operations in general. Nevertheless, the output of the financial institutions based on these two items  

3	�	 The sector of financial institutions in national accounts has nine subsectors according to European System of Accounts ESA 
2010 (Eurostat, 2013) – an accounting framework for the system of national accounts and regional accounts used by members 
of the European Union.
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is not high enough. In some subsectors, the gross value added could be under zero, which is not consistent 
with the profits in the sector.

Great example in the Czech Republic is the banking sector which is in profit for such a long period. 
At the end of 2018, banks turned in a profit of CZK 82.1 billion. It was a rise of 8.9% on a year earlier. 
In 2019 the profit increased by 11.6%, year-on-year, and reached a historical level of CZK 91 billion. 
Nowadays, the profits of banks decrease mainly due to the coronavirus pandemic. Still, if their output was 
measured using just these two items mentioned above, it would not reflect the reality (Czech National 
Bank, 2019 and 2020).

In the field of national accounts was and still is a debate about this topic. The basic agreement is that 
there are missing parts of the output that must be measured indirectly, as mentioned in the introduction, 
because these services are not fully paid through fees and commissions. The output captured in item 
“Income from fees and commissions“ decreases over time. The drop can be caused by increasing 
competitiveness or marketing strategies. However, the point is that the volume of services provided  
by banks is still rising and their profits as well. The rising volume of deposits and loans in comparison 
with decreasing fees illustrates Figure 1.

The issue is that the item “Income from fees and commissions“ includes only fees and commissions 
paid directly according to the commission agreement and not the indirect part. In this case, this part  
is included in the interest payments, because according to the manuals for national accounts the interest 
earnings are not part of the output, although the interest is an earning related to money lending services 
(at least according to business accounting). The interest in national accounts is a property income only, 
but the part of it is moved to the output, because “interest on loans and deposits payable to and receivable 
from financial institutions include an adjustment for a margin that represents an indirect payment for 
the services provided by the financial institutions in providing loans and accepting deposits” (Eurostat, 
2013, p. 98).
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Figure 1	 Volume of deposits and loans provided by deposit-taking corporations except for the central bank in the  
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 The adjustment is called FISIM and is used to solve the problem of different treatment on interest 
between business and national accounting as the national account’s manuals explain that the payment for the 
intermediation service is included in the interest payment. This part of the interest marked as service must 
be moved to the output. At the same time, this adjustment also results in better international comparison 
of the statistics, as in each country may dominate a different charging policy of the financial institutions. 
Thus, if only direct payments were included in the output, there would be significant irregularities.

The national accounts compilers mostly agree that financial intermediators charge for their services 
by a portion of interests. This way of charging is typical, especially for banks, because their interest profit 
has long been the main profitability source (Czech National Bank, 2019).

Hood (2013) explains that banks compensate low profit from fees and commission by a portion of 
the interest they charge on loans or by a reduction in the interest rates they pay to depositors. The banks 
use this way of charging rather than charging by explicit fees.

Among others, the financial services occurring in the interest also confirms Akritidis (2007), who 
adds that commission, account charges and flat rate fees for overdrafts are significantly below the costs 
paid by the banking industry on wages and bonuses and intermediate costs such as rental, electricity and 
stationary purchases. It means that when you use conventional treatment of measuring output, which 
includes direct payments only, the threat of what the OECD described as “the paradox of a prosperous 
industry” can occur.

The paradox of prosperous industry indicates prosperous industries which have a negligible impact on 
the national product. The paradox is linked with neoclassical ideas about economy rooted in nineteenth 
century and makes the opposite view. Neoclassical economics saw banks generate a profit, despite providing 
activities inherently unproductive (according to the neoclassical economics), therefore the profit was 
considered accidental. Productivity in general was defined inherently just to some activities and labours; 
the others were inherently unproductive. The great political economists of the eighteenth and nineteenth 
centuries saw the productiveness as already determined at the moment when there is a input of labour 
and depending on whether such labour create material goods (Christophers, 2013).

Christophers (2013) explain that this problem or paradox occurred just because national accountants 
could not realize the existence of bank’s intermediation services. Therefore, this kind of problematic 
neoclassical theory has long been overcome and there is no doubt about indirect payments for financial 
services, which must be estimated by some adjustments and added to the output such as FISIM.  
The approach of the CZSO is in line with that.

1.2 Producers of FISIM
Banks are not the only ones able to produce FISIM. There are other financial institutions to be involved 
in the estimation. The ESA 2010 says that FISIM is produced by ”…deposit-taking corporations except 
for the central bank (hereinafter S.122); and other financial intermediaries, except insurance corporations 
and pension funds (hereinafter S.125)” (Eurostat, 2013, p. 331).

In the System of National Accounts SNA 20084 (United Nations, 2009), FISIM producer's delimitation 
is less strict. “These indirect charges in respect of interest apply only to loans and deposits and only when 
those loans and deposits are provided by, or deposited with, financial institutions” (United Nations, 2009, 
p. 116). It means that in a theoretical way, the producer of FISIM can be every financial institution that 
can deposit or lend money. It is not necessary to do both because the amount of money lent usually does 
not match with the amount of money deposited. Therefore, the indirect charging is imputed in all loans 

4	�	 SNA 2008 is the international standard system of national accounts, which is the background to ESA 2010. In the case  
of this paper, which focuses on the national accounts compiled by the CZSO, the SNA 2008 provides different, usually looser,  
interpretation. Nevertheless, the ESA are obligatory for the CZSO.
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and deposits offered by a financial institution irrespective of the funds' source and the volume of indirect 
charges can be different depending on the source of money and its costs.

The manuals (especially SNA 2018) suppose that the producers of FISIM are the financial corporations 
(S.12) only. It means that financial institutions as a non-market producers captured in general government 
(S.13) are excluded from the estimation. In case of the Czech Republic, it has a significant impact mainly 
due to the two institutions: the Czech Export Bank and the National Development Bank. Still, the 
possibility of negligible FISIM outside S.12 is also mentioned there, but the manual adds that providing 
financial services is typically under strict regulation and retailers usually do not provide them as secondary 
production. There are also discussions about the central bank as a FISIM producer, but it is usually also  
a non-market producer. Moreover, ESA 2010 defines its production as the sum of its costs and its interest 
rates are affected by monetary policy (United Nations, 2009).

Zieschang (2012) also says that FISIM might occur outside the sector of financial institutions.  
He respects that these kinds of loans are not included in FISIM estimation and agrees that the value  
of FISIM from these loans probably will not be quantitatively significant. However, he adds that the 
treatment of the SNA 2008 does not have to be the most accurate. 

We can suppose that almost no consumer’s loans are provided directly by retailers, but the CZSO 
does not even estimate FISIM from loans provided by Other financial intermediaries (hereinafter OFI) 
classified as a part of S.125. These financial intermediaries usually provide consumers loans instead of 
retailers, and from my perspective, there is no reason to exclude them from the estimation. ESA 2010 also 
confirms that OFI are involved in lending money, so the CZSO should enlarge its FISIM producers list by 
them. Nowadays, the list includes only S.122 and the financial lease provided by the financial intermediary  
as a part of S.125, but S.125 includes more suitable units such as OFI or Financial payment institutions. 
Moreover, leasing companies can provide consumers loans as well; at least as a smaller part of financial 
services which they provide. These loans should be added to the estimation as well.

All the proposed units belong to NACE 64 which refers to “the activities of obtaining and redistributing 
funds other than for the purpose of insurance or pension funding or compulsory social security” (European 
Commission and Eurostat, 2008, p. 257). Therefore, they are suitable FISIM producers instead of almost 
similar units captured in NACE 66 which do not do them-selves (directly) provide financial services.

The impact of this extension in case of the Czech Republic using data of the CZSO is calculated  
in Section 2.1.

1.3 Allocation of FISIM
On the other hand, the volume of FISIM produced, must be used. There are limited options how  
to allocate these services on the user side, which includes intermediate consumption, final consumption 
expenditure or export. In practice, it may be difficult to find the right method of allocating FISIM  
to the various recipients or users of the services. Therefore, in the past, the manual allowed to record the 
whole FISIM output as the intermediate consumption of a notional unit with zero output, the so-called 
"nominal sector". Nowadays, the allocation depends on the institutional sector of user:

a)	 FISIM used by non-financial corporation, other financial corporation, general government, 
households as owners of dwellings, households as owners of unincorporated enterprises  
and non-profit institutions serving households belong to the intermediate consumption;

b)	FISIM used by households for individual consumption belong to the final consumption;
c)	 FISIM used by non-residents belong to the export.
To allocate FISIM, it is necessary to have data about the stock of loans and deposits as well as related 

value of interests broken by sector of depositor or borrower. Then, it is possible to identify who borrowed 
or deposited the money and, accordingly, allocate FISIM correctly. The correct allocation is important 
for many reasons, but the major one is linked with its impact on GDP.
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ESA 2010 manual excludes loans and deposits provided between banks from the estimation of FISIM, 
because there is almost no FISIM occurrence, thus these transactions are used for calculation of internal 
reference rate (see Section 1.5). Deposits and loans provided by the central bank are also excluded, 
because it is non-market producer and its interest rates are affected by the monetary policy. Nevertheless, 
the CZSO excludes also loans and deposits, where the sector of user are Money market funds (S.123), 
Non-MMF investment funds (S.124) and Other financial intermediaries, except Insurance corporations 
and Pension funds (S.125). It means that FISIM is not estimated from these loans and deposits and not 
allocated in these subsectors as well.

Units captured in S.123 and S.124 are in general just funds issuing shares, etc. However, they can also 
invest on their own account and borrow money for this purpose. This idea is supported by the fact that 
the CNB reports data, which says that stock of loans and deposits used for FISIM estimation belongs 
among the other sectors to S.123 and S.124. It is possible that these funds can reach better interest 
rates with almost no FISIM occurrence, because they are often closely related to the banks, but it is not  
the reason for the exclusion. Moreover, there is also no reason to exclude S.125, because these units also 
arrange loans with banks or have deposits there.

In the ARAD5 database are the volumes of loans and deposits provided by banks to S.123, S.124 and S.125 
available. The estimation of FISIM including S.123, S.124 and S.125 on the user side is part of Section 2.2.

1.4 Financial assets and liabilities affected by FISIM
According to the current regulation,6 the only financial instruments affected by FISIM adjustment are 
loans and deposits. It is due to suitable properties of its interest rates. Akritidis (2007) explains that 
these interest rates are under control of commercial banks unlike the interest rates on other financial 
instruments, such as bonds or securities. They are easily identifiable in division into interest rates  
on loans and interest rates on deposits, which has consequences in the current method of FISIM estimation. 
Extending the estimation by bonds may lead to a negative FISIM, it means to produce a negative service.

There is still a debate whether negative FISIM occurrence is explainable, but it is not in line with the 
current convention and that debate is not the aim of this article. In general, it is not appropriate to include 
bonds and especially the bonds with interest rates often lower than the reference rate to the estimation 
(Akritidis, 2007).

Reinsdorf (2011) mentions direct contact between bank and a customer as a key factor for providing 
implicit services. Thus, the bond purchased by bank on the open market does not produce services that 
are used by the actual bond issuer. Based on above mentioned, it is possible to also exclude securities. 
The interbank borrowings are also excluded. Even though SNA 2008 confirms impact of the exclusion 
on the FISIM estimation, in these transactions is a little if any FISIM. Banks usually borrow from  
and lend to each other at a risk-free rate.

Zieschang (2012) confirms mentioned above and says that deposits and loans only are affected  
by FISIM, thus there is nothing inconsistent in the approach of the CZSO.

1.5 Reference rate approach of FISIM estimation
The volume of FISIM is estimated using reference rate approach adopted from the theory of user cost  
of money which determines whether a financial product is an input or an output due to its net contribution 
to its revenue. This approach is applied to loans and deposits in the FISIM estimation (Abhiman  
and Ramesh, 2017).

5	�	 ARAD is a public database, forming part of the Czech National Bank’s information service. The purpose of the database  
is to create a unified system for presenting time series of aggregated data for individual statistics and financial market areas.

6	�	 ESA 2010, paragraph 14.03.
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FISIM from loans is calculated as a difference between interest rate on loans and the reference rate 
because the reference rate basically represents the average costs of the lender. Hence, FISIM in general 
should reach positive values. In case of deposit, FISIM is calculated conversely as a difference between 
reference rate and interest rate on deposits. This means that the interest rate applied to deposits is generally 
lower than the reference rate. In this case, the client receives a lower interest rate and thus essentially 
pays for the service. So, the main concept is to divide whole amount of interest by reference rate into 
two parts. First one which should remain classified as the interests (D.41) and second one which should  
be part of the output (FISIM (from loans and from deposits).

The SNA 2008 claims that: “The reference rate should contain no service element and reflect the risk 
and maturity structure of deposits and loans.” This is because, after adjusting interest using the reference 
rate, the service payment should be the only component of FISIM.  The interest rate used for inter-bank 
borrowing and lending may be a suitable choice for a reference rate. Because “for banks within the same 
economy, there is often little, if any, service provided in association with banks' lending to and borrowing 
from other banks” (United Nations, 2009, p. 583).

According to the ESA 2010 manual “the internal reference rate is calculated as the ratio of interest 
receivable on loans within and between subsectors S.122 and S.125 to stocks of loans within and between 
subsectors S.122 and S.125. When the deposits data is more reliable, the internal reference rate (hereinafter 
IRR) should be calculated on interbank deposits” (p. 331).

To use the IRR based on the inter-bank transactions has also some pitfalls, mainly because of the risk 
premia. The risk premia is another part of the interest and serves as a compensation for the possibility 
that the borrower will not repay the entire liability. To exclude it from FISIM it is necessary for the 
IRR to include a proportion of the risk, but the risk premia differ from loan to loan. The IRR based  
on the inter-bank transactions involves almost no risk premia.

The choice of IRR can significantly affect the resulting volume of FISIM. Thus, it is important to set  
it right based on financial instrument (loan or deposit) with the same maturity (term premia) and with the 
same risk premia as the instrument from which the FISIM is estimated. Otherwise, some fluctuations may 
occur, because as Zieschang (2012) presents, using a single IRR inherently allows maturity and risk premia 
to enter FISIM estimations which are the parts of the interest that should not be captured in the output.

When the stock of loans is multiplied by the IRR (containing an appropriate level of risk and term 
premia), the result is the volume of interests that represent the costs of the intermediator with the risk 
and term premia included. Then the amount of interest charged by the intermediary is by these costs. 
The result obtained is FISIM from loans including only the payment for the intermediation services. 
Therefore, there is an effort to use the IRR without any intermediation services, but with risk premia 
(default margin) and term premia corresponding to the affected loans and deposits.

Using more IRRs for loans and deposits differing in risk and term premia is one possibility. The other 
option is to use its average amount in the economy. However, according to the Advisory Expert Group 
on National Accounts (2013): ”…excluding credit default risk from FISIM, in practice it does not seem 
feasible, at least in a way that can ensure reasonable comparability across most countries, and so the Task 
Force concluded that credit default risk should remain part of FISIM in order to facilitate international 
comparability, at least in the immediate future” (p. 5).

There are opinions that keeping the risk premium as part of FISIM is not just because we are unable 
to exclude the risk premium while maintaining international comparability. Based on these opinions 
the real reason is that the risk premia serves to cover the costs related to insurance activities in case of 
the intermediator does these activities to mitigate the risk. In my point of view, the risk premia should  
be excluded from FISIM anyway, because it is not the payment for the service of intermediation. However, 
it does not mean, that the risk premia should not be part of the output in general (Advisory Expert Group 
on National Accounts, 2013).
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The Advisory Expert Group on National Accounts (2013) has also concluded that a term premium 
should be reflected in FISIM as well. This means that the IRR should be without any payments for 
services and should include the risk and term premia. “The Task Force stated that channelling funds 
from borrowers to lenders is a fundamental function of banks, and maturity transformation is inherent 
to Financial Intermediaries” (p. 41). Moreover, the possible exclusion of the term and risk premia from 
FISIM faces the very limited suitable data availability.

Except the term premia and risk premia is the currency mix of loans or deposits which can  
be significantly different from the inter-bank transactions influencing the IRR. Therefore, in the UK  
the IRR is at first computed separately for each currency and then their weighted average is made to get 
the overall IRR, but this issue is not of such importance in the Czech Republic (Akritidis, 2017).

Another reason for using more than one IRR may be the difference between the so-called "creditor" 
and "debtor approach". Debtor approach means that interest payments are predetermined and unchanged 
in the future. This is how nearly all commercial bank rates are set. On the other hand, the IRR is always 
based on current financial market conditions and is therefore different for each FISIM estimation (creditor 
approach). In order to calculate FISIM correctly, it would be necessary to have a unique IRR applied  
to each loan and deposit at the time of its origin and not to change it for their whole duration. In practice, 
this method of calculation is hardly implementable, especially due to the volumes of loans and deposits 
arranged, the limitations of data sources, etc.

Based on the motioned above, Section 2.3 shows some applications of different IRRs in the CZSO 
approach, which is currently based on interbank loans according to the ESA 2010.

2 VARIOUS METHODS OF FISIM ESTIMATION IN CASE OF THE CZECH REPUBLIC
The alternative methods of calculating the FISIM adjustment discussed above are summarized in the 
following chapters, which serve for a general overview of this issue. In each chapter of Section 2 I will 
try to apply the methodological findings made in Section 1 to the data of the CZSO in a time series from 
2015 to 2019. Due to the limited possibilities of publishing some data needed for estimations I will focus 
on the results mainly and its impact on key macroeconomic indicators.

2.1 Enlargement of FISIM producers
In case of the CZSO, S.125 is further subdivided into four divisions: Leasing companies, Securities dealers 
on own account, Other financial intermediaries, Financial payment institutions including electronic 
money institutions. And as I stated in Section 1.2, S.125 includes much more FISIM producers than just 
Leasing companies which are already included, but only in case of providing financial leasing. However, 
according to the Czech Leasing and Financial Association (CLFA, 2021) these companies also provide 
customer loans. Interests from these loans should be also affected by the estimation and when the rest  
of S.125 as a part of NACE 64 can also provide these loans, it should be included, too. Therefore, I enlarged 
the current CZSO approach by customer loans provided by units mentioned above and in the estimation  
I used the same IRRs used by the CZSO. It means that the results show only the impact of the enlargement.

In general, the data needed was taken from national accounts compiled by the CZSO. The volume  
of loans provided by S.125 was taken from the item Loans (AF.4) with exclusion of financial leasing 
which is already included. The volume of interests comes from the item Interest (D.41). The exclusion  
of interests from financial leasing was also made.

This enlargement results in an average increase of 3.2% in the current volume of FISIM produced  
by resident units between 2015 and 2019. It leads to the growth of output in the whole sector S.12  
by 0.9% and by 7.2% in S.125. As you can see in Figure 2 the impact on the output of S.12 is still rising 
and is driven mainly by an increasing volume of interests in OFI (group of units as a part of S.125).
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It is possible that the main part of this enlargement consists of consumer loans, whose borrowers are 
mainly households. Therefore, on the user side the output would be captured mainly in final consumption 
of households. Adding these values in the system of national accounts will affect the level of GDP.  
The increase will be on average 0.063% of GDP at current prices (see Figure 2).

It is necessary to consider that units in S.125 probably have higher cost of money than banks, so 
the use of current IRR arising mainly from loans within S.122 may not be appropriate. In addition, the 
interest rates of loans provided by units in S.125 may contain significant default margin, because in my 
opinion they are often used by clients who would not be able to apply for cheaper loans. Therefore, it can 
be assumed that actual FISIM coming from this enlargement would be a little lower.

2.2 Enlargement of FISIM users
The FISIM is not estimated from deposits and loans where the bank is a borrower and depositor as well. 
In these interbank transactions can occur at least small FISIM, but the IRR is based on them, thus the 
estimation of FISIM in S.122 according to the current approach would be zero. The exclusion of central 
bank as a user of FISIM was already mentioned in Section 1.3, but the current FISIM estimation made 
by the CZSO is furthermore underestimated by excluded loans and deposits provided by banks to S.123, 
S.124 and S.125. According to my finding, these subsectors are suitable for the FISIM estimation and the 
following results shows the impact of adding them.

These loans and deposits are provided by commercial banks to S.123-5, so the banks are the producers 
in this case. S.123-5 are the enlargement on the user’s side. I used the same IRRs used by the CZSO  
in 2015–2019 again, the data for loans based on ARAD database and the bank interests coming from  
the report provided by the CNB. The results approved the occurrence of FISIM it these subsectors even  
if it is low in comparison to the other subsectors. The average growth of the output makes about 0.23% 
impact on the output of whole S.12 and the average growth is 0.79%. For more details see Figure 3.
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	 loans provided by units classified in S.125 to the FISIM estimation – the Czech Republic (in %)
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These three subsectors belong into financial institutions, which usually have a close relationship 
with banks. Especially the funds in S.123 and S.124. This is probably the reason why, despite high levels 
of deposits and loans, these units do not have as high FISIM as in other sectors. In addition, there  
is sometimes even negative FISIM on the deposit side. This means that these units are able to negotiate 
a higher interest rate than the IRR.

Based on the above mentioned occurrence of negative FISIM and the close links of some units with 
the banks, we can have a debate here about their non-market behaviour. This would result in the non-
inclusion of these units in the FISIM estimation. Moreover, their small impact on the output would become 
part of the intermediate consumption with no effect on GDP. There is a possibility to exclude only some 
of the units closely linked with banks, which probably make the negative FISIM occurrence. However, 
in general, I assume that at least part of this FISIM is missing in the national accounts of the CZSO.

2.3 Alternative reference rate
The sectors included in the following estimations remain the same as they are in the current approach 
made by the CZSO. No enlargement is made. The focus is only on possible alternatives to the currently 
used IRRs and their impact on the value of FISIM, GDP or S.12 output.

The first option how to replace currently used IRR is PRIBOR. The interest rate which reflects  
the willing of bank to lend money on the Czech interbank money market. Several of its values exist and 
differ according to the length of the interbank loan. As based on ARAD database more than 88% of client 
loans are provided for a period longer than one year. Most of the deposits (about 75%) can be withdrawn 
on-demand, but their volume is still rising in time and usually much faster than inflation. It means that 
even if they are on-demand, they remain on accounts more than one year. Therefore, I decided to use  
the average annual PRIBOR rate, which is the longest one published by the CNB on its website.
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The issue of using PRIBOR as an IRR is that its value is obviously more sensitive, and it is changing 
much more quickly, especially in 2018 when its value was more than double of 2017. It leads to significant 
year-on-year changes of total FISIM and huge year-on-year changes in the proportion between FISIM 
from loans and FISIM from deposits, which does not look reliable. On the other hand, if we accept the 
idea that the year-on-year change in the total FISIM (as one of the main indicators of banks' output) 
should be consistent with the year-on-year change in profits of the banking sector, then the use of annual 
PRIBOR does not seem to be a bad choice (see Figure 4). However, the current value of FISIM still has 
a better correlation coefficient.

The second option as a potential IRR should be interest rates published by the CNB. However, these 
rates are heavily affected by needs of monetary policy, especially in the couple of last years. For example, 
in 2016 the two-week repo rate hit the "technical zero" as an effort to prevent potential deflation. So,  
the usage of these interest rates as IRR is not appropriate.

CONCLUSION 
Situation on the financial market reflected in a drop of fees and commissions led to the need of national 
accountants to develop the concept of indirectly measured services. The FISIM, as one of these services, 
is an important part of the S.12 output. However, its most appropriate estimation is still broadly discussed 
issue in the field of national accounts.

The estimation has been developing through the years, but most authors assume that FISIM is charged 
only as part of interest on loans and deposits. No more financial assets or liabilities are affected, even 
if they are linked with interest profits or losses. The purpose of FISIM is to replace the missing interest 
earnings in the output of financial institutions, because the interests are captured only as a property 
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income according to the manuals. This is where the different approach of national accounting from 
business accounting becomes visible.

In case of banks, the interest from loans and deposits is the main source of profitability. Therefore,  
the part of them must be marked as FISIM and moved to their output. The banks are not the only 
producers of FISIM. The CZSO estimation approach also includes the leasing companies. However, based 
on the manuals and the opinion of Zieschang (2012), it is possible to enlarge the current range of FISIM 
producers. Enlargement should focus primarily on those financial institutions that provide consumer’s 
loans. It means that at least all the units captured in S.125 should be marked as FISIM producer.

Possibility to enlarge the estimation is also on the side of consumers (users) of FISIM, because  
the CZSO approach does not calculate the FISIM from loans and deposits provided to units captured  
in S.123, S.124 and S.125. The stock of borrowings and deposits provided by S.122 to them is available 
and I have not found a reason to exclude all of the unites in these three subsectors. The possible exclusion 
could only apply to those units that are able to negotiate interest rates on the financial market at better 
than market conditions.

Methodology of the estimation is based on the reference rate approach. Thus, the choice of IRR  
is crucial to get the most accurate results, but the IRR is usually badly affected by many factors such  
as risk and term premia, different maturity or currency mix and it is not easy to find the most accurate 
one. The IRR currently used by the CZSO is based on the inter-bank transactions, so PRIBOR seemed 
to be suitable alternative. However, it does not lead to better results. The second alternative, interest 
rates published by the CNB, are badly affected by the monetary policy needs. Therefore, I did not come  
up with an improvement of IRR.

The main outcome of my thesis is that the approach of the CZSO reflects the reality of financial markets, 
but could be enlarged on the producers and consumers side. However, as my calculations have shown, in 
the Czech Republic the impact of these enlargements is not so significant in the absolute values of FISIM.

In the case of the IRR, there remains room for further exploration, in particular with regard to the use 
more than one reference rate in the estimation. Then, the reference rate could by more closely aligned 
with maturity, risk and term premia or currency mix of loans and deposits provided, which could lead  
to more accurate results. Leaving aside the high workload needed, which may not result in the 
corresponding improvement in the FISIM values, this approach is likely to face a shortage of quality 
data sources.
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Remembering Professor Petr Hebák
(9.8.1940–12.6.2022)

Libor Svoboda  | Czech Statistical Office, Prague, Czech Republic
Tomáš Karel  | Prague University of Economics and Business, Prague, Czech Republic

On Sunday afternoon, June 12, we learned the sad news that Professor Petr Hebák has left us forever  
at the age of 81. He was the Nestor1 of Czech statistics, but above all else a multifaceted personality, good 
man, colleague, and friend. 

In his person, the statistical community has lost an important 
expert and a passionate promoter of statistics. He dealt mainly with 
the problems of regression analysis, multivariate statistical methods, 
and Bayesian statistics and their use in economic analyses. He was 
the author or co-author of 8 monographs in the field of statistics.  
We should mention Multivariate Statistical Methods with Applications 
(SNTL, 1987), which he wrote with his generational contemporaries 
Jiří Hustopecký, and a trilogy with a similar title, which he published 
together with other authors in 2004–2007. The monograph Statistical 
Thinking and Tools for Data Analysis (Informatorium, 2013) was 
the collective work in which he and his colleagues summarized 

the results of their research. In addition to books, he has authored dozens, perhaps hundreds, of articles  
in journals and conference proceedings. Among his popular works, let us recall the articles Statistical 
Data and Their Meaning, Statistical Data and Their Telling Power, and Statistical Data and Their Uses, 
which he published in the journal Statistics in 2002 and 2003.

Petr Hebák's rich teaching activity was mainly connected with the Department of Statistics  
at the University of Economics, where he worked since 1962 for more than 50 years (over 100 semesters). 
When shaping the profile and focus of the department in the early 1990s, he was at its head and actively 
participated in the establishment of the Faculty of Computer Science and Statistics. Through lectures, 
seminars, and supervision of theses and Ph.D. students, he was involved in the formation of several 
generations of future statisticians, including many current academics, staff of the National Statistical Office, 
researchers, and other professionals. He has written over 30 titles of university and high school textbooks 
and scripts. In this field, his collection of problems, Probability Counts in Examples (with co-author  
Jana Kahounová), which has been released in seven editions between 1978 and 2014, will probably 
remain unsurpassed.

However, Petr Hebák was not only a statistician and a great teacher; his range of activities was incredibly 
wide. Let's try to mention at least some of them. Petr was a long-time player at the national team level, 
a coach, and an official of the bridge association. In 1993 he published the first Czech modern textbook 
of this card game, Bridge for Everyone, which has also been published repeatedly, most recently in 2010. 
He also played chess at the master level. It is also worth mentioning his acting in a theatre company,  
and his interest in boating and cottaging in the Highlands.

Peter will always be remembered as a highly sociable, amusing, and entertaining person. When 
we meet with friends, we will certainly recall with a smile many stories in which he figured (some  

1	�	 We think the designation is very appropriate in his case. Nestor was a figure of mythical Greece. According to Homer, he was 
the oldest, most righteous and also the most prudent of all the Achaean leaders fighting at Troy.
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of which have long since taken on a life of their own). His extraordinarily developed sense of justice  
and social sensitivity in combination with his outspokenness caused some difficulties throughout his life 

His beloved wife Olga, always kind and patient, gave him great support in all his activities. Given  
the above list of activities, the reader will understand that it was not always entirely easy. It must be 
said that Peter was very attached to his large family, his four daughters, their partners, grandchildren,  
and great-grandchildren.

While celebrating his 80th birthday, Peter told us that "we have come together to rejoice that we are 
still alive".  It is very hard to accept the fact that this will no longer be the case.
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Conferences
The 24th AMSE Scientific Conference (Applications of Mathematics and Statistics in Economics) 

took place from 31st August to 4th September 2022 in Velké Losiny, Czechia. More at: <http://www.
amse-conference.eu>.

The 40th MME International Conference (Mathematical Methods in Economics) was held during  
7–9 September 2022 in Jihlava, Czechia. More at: <https://mme2022.vspj.cz>.

The 2022 IDIMT Conference (Interdisciplinary Information Management Talks) took place  
from 7th to 9th September 2022 in Prague, Czechia. More at: <https://idimt.org>.

The 16th MSED Conference (International Days of Statistics and Economics) was held during  
8–10 September 2022 in Prague, Czechia. More at: <https://msed.vse.cz>.
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