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The Importance of Implementing Environmental Variables
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Abstract

In this paper, the regional efficiency of healttedacilities in Slovakia is
measured (2008 — 2015) using a Data Envelopmentysisa(DEA). The
window DEA was chosen since it leads to increas#édrentiation of results,
especially when applied to small samples, and iab@s year-by-year
comparisons of the results. Two inputs (numberedsbnumber of medical staff)
and two outputs (use of beds, average nursing timee¢ chosen as variables in
output-oriented 4-year window DEA model for theeassnent of technical
efficiency in 8 Slovak regions. As the regionaicigificy is driven by natural,
historical, macro-economic and political conditigris the next stage the impact
of environmental factors on efficiency is examinBue results have confirmed
that the public costs, private costs, departmehigher education, population
over 65, life expectancy, wage costs, populatiae sind income inequality
indicator s80/s20 are statistically significant atiterefore affect the efficiency
of healthcare facilities in Slovakia.
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Introduction

Regional efficiency and possibilities of its impement have become one of
the leading imperatives of all world economies. iBdemg balanced national
development and reducing interregional disparittegn economic challenge.
Regional efficiency is generally assessed by pacienparisons of regional
growth and development indicators. The indicatorgodss domestic product
is mostly compared with other socio-economic intlice Each of these com-
parisons gives us information about their correfatbut does not give us
a complete picture of the achieved level of redia®velopment. Traditional
methods of measuring efficiency require knowledfaroexact functional form
linking outputs and inputs, or prior determinat@hinputs and output weights,
which makes the assessment of their importancesting.

The purpose of this paper is to present the ®esfilthe analysis of efficiency
in Slovakia, extending traditionally used efficignmeasuring methods Wyata
Envelopment AnalysisWe address two research questions: What was the
technical efficiency of regional healthcare fambtin the years 2008 — 2015?
How do institutional and environmental variabledeetf the efficiency of
regional healthcare facilities in Slovakia? The cHe objectives of our study
are: to estimate the technical efficiency of regiohealthcare facilities and to
determine the impact of institutional and environtaé variables on the
efficiency of regional healthcare facilities. Weeus two-stage DEA model to
estimate the efficiency on a regional level andaagb regression model to
explain the inefficiency.

We organise the paper as follows. Section 1 dsssishe review of the
literature dealing with the implementation of thE®in the healthcare system.
Section 2 introduces the methodology which is aelbiby the present paper and
defines the data used in the analytical part ofpduger. Empirical results of the
model are presented in section 3, as well as aigifmn of the ability of each
region to achieve a standard level of economic growinally, in the last
section, the main findings of the study are hidhtigl.

1. Literature Review

From a historical point of view, we consider Fras the one who lays down
the foundations of the DEA method. In his work (ZR3-arrell starts to measure
efficiency by assuming that only one input entéies tnodel and produces only
one output. Charnes, Cooperr and Rhodes (1978), extended the original
Farrell model, can be considered as authors ofitbie comprehensive model
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with multiple variables. The base model createdtlyym is referred to as
the CCR model, defined by the assumption of a emiseturn to scale (CRS).
Later, authors Banker, Charnes and Cooper (19§8raled this model with the
assumption of a variable return to scale (VRS),cwhs known as the BCC
model. The assumption of a variable return to soaidifies the efficiency fron-
tier, where a straight line no longer represenésgraph, but the shape of the
efficiency frontier is convex. The BCC model, comgzhto the CCR model,
identifies multiple production units (DMUSs) as eféint, as it allows the exist-
ence of imperfect competition. The DMU may représéifferent levels of
health care, including a complete health care sy$tethe country, region, dis-
trict, hospital, specific services, departmentjnalividual physicians. When ap-
plying the DEA method, it is essential to decidetlom orientation of the model
towards inputs or outputs. Input-oriented modelsdinifting to the efficiency
frontier do not require a change on the output,dide they examine what pro-
portional reduction of inputs is needed to achieffigiency.

On the other hand, output-oriented models foreghg efficiency frontier
look for an answer to the question of what maximautput can be achieved by
using a given number of inputs. Both orientatiorsevapplied in the healthcare
sector. Output-oriented models are preferred bynatetez and San Sebastian
(2014); Oikonomou et al. (2016); Li and Dong (2016heng et al. (2016);
Mujasi, Asbu and Puig-Junoy (2016); Mahate, Haraidi Akinci (2016). Input-
oriented models are used by Czypionka et al. (20449 Fragkiadakis et al.
(2016). Views on the selection of a suitable modslapplication and conven-
ience vary. Hernandez and San Sebastian (2014¢ déingtiin the case of prima-
ry and secondary healthcare provision, inputs arfoum and low in numbers,
and health outcomes could be increased to achmpeved health promotion.
They also express the view that in many cases ¢leel flor health services is
insufficiently met. In such situations, it would beethical to reduce the amount
of healthcare provided to improve hospital efficgnCheng et al. (2016) justify
the choice of an output-oriented model due to &ahitcontrol of hospital
managers over their inputs and due to controlledsams on recruitment and
investments by government departments. Oikonomoal.ef2016) justify the
choice of an output-oriented model by the fact ittt demand for primary
healthcare services tends to expand and not decréaghermore, they believe
that reducing inputs in the provision of healthvemss is undesirable, while in-
creasing outputs is feasible.

The second important step in the DEA analysishis thoice of input
and output variables. Input variables representiripats of the transformation
process in generating health outcomes. These arteottable variables which
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directly affect the health services provided byoapital. One of the most com-
monly used indicators on the input side for compghospitals within European
countries is the number of beds. We can find thisable at the national level in
the studies of Kooreman (1994); Gerdtham et al99)9and Maniadakis and
Thanassoulis (2000). Several authors have usedutmber of beds variable for
international comparison (Varabyova and Schrey@§,3; Samut and Cafri,
2015). The second most frequently used input verisbthe number of employ-
ees (Lacko et al., 2014). In Baray and Cliquet @0and Maestre, Oliveira and
Barbosa-Pévoa (2015), the total number of emplgyeéhout subdivision of
employees into subgroups, is tracked as the prinvaticator. According to
these authors, the total number of employees iptingary indicator needed to
monitor economic outturn. It shows the size of kwspital and the potential
which the hospital facility can offer to patienfe indicator also corresponds
with the size of the catchment area of patientsp wbcording to the geogra-
phical location of the hospitalise the particulaspital (Maestre, Oliveira and
Barbosa-Pdvoa, 2015). Tracking the number of engasyalone has no informa-
tive value. Of course, the number of employeesifsogmtly affects the increase
in wage costs with each additional employee (Baray Cliquet, 2013). It is up
for a discussion as specific categories of empleysae more critical than the
others and what total numbers of all employeesoptemal. Kooreman (1994);
Maniadakis and Thanassoulis (2000); Varabyova armey6gg (2013), and Li
and Dong (2015) used the total number of emplogsean input into the effi-
ciency assessment models. The total number of mlediaff, other technical
staff, and the number of non-medical staff weralistll as an input variable by
Cheng et al. (2016). Czypionka et al. (2014) usedrnedical and non-medical
staff as an input variable, Mahate, Hamidi and A&kif2016) divided the input
variables for doctors, dentists, nurses, pharnmgcetiministrative and other
workers, Fragkiadakis et al. (2016) used inpute likinical staff, nurses and
administrative staff.

Output variables are a measurable expressioneopribvided healthcare ser-
vices. The ideal indicator of healthcare output Mobe the level of health
gained by individual patients, but this is not Bagieasurable and reportable.
Therefore, we use variables which are measuraldergportable. In the litera-
ture, we often meet the use of beds variable (Koare 1994; Chang and Lan,
2010; Perera, Dowell and Crampton, 2012; Belciud &orunescu, 2015; Dy
et al., 2015). The use of bed indicator generadfens to the percentage utilisa-
tion of the total number of hospital beds for acified period, typically
a calendar year (Belciug and Gorunescu, 2015)eperted by Dy et al. (2015),
this indicator directly reflects the use of resasravailable to the hospital.
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It shows whether the hospital efficiently managhe tise of its capacities,
whether it has enough free beds and whether inteet the demand of patients
on time and to a sufficient extent. Low use of beda warning signal of
inefficient use of financial resources and hospitgbacities, which should lead
to a reduction in the number of beds with the unged satisfaction of patients
while reducing the costs of bed operation and reaenice (Perera, Dowel and
Crampton, 2012).

The second frequently used output variable isatlegage treatment time. The
indicator of average treatment time tells us tmgtle of the patient’s stay on the
bed in the facility. If the average treatment timere shortened, the total costs
would be reduced as the costs of the patient $ntegd on the bed would be
reduced. Also, the trend of lower-cost outpatieattment used in even more
complicated cases adds to the reduction of co$is.alerage treatment time in
day variable was used by authors Kooreman (1994an@ and Lan (2010),
Varabyova and Schreydgg (2013) in DEA researcHfmiency.

Recently, we have been studying the studies ¢foasifocused on the impact
of external (or environmental) factors on the eff@amess of healthcare (Chang
and Lan, 2010; Ramirez-Valdivia, Maturana and S&eaorido, 2011; Vara-
byova and Schreytgg, 2013; Mitropoulos, Mitropoubnsd Sissouras, 2013;
Samut and Cafri, 2015; Chowdhury and Zelenyuk, 2(6jasi, Asbu and
Puig-Junoy, 2016; Fragkiadakis et al., 2016). Eomnnental variables are varia-
bles which a hospital or health facility is incajeabf influencing but may affect
the effectiveness of the hospital positively orategely. These variables are not
directly input or output of the health facility. & are most commonly referred
to as external factors. These variables are aldladaed in the social, socioeco-
nomic or demographic categories (Mura and Orliko2@16). Demographic
factors are used by authors Retzlaff-Roberts, ClaaudgRubin (2004); Ramirez-
-Valdivia, Maturana and Salvo-Garrido (2011); Friaglakis et al. (2016). The
most frequently used external variables are: hesdtitor costs (Chang and Lan,
2010; Ramirez-Valdivia, Maturana and Salvo-Garri@011; Varabyova and
Schreydgg, 2013; Samut and Cafri, 2015), incomquakty (Retzlaff-Roberts,
Chang and Rubin, 2004; Ramirez-Valdivia, Maturand 8alvo-Garrido, 2011;
Varabyova and Schreyégg, 2013), population ovey&ars (Chang and Lan,
2010; Ramirez-Valdivia, Maturana and Salvo-Garri@011; Varabyova and
Schreydgg, 2013), life expectancy (Varabyova anu&wgg, 2013; Samut and
Cafri, 2015), infant mortality (Varabyova and Sgfirgg, 2013), mortality rate
(Mitropoulos, Kounetas and Mitropoulos, 2016), eoyphent rate (Varabyova
and Schreydgg, 2013; Fragkiadakis et al., 2018&)sda the organization (Vara-
byova and Schreydgg, 2013; Samut and Cafri, 2Qd&pulation size (Mujasi,
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Asbu and Puig-Junoy, 2016), population density (RezvV/aldivia, Maturana
and Salvo-Garrido, 2011; Fragkiadakis et al., 2086pgraphical location (Mi-
tropoulos, Mitropoulos and Sissouras, 2013; Chowglaund Zelenyuk, 2016),
density of hospitals (Varabyova and Schreytgg, 20E®P (Samut and Cafri,
2015), and income inequality (Retzlaff-Roberts, i@hand Rubin, 2004, Ramirez-
-Valdivia, Maturana and Salvo-Garrido, 2011; Vamaay and Schreytgg, 2013).

2. Methodology and Data Used

In order to evaluate the technical efficiency ohealthcare system of the
Slovak Republic at the regional level, we decideapply the output-oriented
models, CCR and BCC, based on the DEA window arsaly3utput oriented
CCR model can be formulated in the matrix form g following formula:

Maximise g=¢+e(€ s+ € 5) 1)
Under conditions XA+s = X
YA-s = @\
As,s=0

where

& — constant,

q — evaluated DMU,

Yq — the output of evaluated DM}J

Xq — input of evaluated DMty

s"ands - slack variables for inputs and outputs.

As stated by Jablonsky and Dlouhy (2004), basethermodel (1), the pro-
duction unit is evaluated as efficient if the ominvalue of the functiog* = 1
and all complementary variables are equal to Zérhis value is above 1, the
DMU cannot be considered as efficient, and thenmitivalueqo; expresses the

need for a proportional increase in inputs to aahiefficiency. Assuming that
production units operate under the variable retaracale (increasing, decreas-
ing, non-increasing, non-decreasing), we applyBG€ output-oriented model,
into which we add a convexity conditiaiA =1.

When evaluating efficiency, we can sometimes entma limited number of
DMUs. When we want to overcome this problem, we apply a DEA window
analysis. It allows us to compare the efficiencyadimited number of DMUSs in
specific periods and to analyse efficiency charmges time. The DEA window
analysis generalises the idea of moving averagesetect the trend of DMU
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efficiency development over time. The moving averagethod is used to
compile a different sample to determine the retatéficiency of each DMU.
Based on the dynamic perspective, each DMU is densil as a separate unit in
specific periods in individual windows (Cooper, f8al and Tone, 2007). The
input and output variables of the DMU in the saddcperiod are compared to
those of other DMUs in all periods. We also compiae results of the DMU
from one period with the results of the same unthie remaining periods. When
the window moves for the first time, at the samaetthe first period is deleted in
each window and a new period is added. The beoktitis method is a com-
prehensive description of dynamic changes in thieieficy of each DMU, both
horizontal and vertical. Of course, the main bengfan increase in the number of
DMUs, which raises the discriminatory power in attans with a limited number
of DMUs in the sample (Jia and Yuan, 2017). In Sla&, the issue of healthcare
and the application of the DEA window analysis roettwere dealt with by
Sendek, Svitdlkova and Angeloova (2015), who focused on assessing the
efficiency of hospitals in the Czech and Slovak i#jes using the BCC model.
We assume a sampleMf(n = 1, ...,N) DMUs duringT (t= 1, ...,T) periods.
Each DMU uses different inputs to producs different outputs. If DMV is
a combination of inputs and outputs for &8 unit of the DMU in theT period,
then the input vectox, and output vectoy,’ can be written as follows:

‘ Ya
Y=
X: y;t

If the window starts in timé& (1 < k < T) and the width of the window i&
(1< k < T-k), then the input matrixX") and the output matrixy(") of each
window will be as follows:

X! = )

X = N A A o : 3)
Xlk+w X§+w )<‘<+w y1k+w y2l+w Xlk-w
The input-oriented CCR window model can be defiretblows:
maxs (4)
Subject to: X, =A%, 20
AY,, — nY, 20

A,20,(n=1, 2,... Nxw;
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The output-oriented BCC window model can be oltgimy adding the
Nxw

condition Z/ln =1 (Banker, Charnes and Cooper, 1984).
n=1

We will analyse the healthcare system of Slovakite have decided to
monitor the DMU at the regional level as the besnparable lowest level of
tracking. The smaller division into districts wast iaken into account due to
lack of microdata availability at the relevant lIevehe indicators monitored by
multinational organisations are used as the lowegional level of NUTS 3,
which when applied to Slovakia means the divisito regions. In Slovakia, we
have a total of eight regions. To evaluate theret efficiency of healthcare
facilities at the level of the Slovak Republic, weed the extended output-
-oriented CCR models as well as the BCC model oADEndow analysis. By
literature study, we have chosen to use the owtpented model, since, in the
field of healthcare, human health is the primarjective. When it comes to the
issue of healthcare efficiency, it is essentialdous attention on the quality of
provided services, on the quantity and satisfactibpatients, and also to focus
on increasing patient satisfaction due to a bettetr higher-quality healthcare
system. It will result in more treatments, moregadures, more hospitalisations,
more releases, and the resulting increase in gudliife and health, decreasing
mortality rates due to late diagnosis and inadexjtratatment. From the moral
point of view, the healthcare system is specifizg ghe aim of hospitals and
healthcare facilities should not be to reduce is@nd costs but rather to con-
centrate on increasing outputs in the form of abmsmtioned objectives. There-
fore, we prefer to use an output-oriented DEA modé used the data from the
databases of the National Health Information Cerfi¢atistical Office of the
Slovak Republic, online databases Slovstat and@#dta, the OECD databases
and the databases of the European Statistical@OEidROSTAT. The input and
output variables have been compiled from a detaiteadysis and research of the
most commonly used variables in published litemtudrhe rules for the con-
struction of the DEA models and limitations for gdensize determination were
also taken into account. The number of beds (xtl) thae number of medical
staff (x2) were chosen as input variables in owlyis. Since the primary ob-
jective of a hospital is patient care, the useaifsin days (y1), and the average
treatment time in days (y2) were chosen as varidelgth outcomes in our
study. The number of beds is an indicator reflecthre size of the hospital. It is
clear from this indicator that each added bed mearsxtra cost for the hospital
for its provision and operation. The operationéfated to the marginal wage
costs needed by staff who have to take care of patibnt as well as other costs
associated with complementary products (e.g. beldidn the other hand, the
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beds mean the possibility of providing essentiapn@al services, thus bringing
the marginal profit to the hospital. Whether diledtom the patient or from

a health insurance company which reimburses hdsgita payments made for
medications, and other medical supplies. The nurabdre medical staff repre-
sents the registered number of employees — ngbarabns, being the sum of
the number of doctors, dentists, pharmacists, sursewives, lab technicians,
assistants, technicians and other medical stafe dhata was collected for
variables during the reference period of 2008 -520he summary statistic is
shown in Table 1.

Table 1

Summary Descriptive Statistics of Variablesin Calculating Efficiency Using DEA

x1 X2 yl y2
2015 Minimum 2437 6 022 221 7
Maximum 5381 17 299 263 9

Average 3934 10 040 244 8

Median 3945 9264 249 8
2014 Minimum 2408 6202 218 7
Maximum 5554 17 248 267 8

Average 3952 9 966 245 8

Median 3934 8 995 248 8
2013 Minimum 2373 6134 223 7
Maximum 5563 17 054 264 8

Average 3954 9933 245 8

Median 3 956 8 787 251 8
2012 Minimum 2348 6120 224 7
Maximum 5356 17 127 268 8

Average 4030 9904 246 8

Median 3931 9 056 249 8
2011 Minimum 2533 6 246 214 7
Maximum 5736 17 163 263 9

Average 4119 9 855 237 8

Median 3954 8790 242 8
2010 Minimum 2637 6424 215 7
Maximum 5934 16 472 258 9

Average 4392 9944 238 8

Median 4233 9 040 243 8
2009 Minimum 2568 6483 217 7
Maximum 5988 16 031 251 9

Average 4440 9745 238 8

Median 4326 8 977 241 9
2008 Minimum 2558 6513 221 8
Maximum 5930 15 405 251 9

Average 4 460 9 892 239 8

Median 4 285 9539 242 9

2008 — 2015 Minimum 2348 6 022 214 7
Maximum 5988 17 299 268 9

Average 4162 9898 242 8

Median 4078 9475 244 8

Explanatory notes: x1 — the number of beds in pieces; x2 — the nurobmedical staff in persons; y1 — use of
beds in days; y2 — average nursing time in days.

Source: Own calculations in the program MsExcel.
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From the descriptive statistics, we can see thatdifference between the
minimum and the maximum is approximately up to tivees in each year of
the monitored period for the number of beds in ggeeariable. It suggests that
the size of the regional distribution is significand the results in regions are
different up to two times when comparing the minimand maximum values
in the sample. A similar but even more pronouncéftrénce across regions
is seen in the number of medical staff variableerehthe maximum for the
whole analysed period is up to 2.87 times highantthe minimum. Numeri-
cally, the most significant differences are in Bratislava and Trnava regions.
In the Bratislava region in 2015, the total numbemedical staff was 17 299
compared to the Trnava region where the number edical staff was only
6 022 persons.

The ,use of beds in days” variable is less diff¢isted across the region
compared to the previous two. The difference intthal period in days between
the maximum and the minimum is only 1.25 times. &kerage minimum bed
occupancy in days during the period 2008 — 201848 days per year, with
a minimum of 214 and a maximum of 268 days. The tnpweductive was
the Nitriansky region in 2012 with a total of 26&ldys of bed use per year.
The Trnava region achieved the worst result of &il¢.0 days of use of beds
per year in 2011. The average daily treatment taoess all regions during
the whole analysed period declined, so the regiedsced the treatment time in
the period from 2008 to 2015. The highest averagatment time was in the
KoSice region in 2008 and Nitriansky region in temnsecutive years — 2009
and 2010. The shortest nursing time was 6.8 daylserTrnava region in 2014
and 2015.

Regarding the median values of individual variabfethe monitored period,
the following situations occurred: the number ofibalecreased by 8% from
4285 to 3945; the number of medical staff declibgd3% from 9539 to 9264;
the use of beds in days increased by 3% from 242l8days; average nursing
time in days decreased by 11% from 9 to 8.

In the second step, we estimate the impact ofremwiental, i.e. external
factors beyond the management of healthcare fasilibn the efficiency
estimated by the DEA window analysis within thestfistep. We assume that
there are factors that significantly affect effiudy but are not directly influenced
by management. The selection of suitable varialies made after the study of
relevant literature.

A summary of all environmental variables that hdween selected as
explanatory variables in the regression analysithbystudy of relevant literature
is shown in Table 2.



377

Table 2

Specification of Environmental Variables

Environmental variables

Definition

Public sector costs

Cost per unit of healthcare peerson in USD

Costs of the private sector

The ratio of the coshe private sector to total healthcare costs

Departments

Sum of all types and subcategories eélthcare facilities

Higher education

Number of the economically actipepulation with achieved second level
of education

Population over 65 years

Population aged over 65

Life expectancy

Life expectancy at birth

Infant mortality

Mortality of live births up to lear of life

Employment Number of workers per year in the coyniti thousands
Costs together Total costs of the healthcare osgtion
Wage costs Cost of the healthcare organisationvi@ges

Cost of Medical Devices

Costs of the healthcarawigation for medical devices

Revenue together

Total revenues of the healthcarganisation

Average population

Average population in thousands

GDP

Gross domestic product at constant prices (EuliRon, EUR per capita,
EUR per capita as a percentage of EU average, BP&pita, PPS
per capita, PPS per inhabitant as a percentagt eivErage)

The uncertainty of income
distribution s80/s20

The ratio of 20% of the population with the highiesbme to 20%
of the population with the lowest income

Source: Prepared by authors.

3. Results of the Analysis

Estimated efficiency for the years 2008 — 2015ngisthe DEA model

analysis, assuming a constant return to scale (GG&el), is expressed in the

following table (Table 3). We can see that theargiof Trnava, Trefin, Nitra

and Banska Bystrica are above-average in efficighogughout the analysed
period. Below the average is the Zilina, BratislaRae3ov and KoSice regions.
Efficiency at 1 (or 100%) according to the CCR nlodes reached by the
Trnava region in 2008, 2011, 2012 and 2015, direnegion in 2011, 2012 and

2015, and Nitra region in 2009.

Table 3
Estimation of the Efficiency of the CCR Model in 208 — 2015

2008 —| Change
CCR_O 2008 | 2009| 20100 2011 2012 2013 2004 2Q1E15 (%)
Bratislava 0.5463 0.5458 0.5415 05767 05718 ®G3845751| 0.5663 0.5635  3.68
Trnava 1 0.984Q 0.983p 1 1 0.9953 0.9810 1 0.9929 .00 0
Trenzin 0.9677| 0.9760 0.9808 1 1 0.9977 0.9964 1 0.98983.33
Nitra 0.9132| 1 0.9609 0.9280 0.9294 0.9378 0.952D2@B| 0.9427  0.77
Zilina 0.7403| 0.7171 0.6888 0.6990 0.6767 0.703B8E| 0.6603 0.6963 —10.8D
Banska Bystrica 0.7863| 0.8717 0.875R 0.8595 0.8529 0.8893 0.§69831@.| 0.8545  5.73
Presov 0.6919 0.7201 0.6534 0.6715 0.6520 0.6678378| 0.6276 0.6651 —9.29
KosSice 0.5833 0.5394 0.5206 0.5255 0.5256 0.5115008.| 0.5032 0.5262 -13.74
Average 0.7786] 0.7943 0.775b 0.7825 0.7760 0.7858 0.1747636. 0.7789 —1.93

Source: Own calculations.
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The best average values were reached in the Trneg@n, with no
significant deviations in the achieved efficienoyeothe monitored period. On
the contrary, the KoSice region achieved the magtificant change, up to
13.74% decrease in the average efficiency achibetdeen the year 2008 and
2015. Other regions with declined efficiency wehe Zilina region and the
PreSov region by 10.80% and 9.29%, respectivelg. Mbst significant increase
was reached by the Banska Bystrica region, 5.73%.

In the following table (Table 4), we can see thelation of the estimated
efficiency of the DEA model assuming a variablaimetto scale (BCC model).
The BCC model compared to the CCR model reachdtkehigverage values of
estimated efficiency, which is in line with the ohefd assumptions. The Trén,
Trnava and Nitra regions have again reached abexage values throughout
the analysed period. According to the model, theskRa Bystrica, Zilina and
PreSov regions are below the average. The regidfosice recorded the most
significant decline. The Bratislava, Zilina, BandBgstrica, and PreSov regions
also declined. On the contrary, the Tdienand Nitra regions were growing, with
the highest growth in the Tr&im region.

Table 4
Estimation of the Efficiency of the BCC Model in 208 — 2015

2008 —| Change
BCC_O 2008 | 2009| 2010, 2011 201p 2013 204 2Q1E15 (%)
Bratislava 0.9667 0.9556| 0.9333 0.950p 0.9746 0.9848 0.9706 0.9579618. -0.91
Trnava 1 0.9914 0.9904 1 1 0.9958 0.9860 1 0.9955 .00 0
Trengin 0.9712| 0.9809| 0.9854 1 1 1 1 1 0.9922 2.97
Nitra 0.9889| 1 1 1 1 0.9979 1 1 0.9983 1.12
Zilina 0.9529| 0.9427| 0.9264 0.9121 0.9299 0.9314 0.9878 0.9268326. -2.75
Banska Bystrica 0.9667| 0.9556| 0.9541 0.9236 0.94%1 0.9593 0.9497 0.9469500., -2.06
PreSov 0.9556 0.9444| 0.900Q 0.8992 0.89%3 0.9201 0.9006 0.8§94913@. -6.43
KoSice 1 0.9679 0.9498 0.9433 0.9601 0.9476 0.93p9385| 0.9553 -6.15
Average 0.9752| 0.9673| 0.9549 0.9536 0.9631 0.9671 0.9601 0.958062@.| -1.77

Source Own calculations.

After performing efficiency estimates using the R @nd BCC models and
partial analyses of each of them, we can conclodelioth models created by us
produce very similar results, no model has estithate extreme value. In both
models, the Trafin, Trnava and Nitra regions were above the aveien we
look at the development of time variables, the abawerage values were
reached repeatedly by different regions. The higheakies in the x1 variable
were reached in regions of Bratislava, KoSice aiih& For variable x2, the
highest values were reached in the region of Baatisand KoSice. For the y1
variable, the highest values were reached by regainZilina, Kosice, Brati-
slava, PreSov and Banska Bystrica. For a y2 vamrjabhe highest values were
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reached by regions of Bratislava, Zilina, PreSod 8anska Bystrica. We can
see that Trefin, Trnava and Nitra are not above the averagenjnimput or
output variables. Therefore, when assessing efiigigit is essential to ensure
that satisfactory outcomes (use of beds and averagehours) can be provided
with a given number of input variables (number efdl® and the number of
healthcare workers). In a more in-depth analysisa@mparison of the ,number
of beds” and the ,use of beds”, we can see thatr¢lgeons with the highest
number of beds use are less efficient than regwitis fewer beds. We can
suppose that these regions had surpluses of begsaced to their usage. When
looking at the ratio of the number of medical staffthe second observed
variable - average outpatient treatment time, weinbsimilar results as in the
previous situation. The same result is obtainegoportional variations in the
number of medical staff in the variable use of b&kscommendations based on
the performance analysis are for the Bratislavasi¢@ Zilina and PreSov re-
gions in terms of output orientations for incregsine use of beds and treatment
time with unchanged bed counts and number of headtikers. This outcome is
debatable, since the increase in the average weatime may mean the imple-
mentation of more difficult treatment proceduressyitalisation of which is
demanding; which is desirable in terms of demamdéalthcare services. There
is, however, a trend to reduce the average lengtteatment due to the shift of
hospitalised outpatient services and saving of laedsworking time of medical
staff. Excessive reductions in average nursing tnag lead to re-hospitalisa-
tions and re-operations, which would reduce efficie

In the second step, we monitored the impact ofrenmental, external va-
riables on the efficiency estimated by the CCR BG® models in the previous
section. Medical devices can only influence intexaaiables — variables that are
variable at the level of management of individuahlthcare facilities. In this
section, our goal is to monitor factors which cano® influenced by the mana-
gement of healthcare facilities, but we assume tierte is a link between the
environmental specificities of the region, catchtnarea populations or other
macro-economic factors and efficiency. We assuraehbalthcare facilities can
only partially affect overall efficiency, as theasee factors which have a greater
or lesser impact on service performance and theisybrall efficiency of health-
care facilities. It is interesting to look at thénpact and find a formula that
determines whether the selected variables affdiiesfcy and, if so, whether
positively or negatively. For this purpose, regi@ssnalysis should be used.

Regression analysis is a statistical tool with idewange of uses. For our
needs, we used three types of modelling in thedgram, which are explained
by Croissant and Millo (2008). These are ,poolingandom* and ,within*
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models. The pooling model is independent of randond fixed effects; the
random model captures random effects, and the mwithodel captures the
impact of fixed effects (Croissant and Millo, 2008)! of the abovementioned
environmental variables enter each model as ingriables. Any variable which
is not significant is excluded from the model basedthe general instructions
for correct calculation from the model, and in thext test, the model is
calculated anew. The procedure is repeated uhtiaziables in the model are
statistically significant (Sen and Srivastava, 2018 the analysis, we use the
terms constant and non-constant model, as in tw®lym“ and ,random*
models, there is an option to add or not to adte@ept) a constant. Next, we
differentiate between the terms ,pre-final“ andngi in the specification of
models. The final model is the abovementioned fiablel after removing all
the variables which are not statistically signifitaSince the value of variable
acceptability differs in theoretical levels of difent authors, we have chosen to
use the term ,prefinal“ models if a varialgesalue of which was just above the
acceptability limit, and therefore it is interegfito note these variables as well.

Using regression analysis, we determine whethereths a dependency
between the dependent (explained) variable andnthependent (explanatory)
variables. The dependent variable is the efficieesyimated by the DEA
analysis. In the DEA analysis, we determined thas inot decidedly more
convenient to use either the BCC or the CCR mddedrder to select a suitable
model, we decided to compare the R squared indicdtall models. According
to Wooldridge (2015): the R squared value, alserretl to as the coefficient of
determination, expresses how well the model expldire observed results.
Greene (2012) states that the use of the R squad®ator has limitations, but it
is a useful method for selecting a suitable regpasanalysis model. The value
should be in the range of 0.85 to 1. If the vakidess than 0.7 the results are
insufficiently explained by the model (Wooldrid@15). Only a single ,within“
model does not explain the results adequately dowprto the R squared
indicator, using both the CCR model and the BCC ehddta.

The BCC pooling without a constant (pre-final)e tBCC pooling without
a constant (final), the BCC random without a camsgéinal), the BCC random
with a constant (pre-final) and the BCC random weitbonstant (final) models
do not fall into the ideal set where the R squavatlie should be found
according to Wooldrige (2015) and therefore we oarsay that the results are
adequately explained by the models. To select @sé itnodel, we compare all
the models to each other and choose the modeb#satexplains the variables.
The best model based on the statistical value sfjiRared is the CCR pooling
model with a constant (pre-final) of 0.94262, whinkans that the CCR pooling
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model explains 94% of variables with a constane-fpral), and thus approxi-
mately 6% is unexplained variability or the infleenof random factors and
other unspecified influences. Exact results of Fhesquared are displayed in
atable (Table 5) also for other models. The resoftthe best model are dis-
played in the next Table (Table 6). The Table sh¢gigimate,” ,Pr(>]t])* and
»Significant Code“. Pr(>|t|) represents a p-valueich tells us whether a given
variable is statistically significant (Wooldridgg015).

Table 5
The R Squared of All Models
R R
Model Squared | Squared Model

CCR pooling without a constant BCC pooling without a constant
(pre-final) 0.94156 0.83883 | (pre-final)

CCR pooling without a constant (final) | 0.93877 0,83118 | BCC pooling without a constant (final
CCR pooling with a constant (pre-final)| 0.94262 0.87287 | BCC pooling with a constant (pre-finaf)
CCR pooling with a constant (final) 0.93992 0,86754 | BCC pooling with a constant (final)
CCR random without a constant (pre-fin{ 0.93050 0.81352 | BCC random without a constant (final
CCR random without a constant (final) | 0.93313 0.82281 | BCC random with a constant (pre-fingl)
CCR random with a constant (pre-final] 0.92183 0.83153 | BCC random with a constant (final)
CCR random with a constant (final) 0.93313 0.66459 | BCC within

CCR within 0.24901
Source: Own calculations.
Table 6

Regression Analysis of the Best Model Output from the R Program

Estimate Std. error t-value Pr(>]t])

(Intercept) —1.3843e+00 9.8416e-01 —-1.4066 0.165396
Public sector costs —2.3785e-03 9.1370e-04 —2.6031 0.0119547 *
Costs of the private sector 3.7088e-0R 2.3480e-p2 1.96 0.1201507
Departments —-1.1362e-03 3.7773e-04 —3.0080 0.00401&
Higher education -3.1738e-03 7.9913e-04 -3.9715 R167 ***
Population over 65 years 9.1922e-06 1.3434e-p6 23 6. 8.092e-09 ***
Life expectancy 3.3848e-02 1.2794e-02 2.57 0.0327*
Wage costs —2.7973e-09 6.8269e-10 —4.0974 0.0001439
Revenue together 4.6424e-10 1.4437e-10 3.56 0.0092 **
Average population —8.0586e-04 3.0623e-04 —2.6316 .0110070 *
S$80/S20 3.4844e-02 1.8174e-02 1.72 0.0606120
Total Sum of Squares: 2.0547

Residual Sum of Squares: 0.1179

R-Squared: 0.94262

Adj. R-Squared: 0.9318

F-statistic: 87.0689 on 10 and 53 DF, p-value:228-16

Explanatory notes: Estimate — the correlation coefficient shows #istéimate of the dependence between the
efficiency and the specific variable, Pr(>|t]) -~vd&Me indicates whether the given variable is stiatlly
significant at a given confidence interval, Stdroer— Medium value error, Signif. Codes — 0 “** @1
**0.01* 0.05°0.1".

Source: Own calculations.
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The significant code is a sign to determine thafidence interval within
which a change in the relationship between a deg@nehriable and an inde-
pendent variable occurs. The sign at the coeffidiemotes the positive value of
direct dependence and vice versa in the negatilee waf indirect dependence
between the efficiency and the specific environmertriable (Sen and Sri-
vastava, 2012). Based on the model, nine variabtge determined as statis-
tically significant, and one variable is determirmdthe model to be statistically
significant at the 82% confidence interval, whishai very close but high value
which will also be interpreted.

The model determined that there is a negative @npa public sector costs
on the overall efficiency of medical devices. Tlang results are presented by
Samut and Cafri (2015). By input data, we can Baythe amount of public sector
health care costs on total healthcare costs duhiagreference period ranged
from 90% in 2008 to 80% in 2015. The trend in thare of public expenditure
is a gradual decline which indicates the increasimgre of the private sector in
the financing of health care. The share of pubtiensling far exceeds private
costs. The negative impact of public spending meagdused by the fact that the
resources redistributed at the state level in ¢h fof governmental decision do
not follow the fair use of distributed resourcesl;atmerefore, their use may not
be efficient. An interesting result is the advemgcome of the private sector
healthcare costs, which is estimated by the madbktpositive. It is, therefore,
more efficient if the share of financing by thevate sector increases compared
to public health costs. It is likely that spendiingm the private sector is more
closely monitored and more emphasis is placed oraing the use of these
funds. Similar, public resources are distributeshfra central point without direct
contact and knowledge of the particular situatiod aeeds of the given healthcare
facility, its current situation, competition, enmirment, geography, demography
or other regional macro-economic indicators. Weeexprivate sector funding
to be more useful, as resource use is based ongeds and funding flows to the
health sector at times and for purposes that teflppropriate demands in the
regions. Based on the outcome of the first twoaldes, the recommendation
and conclusion on how to increase the efficienchedilthcare facilities are to
increase the share of healthcare costs from thatprsector.

The growing number of departments has a negatiypadt on the efficiency
of healthcare facilities. The various departmeml avith a narrowly specialised
field of medicine. Our analysis has shown thatcatmn to specific departments
has an impact on efficiency, but this effect isexde. Therefore, it is essential to
consider whether a distribution to really smalliroavly specialised departments
is effective for hospitals and other healthcarelifees. New small departments
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bring with them requirements for a place for perfance, i.e. an outpatient
department or a whole department. It is relatetheacost of procurement of new
premises, or the extension or refurbishment oftiexgjspremises, according to
new requirements for separate premises for eadratepdepartment. In addition
to these costs, it is necessary not to forget atheuequipment and, last but not
least, the costs of doctors and nurses and othdicedend non-medical staff. It
is questionable whether excessive specialisationotsa significant financial
burden on both entry and operating costs. Of coutrse crucial for the quality
of the services provided that individual operatiang carried out by specialists
on the issue, but excessive division can, as we pawed, lead to inefficiency.
Linking multiple departments into one or the usetlodd same premises by
multiple doctors at different times is a designusoh and a possible improve-
ment of the situation with a high number of separdépartments and the
associated inefficiency of medical facilities. Thest of providing equipment
and standard office supplies for ambulances woalddved in the proposed use
of the premises, and would not result in not megetite requirements of specia-
lised services. Approaches to possible solutionsetiuce the number of units
needed to be careful and only technically similepattments that need similar
environment and technology to perform their sewichould be merged.
Reducing the number of departments must not bleeaéxpense of quality and
the different types of specialist services. It ecessary to deeply analyse those
departments which can be combined to reduce opeedtand entry costs. Such
analysis needs to be carried out at the level o e@partment in each hospital
and health facility separately.

An interesting result has been found in examirtimg impact of the higher
education population on efficiency. This findingnt@dicts the results of the
studies by Varabyova and Schreytgg (2013), and BantliCafri (2015). Slova-
kia, like many other Eastern European countries,ldegen experiencing recent
phenomenon called the brain drain. It is a trefad tighly specialised experts do
not find employment on the territory of the Sloviakpublic and are forced to
leave abroad for work. We assume that one of thsores why, despite the
growing number of university-educated people, tlfieciency of healthcare
facilities is decreasing is their migration abro@tle second reason may be the
drop in the quality of university graduates in thest recent period, the lowering
of the requirements for study admission, as welgt@sluation with the increa-
sing number of people over 65, the efficiency ddltieare facilities increases.
The reason may be that the relationship betweeicieefty and the older
population is very closely interconnected. The éasing number of people aged
65 and over is a reflection of the quality of hieadtre services and thus directly
reflecting the efficiency of healthcare facilities.
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Increasing life expectancy at birth is also aewtfbn of medical facility
efficiency. Life expectancy, improving quality offd and providing health
services at a level that allows people to live Bmgnd in better health is an
excellent indicator of health services efficien€he goal of an efficient health-
care system is to improve the quality of life amdwge a long and healthy life as
possible. Quality diagnostics, prevention and inegit in the early stages of
iliness significantly increase the probability ofcsessful treatment and, in many
cases save human life. Our results are consistéinttie results of Varabyova
and Schreyogg (2013), and Mitropoulos, Mitropoudosl Sissouras (2013) but
in contrast with the results of studies by Chang ban (2010). The wage costs
of healthcare facilities are statistically signédit and have an impact on
efficiency. Their impact is negative, which meahsttwith increased wage
costs, the efficiency of healthcare facilities sckasing. The reason could be
that with increasing labour cost, the hospitalsfgréo reduce the number of
nurses and doctors, which could have a negativaéinpn average nursing time
and thus reduce efficiency. Revenues from heakhtagilities have a positive
impact on the efficiency of healthcare facilities.

Hospital revenues can be used for staff remurgraticreasing the motiva-
tion and resulting in improved work commitment atiais the efficiency of
work. Hospital proceeds can be used to buy newpegnt which can diagnose
or treat patients more effectively. Part of thegeexds may also be used for
renewal and repairment of existing equipment angicds, condition and
functionality of which are necessary for the prauisof high-level services. The
size of the population has an adverse effect oretfieiency of medical faci-
lities. The same result was obtained by Ramirezve, Maturana and Salvo-
-Garrido (2011); Mitropoulos, Kounetas and Mitrofusu(2016), and Fragkia-
dakis et al. (2016). The size of the populatioamabsolute figure represents the
nominal population growth. If there is an increas@opulation with unchanged
entries and outputs of hospitals and healthcariéities;, the demand for health-
care services is increasing. If they do not resgonidcreased demand, they can
not meet the demands of the population. At the same, a large number of
population in the hospital catchment area is mik&y to experience proble-
matic patients with severe injuries, complicatetllyable diseases, and the like.
A large number of population brings a wide rangedemanded services and
demands different ways and approaches. The monddodl patients, the more
they bring individual requirements and individualugions to their problems.
It is essential, in particular, for healthcare lities with a large catchment area,
to adequately address the potential demands ofnpatito respond flexibly to
the demand, and to manage both human and techoalagisources as effi-
ciently as possible.
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Conclusion

In our study, we applied the DEA method to asghssefficiency of the
healthcare system in Slovakia. By studying relevaetature, we have found
that this method has several advantages and disades. Its advantages
influence the frequent use of the DEA method: tl&\Rxllows simultaneous use
of multiple inputs and outputs, it does not reqain@athematical specification of
production function, it is unrelated to standardadpartitioning, it is the most
appropriate method for the use of exogenous vasalil provides target inputs
and outputs for inefficient units to achieve e#iecy, and it shows an efficient
unit, which helps the inefficient unit to mimic te&ucture of inputs and outputs.
Of course, with the advantages always come theldisdages as well. The main
disadvantages and limitations of DEA are: the tesalle sensitive to the choice
of inputs and outputs, as well as the number ofitjand outputs, and measu-
rement errors and measurement deviations, it pesvigformation about relative
efficiency, it is a comparative method which pra@gdnformation on the DMU
efficiency with respect to the DMU sample basedtloa data input, and the
efficiency can not be compared with ,ideal stantlatide covariance model the
method is known as deterministic and does not lstatistical bases, the DEA
separability, which states that environmental (e factors affect efficiency
rather than technological boundaries, sample simditon where the total number
of DMUs must be 3times higher than total numbeinpfits. In order to eliminate
some of the disadvantages, we tried to combineDBA method with the re-
gression analysis and to determine which environahesriables have influen-
ced the healthcare efficiency in Slovakia. The ltesof the regression analysis
have confirmed that the environmental (externallatées ,public costs®, ,private
costs”, ,departments”, ,education”, ,population ove5“, life expectancy”,
.,wage costs”, ,population size* and ,income inedtyaindicator s80/s20" are
statistically significant and therefore affect #féciency of healthcare facilities.
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