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Introduction

Transportation is a fundamental prerequisite fepaety’s development and
improvement of people’s lives. The automotive seiaconsidered crucial for
global economic development and prosperity — coating roughly 3% of all
GDP output globally. Globally the sector manufaetl®1.5 million motor vehi-
cles in 2015 (73.5 million passenger cars). Thethope countries in the world,
manufacturing more than half of all passenger ead commercial vehicles,
are China (26.99% of the global total), U.S. (1%63@&nd Japan (10.22%). Other
major motor vehicle producing countries are Germ&wouth Korea, India, Me-
xico, Spain, Brazil, Canada, France, Thailand, #red United Kingdom. Cars
represent the world’s number two export productpassed only by crude oil.
In 2015, global car exports were valued at USD $Hillion. The automotive
industry represents the largest private investoR@search and Development
(R&D). Globally, almost 6,000 patents are grantedhie automotive sector per
year. The European Union is by far the world’s detginvestor in automotive
R&D, with EUR 44.7 billion invested per year. In1X) the automotive sector
created 12 million jobs in Europe, more than 8iomllin the U.S., and more
than 5 million in Japan. The proportion of supph@tue added to automobile
production increased from 56% in 1985 to 82% in®2ccording to Harring-
ton (2015), this increased dependence in onlytlyetars changes the hierarchy
of players away from the traditional power base nehihe big original equip-
ment manufacturers held almost all the market poiMee automotive sector is
important for upstream industries such as stedmitals, and textiles, as well
as for downstream industries such as Informatiah @@mmunication Technol-
ogy (ICT) mainly contributing in adding sophistiedt functionalities making
a car intelligent; repair and maintenance servioevehicles; or support mobi-
lity services. The industry is crucial also by knto the other sectors having
important multiplier effects in the econorhy.

In this paper, we empirically project passengerszdes in and beyond the
2007 — 2008 financial crisis for different coungiigvhich can be important for
different reasons. First, forecasting automobile s@les can help automobile
companies to better understand their business aadhe results for strategic
planning. To understand the automotive industrye apeds to understand its
historical performance in relation to multiple eoamc factors that affect the
industry. Second, forecasting sales, which requdesand forecasts, is critical
for maximizing profits. Forecasts enable an orgation to optimize inventory

2Data was sourced from various databases, pariig@®P global output from A. T. Kearney;
vehicle production, R&D, and patents from ACEA; caparts from WTEX; jobs in the automo-
tive industry from ACEA, JAMA, and the Alliance ofudlomobile Manufacturers; links between
the automotive industry and other sectors fromBhmpean Commission.
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levels, make appropriate purchasing decisions naaidtain efficient daily oper-
ations. Third, forecasting car sales can help comegaprepare their operations
for fluctuations in the industry in the future (Sans, 1997; Shahabuddin, 2009).
Fourth, growth in vehicle ownership implies grovinhthe demand for oil (Dar-
gay, Gately and Sommer, 2007). Thus, exploringttipic can also potentially
contribute to the field of forecasting long-run gadze demand for passenger
cars (Storchmann, 2005). Finally, the implicatiofshe forecasts generated for
each country in the sample may be helpful in sghiuture transportation and
energy-related issues (Medlock and Soligo, 2002).

The goal of this article is to verify correctnassefulness of thélaugh's
mode] developed by Haugh, Mourougane and Chatal (20t0% model is de-
signed to forecast passenger cars sales in a ahorinid-term period. Income
level expressed as GDP per capita in PurchasingPBarity (PPP) is used as
the main explanatory variable. Some other variabéesl to be supplied. There-
fore, we follow the approach in Dargay, Gately &ammer (2007) who pro-
pose a model to estimate countshicle ownership levéstock)as a function of
income and level of urbanization and populationsttgn Their analysed period
spanning years 1960 — 2002 accross sample of 48ramiwhich represent 75%
of the world’s population. We build on both studesd extend the analysis to
more countries and to pre/post financial crisidquks. We also estimate model’'s
parameters on the most recent data, discuss foiregcaerformance and provide
an explanation of the country-level bias.

The four main objectives of this research argijaupdate variables used in
Haugh’'s model in original and extended set of coest This includes demo-
graphic and automotive data used by Dargay, Gatetly Sommer (2007) to re-
-estimated parameters of the original model; (#kma retrospective analysis on
three periods (defined later in the text) to aspesdictive validity of the model,
(i) evaluate efficacy of the Haugh's model anddabwith optimised parame-
ters by employing standard forecast error meteaosl to (iv) identify cause(s) of
forecast errors.

The results of our research indicate that Haughdglel can be applied to
a wide range of car sales markets, but its perfoocmas highly influenced by
income levels in those markets and by the cureargllof market saturation. The
relationship between income and passenger car @i not be fully captured
in Haugh’s model when the country-level bias is canisidered. Additional ad-
justments can be made to eliminate country-levas lio improve the overall
performance of Haugh's model.

The remainder of the paper is organized as follafter a comprehensive
theoretical review in Section 1, the framework foeasuring and forecasting
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passenger car sales and data collection are dedanbSection 2. In Section 3,
results of analysis and hypothesis testing ar@dioized, followed by a discus-
sion of the findings and conclusions in Sectiofrdrther research issues are also
suggested in the last section.

1. Theoretical Background

Forecasting sales is an essential part of mostsiness activities. A sales
forecast is a prediction based on past sales pesfize and an analysis of ex-
pected market conditions. Many management and aodécisions are influ-
enced by the current market situation and on hasvéxpected to change in the
near future. Many decision-making tasks are bagsegoredicted values. As a rule,
predictions can only be as good as the qualitynpiit variables (Gahirwal and
Vijayalakshmi, 2013; Sanders, 1997). Thereforedipt®n errors can arise from
both model misspecification and from unreliable enhgdng data.

In general, there are two main approaches to dstewm: (1) quantitative
methods (objective approach), and (2) qualitatie¢hmds (subjective approach).
While qualitative forecasting techniques employjtidgment of experts in a spe-
cified field to generate forecasts, quantitativeebasting methods are based on
an analysis of historical data to forecast futuatagoints. Quantitative methods
include statistical techniques such as generalisedr regression models, expo-
nential smoothing and auto-regressive modellingtatyies, state space models;
and machine learning and artificial intelligencehi@iques such as neural net-
works or genetic algorithms (Box et al., 2015). Tésearch in this paper focuses
on guantitative methods which stand on the soundauic ground.

Researchers and practitioners have developedugagioantitative forecasting
methods that differ in level of complexity, foreting accuracy, or in the pur-
pose of modelling. Some of them are embedded iatwsmn-making support
system. Considerably large attention was to salescésting, see Dalrymple
(1987), Fildes and Makridakis (1995), Gahirwal avigayalakshmi (2013),
Merigo, Palacios-Marques and Ribeiro-Navarrete $20Banders (1997) and
more. Dalrymple (1987) conducts a survey to discdv@v businesses prepare
sales forecasts, what methods they prefer, andséscan the accuracy of their
predictions. Thus, Dalrymple (1987) sheds some lighthe forecasting methods
widely used and the accuracy of their predictidnssurveying 134 executives
in the United States. Sanders (1997) extends thay sby collecting infor-
mation about the forecasting techniques, softwamd,common causes of fore-
cast errors of 350 manufacturing firms in the Whig&tates. He also warns that
gualitative forecasting methods have been showstudies to be less accurate
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than quantitative methods, leading to many biasestlaerefore contributing to
poor quality forecasts. Sanders (1997) points lvait inany past surveys on fore-
casting looked at forecasting practices acrossiphellindustries. The author
suggests, however, that it is better to focus onsfiin a particular sector, for ex-
ample in his case on manufacturing firms, in aoretb uncover problems speci-
fic to this type of industry. Sanders (1997) hights that between industries there
exist differences and requirements on forecastiagtiges, and thus it is important
to understand the characteristics and practicaspecific industry segment.

Fildes and Makridakis (1995) conclude that timeesestatisticians and em-
pirical researches, if successfully working togetishould advance the field to
better serve those engaged in decision or polickimga This is accomplished
through more accurate predictions and making thectsting discipline more
useful and relevant for real-life applications. @ahl and Vijayalakshmi (2013)
state that one challenge is to decrease the drtbedorecast as much as possi-
ble and a second is to find/develop a relativegxpensive and easy to maintain
forecasting system that guarantees the desiredaycuMerigo, Palacios-Mar-
gues and Ribeiro-Navarrete (2015) point out thatngwortant issue in address-
ing sales forecasts is the calculation of averadess They add that usually the
arithmetic mean or the weighted average are useduoh calculations. Fur-
thermore, they propose that the new methods fomashg the average sales
using the ordered weighted average, and the un#ggiegation operator, can
better address uncertain and complex environments.

The literature on forecasting motor vehicle/pagsercar sales or ownership
varies by the forecasting methods used and in thmeber of panel countries.
Considerable expertise in the economic understgnofiiorecasting car owner-
ship and use has been developed, particularly thighspur of the petrol price
increases of 1973 — 1975 and 1979 — 1981 (Mogritig@9). Mogridge (1967)
describes a method of short-term forecasting careoship in the United King-
dom based on the relationship between the expeaditu car purchases and the
level of household disposable incofdowever, this model was only based on
the stock-income relation without any mention ofi$ehold car ownership levels
at a given income level or of the park-income retatMogridge (1967) defines
“stock” as value and uses “park” for a number o6ca different approach is used
in Mogridge (1989), a stock-park relation at a giuecome level for use when at-
tempting to forecast ownership and use of caraddis that UK government long-
-run forecasts of car ownership have revertedgsereglly time-trend forecasting,

3 Statistics on household’s disposable income hadrne available through the initial House-
hold Expenditure Enquiry of 1953 — 1954 and theseghent annual Family Expenditure Surveys
(FES) since 1959. In 1971, statistics were sepauiagdwveen car-owning households and non-car-
holding households (Mogridge, 1989).
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but with saturation levels of car ownership tha Bkely far too low. Similarly,
Dargay, Gately and Sommer (2007) point out theyaralof International Energy
Agency (IEA) and Organization of the Petroleum Bxipg Countries (OPEC)
contain assumptions about vehicle saturation ratd@sh are much lower than
actual vehicle ownership already experienced irt figher-income countries.

In the major part of the literature, demand fortanaehicles is a function of
income (for example Button, Ngoe, and Hine, 1998rday and Gately, 1999;
Dargay, Gately and Sommer, 2007; Haugh, Mourougamé Chatal, 2010;
Mogridge, 1967 and more). Button, Ngoe, and Hiri©g) forecast car park for
10 low-income countries in 2000 and 2025 using asglogistic car ownership
model, and define “car park” as the total numbevaidiicles in the country. The
main explanatory variable in the model influencpey capita vehicle ownership
at the national level is income. They point outt tilerease in the overall car
park moves ahead of the rate of increase in patacapnership as populations
expand. Medlock and Soligo (2002) examine the eftéa=conomic develop-
ment on the demand for private motor vehicles fpaael of 28 countries. They
develop a model of the relationship between ecooaw®avelopment and per ca-
pita private car ownership. They find that saturatfievels vary across countries
and that users’ costs are a significant factoh@dvolution of vehicle stocks.

Dargay and Gately (1999) were the first to incledentries for dynamically
specified model estimation over the period 1960 — 1992 dogethe full range
of income levels. Their study projects growth ie ttar and total vehicle stock
until 2015, based on an econometrically estimatedahexplaining the growth
of the car/population ratio (referred as car owhiglsas a function of per-capita
income and estimated demand in a sample of 20 O&TDtries and six devel-
oping countries. Dargay, Gately and Sommer (2008Keara significant contri-
bution to the topic by explaining historical patteiin vehicle ownership rates as
an S-shaped Gompertz function of per-capita incante covering 45 countries
over the period over 1960 — 2002. Their model dipkimilarity of response in
vehicle ownership rates to per-capita income accossitries over time while
allowing for cross-country variation in the speddvehicle ownership growth
and in ownership saturation levels. They point th& relationship between
vehicle ownership and per-capita income is higldp-tinear. At very high lev-
els of income, vehicle ownership growth decelerates slowly approaches the
saturation level, this was the case in most OECIht@s in 2007, the year of
publishing the paper. Haugh, Mourougane and CH{a@i0) build on Dargay,

* Incorporating short- and long-run income elasticif car and vehicle ownership dependent
upon per-capita income. The elasticity ranges fabwut 2.0, for low- and middle-income levels down
to zero for the highest income level. At low andidhe-income levels, ownership grows twice as fast
as income and ownership saturation exists at titeebt income level (Dargay and Gately, 1999).
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Gately and Sommer (2007) and derive short and emid-projections of car sales
and consider the role of the automobile industrshancurrent cycle. Among other
things, they highlight the importance of the auttwindustry and how its cycle
intertwines with the business cycle. Previously Banand Vine (2005) had
shown that the automobile industry experiencesirke@h production around the
same time as the rest of the economy. They shawd#dlines in the automobile
industry were even more dramatic than overall envoaleclines.

Haugh, Mourougane and Chatal (2010) show thati$rém mid-term projec-
tions of car sales in mature markets such as ElanogeNorth America are likely
to remain stagnant. On the other hand, they foresmgid increases in trends of
sales in China and in the five largest Western pg@eia countries. Their forecast
for automakers in the NAFTA area points to declimdomestic market share and
to increased reliance on exports to avoid excepacitg. The authors conclude
that in the medium-term car manufacturers will fdd&rent demand conditions
around the world. Comparing trend sales with prédoccapacity can provide
perspective on the forces producers in various tc@snmay be facing. Whether
manufacturers have excess capacity in each coontarea depends on their
ability to compete for market share in their hormerket and in export markets.

The developing literature on forecasting car salethe automotive industry
varies mainly in types of forecasting approachegdiegh (for more see for example
Wu, 2009, who uses a forecasting model based cavelet v-support vector ma-
chine; Landwehr, Labroo and Herrmann, 2011, whorjparate design fluency as
a predictor in an automotive car sales forecasly Bad Gallachoir, 2011, who
model future private car energy demand, taking atoount the lifetime survival
profile of different car types, the trends in védiactivity over the fleet, and the
fuel price and income elasticity of new car saled @tal fleet activity; and more).
Other authors attempt to forecast motor vehiclessat ownership requiring a mini-
mal set of assumptions about demographic, econandcdemand trends (Homa-
reau, 2015; Greenspan and Cohen, 1999; PierdfRidke and Stadtmann, 2011).

Barbera, Clickb and Darraough (1999) analyse thpact of changes in
exchange rates and oil-prices on the market-shafrdspanese and American
automakers in the U.S. market. They point out #rappreciation of the Yen
increases the quantities sold by American autonsa&ed decreases the quan-
tities sold by Japanese automakers. Also, an iser@a oil-price reduces the
number of automobiles sold by American automakersitbhas only a small
effect on Japanese automakers. Shahabuddin (2868)ragression analysis to
obtain highly correlated automobile sales, econparid demographic variables.
The results indicate a strong relationship betwaeliiple economic variables and
foreign car sales. Sharma and Sinha (2012) usezy fueural back propagation
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algorithm (BPN algorithm) to implement a sales @& model of the automo-
bile industry in in India for Maruti Suzuki Ltd. Ehinflation rate, petrol price,
and previous month sales are found to be the nigrsfisant factors influencing

the car sales forecast for this company.

Other forecasting technigues belong to studieBuiyvedi, Niranjan, and Sahu
(2013), or Sa-Ngasoongsong et al. (2012). DwivBithianjan, and Sahu (2013)
use two forecasting methods, moving average andnexyial smoothing, to fore-
cast past sales in the automobile industry and tiserthe forecasted values as an
input for an adaptive neuro fuzzy inference sys{@NFIS) to obtain the final
sales forecast. They conclude, after comparingebelts with two other forecast-
ing models, namely artificial neural network (ANIdhd linear regression, the
empirical results favour the ANFIS model over thieen two. Sa-Ngasoongsong
et al. (2012) indicate that automobile sales atstgment level have a long-run
equilibrium relationship (cointegration) with théentified economic indicators.
They estimate a vector error correction model (VBQ@¥multi-segment auto-
mobile sales based on impulse response functiogsaatify the long-term im-
pact of these economic indicators on sales. Cosmasiof prediction accuracy
demonstrate that the VECM model outperforms othassical and advanced
time-series techniques. The empirical results ssigipat the VECM can signifi-
cantly improve the accuracy of predicting autom®®ales for a 12-month ahead
prediction in terms of Mean Square Error (MSE) &ehn Absolute Percentage
Error (MAPE), compared to standard time seriesrigples.

2. Methodology

In this paper, we build on the Haugh, Mourougane &hatal (2010) fore-
casting approach, which incorporates Dargay, Gaaly Sommer (2007) esti-
mations. Using the framework of Haugh, Mourougand &hatal (2010), the
relationship between income and passenger car saj@®sented. Inspired by
the aim of discovering the predictive power of imeo(using GDP in PPP per
capita as a proxy) on passenger car sales, theativa of Haugh's model’s
ability to predict passenger car sales can giveonse new insights. This inves-
tigation provides us with the background to underdtthe real impact of income
on passenger car sales and then to improve Haogidel's predictive power.

2.1. Framework for Measuring Passenger Car Sales

According to Haugh, Mourougane and Chatal (20&®,number of passen-
ger cars solds@leg) is equal to the sum of the number of scrappedegrager
cars écrappagg) and the change in the passenger car stostiocl):
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saleg = Astocl + scrappage Q)
The estimate of scrapped passenger cars is tdagtrof the historical average
scrap ratedsr) and the prior year's passenger car stogtogk,_, ): scrappage
= asr; * stock.1, where the historical average scrap ratg)(is computed as:

salg — A stock
ast= Zl stock @)

The predicted passenger car stostogl) is determined by the per capita
passenger car stockq;) multiplied by the total populatiopép;):

stock = pci * pop: ()

The per capita passenger car stqmi)(depends on the historical average of
the passenger car stock to total vehicle stock r@tir) and per capita vehicle
stock {):

PGt = pcr; * Vit 4)

The determination of per capita vehicle stockasdal on the previous year’s
per capita vehicle stoc(«it_l) and the adjustment of short-term trend in vehicle

ownership to the long-term equilibrium levél(vir, —v,_,):
Vi =V +O(VIE — ) (5)
where
6  —the speed of adjustment and
viry — the long-term equilibrium per capita vehicle &tabtained by a Gompertz
function:
vir, = e (6)
where
i — the saturation level of per capita vehicle stock,

o andp; — define the curvature of the function.

Gompertz function is selected to describe the-tangn relationship between
the vehicle ownership and per capita inco@®FP,) in an S-shaped curve due
to its dominant simplicity and flexibility. Dargayzately and Sommer (2007)
include a Gompertz function in the vehicle stockinesting model and deter-
mined the values o, y;, a andp;. Haugh, Mourougane and Chatal (2010), in
turn, use these estimated parameters as the psgvidetermined values in the
passenger car sales model.
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We evaluate Haugh’s model on three periods. Inpiweod 1995 — 2002
(Period I) all parameters estimated by Dargay, I@aad Sommer (2007) are
used. This can be viewed as an in-sample analgsihese parameters were
identified in the period 1960 — 2002. Second pe(Retiod Il) ranges from 2003
— 2009. Parameters remained unchanged but thes@ady now out of the
sample. Last period (Period Ill) end in 2015. Ia ®eriod Il selected parame-
ters of Gompertz curve are re-estimated by minmgisquare errors of the peri-
od 1995 — 2009. This model is hereafter caldgdimised model

Two models will be considered in this paper. Thréginal model with Dar-
gay’s estimates and Optimised model. Thatimisedmodel was built by mini-
mising MSE on the Period | and Il. Parameters waatified by using non-linear
Generalized Reduced Gradient (GRG) method. We batienised several pa-
rameters simultaneously:, S, ¢, while keeping original values of saturation
levels. It was necessary to update starting vafughort-term trend of vehicles
per capita in 1995. This value was computed froeraye growth in the phases
I and Il. Haugh, Mourougane and Chatal (2010) ostahs values, too. Their
objective function was set as a target rargeb%of total real sales. They opti-
misedp values while keeping other parameters as in Dasgagper so the sum
of estimated sales falls into the target range.tkiée to replicate this approach
as well. Unfortunately for many countries we faikedfind a feasible solution,
or some derived parameters were unjustifiably lagt'l{such as a proportion of
passenger cars to total cars low as 5%).

MAPE is used for evaluating the forecast errorsabee it ignores the scale,
which affects other error measures like Mean Altsolifference (MAD) or
MSE. Thus, MAPE is suitable to study the forecastre of different countries
regarding their differences in volumes of passergesales.

2.2. Data

First, definitions of economic variables and theiurces are defined (see
Appendix A). In total, data from 38 countries aoflected including most of the
world’s biggest economies from different geographiegions around the world.
These economies are leaders in consumption andigifod of passenger cars.
We analyse 38 countries which account for more 8@ of passenger cars in use
in 2014 (OICA, 20175.Using the framework of Haugh, Mourougane and Chata
(2010), income (GDP in PPP per capita as a proxysied as the main macro
indicator determining passenger car sales. GDP plataded by World com-
parable outcomes. In case of few countries we haveeceived identical values

5 In an attempt to test the feasible range of Hamgmdel, we extend the sample of countries
from the original 17 in Haugh, Mourougane and Ch@@al0) to 38 countries.
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of GDP Bank were transformed to 1995 prices to m&argay’s underlying
data to obtain and car sales to Dargay'’s, whiclattréoute to reviews occurred
after initial publication (such as deflator valueBew manual adjustments re-
flecting unique conditions were made. For example, have smoothed time
series of scrappage rates in Germany to eliminatbaap decline of the total
amount of car sales in 2007 (first shock wave @hemic crisis) and the effect
of scrappage scheme in 2009. These extraordinagtewdo not reflect long-
-term conditions in ordinary years. Extreme valuemained in the model for
particular years and inflated errors, though.

We evaluate Haugh’'s model performance in threeoger 13 countries had
a complete history of the period | and Il. Thereaevihree countries with seven
years, 18 countries with five years and one couwitly only four years history.
All countries were recorded over six years in Ritlb

2.3. Tested Hypothesis and Processing Methods

This subsection presents overview of hypothessigjded to assess a quality
of the Haugh and our optimised model. Hypothesa® wtated in a form which
expects validity of the economic models. That measapostulate no difference
between groups or unbiased prediction (absenceiasf).bEmpirical analysis
aims to uncover whether these expectations are Ougtrestricted data sample
does not allow us to employ the null hypothesisisgtteal hypothesis testing in
most of the cases. However, if such methods woala been used, an alterna-
tive hypothesis would be in line with what we hal@ne by analysis of errors
(e.g., finding an evidence for an existence of .pias

First two hypotheses concern an ability of Haugtrid our optimised model
to capture growth rates across countries.

H1A: Haugh's model’'s projected growth rates of passergersale does not
differ to the real growth rates in the period 201@015.

H1B: Projected growth rates of Haugh’s model with opsiaai parameters do
not differ to the real growth passenger car sakes in the period 2010 — 2015.

Our next concern is to assess unbiasedness afidbel. We consider model
as unbiased if the expected value of forecast egoals to O.

H1C: Mean value of forecast errors of Haugh’'s modelggfoal and updated)
of passenger car sales in the period 2010 to 28Z®i0.

After the general features of the model is prolvedmove to an assessment
of the improvement of the optimised model to orggimodel. We also analyse
models’ stability in time and with respect to vawyinational level of income.
Therefore, we propose following hypothesis:

H2A: Forecasting errors in the optimised model have lovadue of MAPE.
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H2B: Forecast errors of Haugh’s of one type are not gigantly different
between the 2005 — 2009 and 2010 — 2015 period.

H2C: Forecast errors of Haugh’s models do not signifitaiffer between
countries with low and high values of income pqgitza

Methods and techniques used in the process ofthgpes verification are
described in corresponding sections as they ategbdhe reasoning about the
studied issues.

3. Results of Analysis

Forecasting errors are derived by comparing gmiojections to the real pas-
senger car sales of 38 countries. This step edsreffects of shocks resulting
from the change of income on the passenger cas sdilieh cannot be explained
by Haugh’s and Optimised model. Forecast errorsalme used in the parame-
ters’ optimisation.

Haugh’s model aims at estimating both values il as well as general
trends across countries in the short and medium. t€oncerning to the ability
of Haugh’'s model to produce the unbiased estimatetie passenger car sale
trend in medium term across different countriegrehare two criteria which
Haugh’s model should be investigated. First, Hasighbdel should be able to
replicate passenger car sales growth. Sales gmateth should be insignificantly
different from the real growth rates of passengersales. If the real and pre-
dicted growth rates are reasonably similar, theehodn predict general tenden-
cy of the time-series. Second, forecast errors ldhbe unbiased. In the best
case, Haugh's model forecast errors on test saff®eod 1ll) should be as
small as possible; ideally just include irreducileleor which is immanent to
the studied phenomena stripped of the model's £n®ome of Haugh’s model
characteristics were identified on general sampl®r(max. saturation level),
some parameters are estimated to capture courgcjfisdactors f). To evaluate
Haugh’'s model predictive ability, forecast errofgatal passenger car sale from
2010 to 2015 for each country are calculated.dfghediction is unbiased, mean
value of errors should be zero or close to zeroth&stest-period is short, only
5 years, we do not formally test indifference frOnby statistical test (such as
t-test or Wilcox test). Instead, we provide graphievaluation accompanied
with descriptive statistics. To demonstrate Haugmsdel ability to capture
a trend, following hypotheses are stated:

H1A: Haugh's model’'s projected growth rates of passerngersale does not
differ to the real growth rates in the period 201@015.

H1B: Projected growth rates of Haugh’s model with updaparameters do
not differ to the real growth passenger car sal®s in the Period 2010 — 2015.
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To address hypothesis H1A and H1B, we need toopark country-level
analysis. Whether the form of growth is identicalnot is decided by visual
inspection. On some countries predicted growthsritam (i) both models were
aligned with real growth rates. To this categorpbgs Argentina, Brazil, Chile,
China, Denmark, Finland, Indonesia, Ireland, Ndé#mels, Norway, Turkey,
U.S., South Africa and Czech Republic (except oear)y (ii) countries when
only one model mimics growth rates (Egypt, Gre¢tengary, Spain, Sweden),
(iif) countries when model smooths the time se(féanada, France, Germany,
Israel, Japan, Mexico, Switzerland, United Kingdamny finally (iv) countries
where the trend is not captured by any model. Todlass usually belong coun-
tries where predicted values are lagged to theorealAustralia, Korea, Morocco)
or when the trend is not captured at all (AustBelgium, Ecuador, India, Italy,
Pakistan, Poland, Thailand).

Models of Germany and France smoothed time sexies shocks, such as
scrappage programs. In Australia, where the numbears is further away from
saturation level, model was more sensitive to chang GDP. This reaction to
Income change is partially reflected in the currgedr, but mostly is propagated
to the following period.

To demonstrate our results and classificationyve/selected three countries
and its estimates. Although analysis of growth K4PE) is conducted on the
period 2010 — 2015, predeceasing periods are gegpla the figures to capture
dynamics of the development in Figure 1. Germanyg &alao selected as a main
European car producer. The sharp decline in aués $a Germany in 2007 can
be explained in several ways. Initially, OECD (2p8fates that the shift of the
production towards non-OECD regions could resulaidecrease in the share
of the global production. For example, while vebishles have about doubled
in China, India, Thailand, and Indonesia since 2083hicle markets in the
EU remained constant or decreased within the same period as published
by International Council on Clean Transportatio€GII, 2013). Therefore,
the economic crisis may serve to reinforce and lacae this trend (Haugh,
Mourougane and Chatal, 2010). Furthermore, in respoo the economic crisis,
all the German auto firms had a massive cut in yctdn and even consider
the closure of entire factories (Weller, 2008).sTfeaction seems to be stronger
than other countries, which leads to a deeper meéhti auto sales than other
countries. Strong growth in 2009 was caused bygternmental scrappage
program. Drop in 2010 is caused by ending scrapgapeme. In the recent
years, car sales are gaining buying momentum, wisiatot reflected by both
models. Both models are on the mean-revertingdi@jg. This is caused by
market saturation, which, according to the modehat able to absorb more car
despite GDP growth.
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Economics of the Czech Republic strongly dependshe performance of
Germany’s economy. Compared to Germany we seeenaitihhuge dip in 2007
nor effect of scrappage program in Germany. Botkdetware correctly identify-
ing acceleration of car sales growth.

The last selected case is Norway. It's becausmst the lowest MAPE on
the Period Ill on the Optimised model, but it's p@l1* best performing on the
Original model. This discrepancy is caused by #Hrgd value of real growth
in 2010 which was also recorded in other Northetmogean countries. The
optimised model has adjusted better to this grqvettern, while the Original
model expected growth rate around 0%.

To assess a bias of predictions, we postulatevialig hypothesis:

H1C: Mean value of forecast errors of Haugh’'s modelggfoal and updated)
of passenger car sales in the period 2010 to 28 Z®i0.

We do not directly test null hypothesis as we wawastrained by a small
number of observations. Instead, we compute thelatdised mean value of an
error that is an average error to average salg®iperiod.

Closer analysis of standardised errors reveatsnlagnitude of errors on the
training set (Periods | and Il) and test set (REHE reveals that mean values in
both samples tend to have the same sign, as dejicteigure 2. This indicates
that most of the models are biased in the sametuire

The symmetry of the errors can be explained byntgtevel bias in level
value, which is not directly modelled in Haugh’s deb This might not be
a problem in a practical application where manuflistments can be done by
adding a constant to the model. As an example earedJ.S. and Greece. In
case of U.S. both models systematically overesénratl sales, in case of
Greece underestimate.

There are 16 countries for which standardisedr eves smaller tharr10%
in the Optimised model. There are only 7 in thejiodal model. As seen from
Figure 4 standardised errors are centred aroursdeXpected by H1C. Judging
from the all-countries analysis, both models preuvishbiased predictions. How-
ever, as noted above, this doesn’t hold true atdmtry level.

H2A: Forecast errors in the Optimised model have lowaue of MAPE.

Performance of two models was assessed by comps{PE values on the
testing set. Figure 5 suggests that Optimised miosdred MAPE values sub-
stantially. This was supported by the Mann-Whittest (V = 616, p-value < 0.01)
which also identified the difference of mode valu€be difference in mean
MAPE values is 19.7%. This reduction was not seeailicountries. As Table 1
shows, in some countries (most notably Greece ammivdy) MAPE has even
increased.
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Another important feature of the predictive modeh stability of forecast
errors.

H2B: Forcast errors of Haugh’s of one type are not digantly different
between the 2005 — 2009 and 2010 — 2015 period.

Our data exhibit large and unequal variances ougs. Therefore, we em-
ploy non-parametric paired Mann-Whitney test tafyawhether the changes of
mode values of MAPE differ.

Figure 5
Performance Comparison of Two Models on Training ad Testing Set
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We compare differences of mode MAPE values intth#ing and testing
sample. We perform this test only for model witigimral parameters. For opti-
mised model first two periods were used as a sealokes for objective function
in parameters identification so it should not bepgsing that the error is sub-
stantially smaller. The mode value of MAPE in trag set for the Original
model was 42,7% while for test sample 36,8%. Thialkdifference is not con-
clusive as the abovementioned test failed to rejettthypothesis of equal mode
values (V = 366, p-value = 0.5286). For the Optedisnodel, we have 17.3%
MAPE value on the training and 17% on the testigig ¥/e can conclude that,
on the general level, there is no evidence thac@sting performance differs.
We can consider errors to be stable over all thegmds.

Concerning the applicable range of a predictivedehoprojected results
should be consistent over time and across diffecentexts to overcome the
over-fitting issue. If it is the case, the modebierall reliable and the parameters
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used in the model are not biased for any spec#itod of time or particular type
of market. Haugh’'s model is one of the general éaarks that describe the
relationships between income and passenger cas. silerefore, prediction
results should be insignificantly different wherpng the model in a different
period of time and contexts. For testing the applidy of Haugh’s model, not
just the original sample of countries in Haugh, ktaugane and Chatal (2010)
are used but also several other countries areviaddhto the investigation. The
original sample of countries consists of 17 coastand mainly focus on OECD
countries plus some big economies such as Indi@aChhe extended sample of
countries will consist of other 21 countries thigbanclude countries from other
regions ignored in the original samples such agéfiMiddle East, and Oceania.
Thus, the extended sample consists of car saleetsattiat have different charac-
teristics with the ones in original sample. Follogrhypothesis should be verified:

H2C: Forecast errors of Haugh’s models do not signifitywmliffer between
countries with low and high values of Income pqritza

This hypothesis will be addressed in Figure 6ebinregression fit in all four
windows indicates that with increasing income gita model results in lower
MAPE errors.

Figure 6
Scatter Plot of Average Value of MAPE and GDP perapita in PPP
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List of 10 countries with best forecast and 10 stdorecast errors can be
found in the following Table 1. The total scorec@mputed as a sum of rank of
MAPE errors obtained on test sample from both nodebuntry with smallest
MAPE is assigned number 1, the worst performing lmem38.

Table 1
List of Countries with the Best (left part) and Worst Performing Models
Country g Rank ~ | MAPE | Country g Rank x~ MAPE

o Original 3 [%] o Original 3 [96]

() L = ) I o

= | Optimised % = |t Optimised %

2 o 2 o
Finland 8 3+5 12 7.1;6.0 Thailand 56 30+25 9 |2 66.8;29.5
Australia 13 9+4 10 23.9;5.6 ltaly 59 29 + 30 1954.7; 43.9
Switzerland 14 12+2 2| 27.2;3.2 Egypt 6 38 +22 B4  332%1
Korea 15 6+9 17| 14.6;9.0 Greece 63 25 + 38 22 4,4%7.9
Austria 16 10+ 6 6] 24.1;6.0 Ireland 64 35+29 3 97.0; 42.9
UK 19 11+8 16| 25.6;7.2 Indonesia 64 32 + 32| 35 3.4846.4
Norway 22 1+21 5| 6.1;19.8 India 64 31+ 33 B774.4; 49.7
Japan 22 8+14 1% 22.3; 11Roland 68 33+35 23 85.9; 68.9
Sweden 24 23+1 4  43.1; 3|2 Turkey 10 34 + 36 2P1.6; 70.1
Netherlands 24 4+ 20 8| 9.0;18.9 Hungary 74 37+ 37 PS5 221718.9

Note The total score is a sum of ranks of Original @yptimised model. Norway model has had the best
predictive performance in the original model, b8 dest performance on the Optimised. GDP columngank
countries from the highest GDP PPP pc. The lasineolpresents MAPE value on the test sample. There w
31 of 38 countries for which MAPE on the optimisaeddel has decreased compared to the original model.

Source:Own processing.

4. Discussion and Conclusion

According to the results presented in previousices, some findings can be
formulated. Haugh’s model can be used to produasistent and unbiased pas-
senger car sales forecasts for most of the cosnfrtee manual adjustments are
made. We note that predictive performance varighe@tevel of GDP per capita
changes. Car sales are more difficult to predidess developed countries, even
model is tailored to a particular country (optindgEmrameters).

To understand the impact of income on passengesatas forecasting re-
sults, the investigation moves its attention toeotfactors. Other factors affect-
ing predictions is the current vehicle ownershgiugtion level of vehicle own-
ership in the country, the betd) parameters which govern the income elasticity
on vehicle ownership and the thet which control the projection of vehicle
ownership. According to previous findings, with theta ) unadjusted, the
optimal theta ) for each group of countries to control the impaat income
level on the projection of passenger car salegdferent from each other. At the
lower income countries, because of the low levethef current vehicle in use,
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the difference between the long-term vehicle owmprand the current vehicle
in use are very high. Thus, the lower thébanfight be better to project the vehi-
cle in use, avoiding the overestimation issue. @toee, using different thet#)
between lower income country group and higher ire@ountry group is more
likely to improve the Haugh’s model accuracy.

Haugh’'s model uses GDP as an explanatory varidbie.value at timeé has
to be supplied to estimate passenger car saléseat.tin the paper, we've as-
sumed that analyst knows such GDP for the curreat.\However, this value is
unknown. We've followed this approach to removeartainty of GDP estimate
to better capture model's uncertainty. All resualte therefore the best possible
as real but unknown values were used.

We propose some adjustments to the original ssudikich focus on GDP as
the main driver of car sales. Firstly, more macaoiables or sectors variables
should be added to fully capture and control thegaiats of income on passenger
car sales. Several assumptions about shared otrgstics across countries are
usually made although countries experience diffepdgrases of the economic
cycle or level of development. For lower income rtinies, the increase in in-
come might not lead to the rise in passenger ceshpges as fast as in higher
income countries. Therefore, using only income foojecting passenger car
sales might lead to the bias. Secondly, althougigHla model shows its potential
in projecting the passenger car sales in shortraedium terms, the projection
accuracy is too much dependent on the selectigga@meters. Therefore, fur-
ther research should consider involving more factorthe model to mitigate the
role of parameters and hence, making the modeadretésting more reliable and
interpretable. This approach will also contributacm more value to the deci-
sion-making process of government agencies and finmautomobiles industry.

For those countries where the current vehiclesim (1) is already high, like
in Germany, U.S., UK or Northern Europe and Westunope countries, hew
sales are highly influenced by the scrappage Taterefore, for countries in this
group where the scrappage rate is stable and ddesgmificantly deviate from
the average value errors will be reasonably sriakrefore, in the future model,
the prediction of scrappage rate seems to be aigiranstep.

This paper also has some limitations. First, aigioall the data used in this
paper are collected from official sources, some aas not identical to those in
the original paper. We suspect that revisions gecuafter the original paper
was published. We also needed to do some smaktaggmt to eliminate outlier.
The quality of the data could contribute to the pigdiction errors in some
countries. Second, the parameters from Dargay dHmeilre-estimated to reflex
the current trend of the automotive industry arel iew approach suggested in
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this paper. Third, some parts of the analysis aseth on visual inspection of the
time series plots which is affected by subjectitands of authors.

We failed to estimatg parameters using Haugh’s approach with raa2&%
of total sum of real sale values. It resulted imeasonable low values of either
short-term trend vehicle ownership per capita,ropprtion of passenger cars to
all vehicles, which we needed to estimate as &rgggooint of our optimisation.
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Appendix A

Variables Required and their Sources

)

)

)

No. | Variables Definition Data sourcesfrom Note
1. | pop(t) Total population at timet) United Nation. The data | World Population
in the country is collected from Prospects: The 2015
2005 — 2015 Revision
2. | population | Calculated by diving total World bank’s World Used for re-estimate beta
density (1), | population by land area Development indicators | and theta value for Dargay]
(square kilometre) database from model
2003 — 2015
3. | urbanization | Percentage point of urban | World bank’s World Used for re-estimate beta
(») citizens on total population | Development indicators | and theta value for Dargay|
database from model
2003 — 2015
4. | O Speed of adjustment Dargay, Gately and Econometric estimation
short-term toward long-term| Sommer (2007) of parameters using annug
0<6<1 data over the period
1960 — 2002
5 | Saturation level of vehicles | Dargay, Gately and Econometrical estimation
per capita Sommer (2007) of parameters using annua
data over the period
1960 — 2002
6. | GDP Real GDP per capita OECD, World bank re- | GDP data for some
measured at purchasing port. The data is countries which not
power parity (PPP), collected from available in OECD report
(GDP per capita expressed } 2003 — 2015 for are acquired from World
in 2010 evaluation and projection bank data with PPPs
USD (thousands), PPPs adjusted and 201USD
7. |4 Common parameter defines| Dargay, Gately and Econometrical estimation
the shape of the vir function| Sommer (2007) of parameters using annug
data over the period
1960 — 2002
8. |B Specific parameter for each | Dargay, Gately and Econometrical estimation
country defines the shape | Sommer (2007) of parameters using annua
of the viIr function data over the period
1960 — 2002 as the startin
point. Then adjusted the
so that the sum of total
actual car sale is within
+2 per cent of predicted
value for the period from
1997 — 2007
9. | Vit Historical data of stock The International Used for both projection

of vehicle from 2003 — 2015

Organization of Motor
Vehicle Manufacturers
(OICA); report from the
European Automobile
Manufacturers

Association (ACEA)

and evaluation of the
passenger car sales mode

Source: Own processing.



