
317 

 

 

Importance of region and other socio-economic factors in 

the model of business efficiency 

Mária Michňová1 and Silvia Megyesiová2  

1,2 University of Economics in Bratislava, Faculty of Business Economics with seat in Košice, 

Department of Quantitative Methods,  Tajovského 13, 041 30 Košice, Slovak Republic 

 

 
maria.michnova@euba.sk 

 

https://doi.org/10.53465/EDAMBA.2021.9788022549301.317-326 

Abstract. The importance of analyzing and predicting business efficiency, both 

overall and economic, is proving necessary, especially in the current global 

situation, when the world has been hit by a pandemic, causing economic 

slowdown, closures and, in some cases, fatalities and of course negative effects 

on the overall economy of countries and the world. In this paper, we focused on 

the analysis of indicators as predictors of business efficiency. We used a sample 

of 150,000 companies accounting in the double-entry bookkeeping system in 

Slovakia. Using data on enterprises, we calculated a number of financial 

indicators to which we added socio-demographic indicators and focused on the 

indicator of return on assets, in which we determined the strength of the region 

as a predictor of other indicators of corporate efficiency. As part of the analysis, 

we used Kruskal-Wallis statistical tests to determine differences and machine 

learning techniques such as the XGBoost Tree model and the CHAID algorithm 

to determine the significance of the predictor. 
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1 Business Efficiency 

We understand the concept of efficiency in the economy as a state when the economy 

allocates its resources efficiently and thus uses them efficiently. Economic efficiency 

is a state where each resource is allocated in a way where resource waste is minimized. 

If the economy is economically efficient, any changes made to help one subject would 

harm another subject [1]. 

Business efficiency of enterprises is one of the main problems undertaken by 

economics studies [2]. Its always very important, it provides entrepreneurs with the 

possibility to survive, what is the key condition to realize other objectives such as 
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growth, development, maximizing owners benefits or building market value therefore 

it has a timeless character [2,3].  

This issue is addressed by a number of authors, whose opinions differ in some cases 

but in many cases complement each other. In the literature one can find different 

definitions and interpretations for efficiency term, but generally it is considered from 

two perspectives: economic and organizational [4].  Lisý et al. (2007) speak of 

efficiency as the ability of the economy and its subjects to use resources as rationally 

as possible and to produce at the limit of production possibilities [5]. The output of the 

company is provided products and services, which arise from the consumption of 

production factors representing the inputs of the company. Thus, the ratio of output to 

input expresses the efficiency of the company [6,7]. 

The complexity of objective category for the organization and the variety of criteria 

to evaluate its efficiency the issue of its measurement and evaluation has multi-faceted 

character [2]. 

1.1 Measuring business efficiency 

We can measure the efficiency of companies on the basis of several criteria. In its 

analysis, it is necessary to take into account both financial and socio - economic factors 

that affect it. The approach of different authors to evaluating the performance of 

organizations varies across studies, research, and articles, and the methods used to 

quantify them vary [8]. 

The most commonly used methods of measuring the economic efficiency of 

enterprises are considered to be: 

• economic efficiency indicators, 

• broader financial analysis, including the identification of economic 
standards. 

In the analysis, we used several financial and non-financial socio-demographic 

indicators, focusing on the return on assets (ROA), because this indicators are 

considered indicators that characterize the efficiency of companies. The ROA indicator 

indicates how much profit an organization has made as a result of investing in its assets. 

The ROA indicator was calculated using the ratio: 

ROA = net profit / total assets;  

it is the ratio between net income and total assets held by the entity [8]. The  high  level  

of  this  indicator  highlights  a  high performance. The ROA indicator is often used to 

measure the efficiency and performance of companies, and is considered to be the most 

comprehensive indicator of measuring an organization's performance due to a 

combination of efficiency and effectiveness [9,10]. 

 

2 Data analysis 

In the analysis, we focused on larger Slovak companies accounting in the system of 

double-entry bookkeeping, we worked with financial and non-financial indicators, 
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which include the region in which the company is located, its size, ownership. In the 

initial phase of data analysis, we calculated financial and economic indicators, while 

after adjusting the data, we were left with a final sample containing 149,236 companies 

containing data between 2016 and 2019 (because we only had data available in this 

time interval), on the basis of which we created the entire analysis. It was an analysis 

of companies in the time interval just before the outbreak of the Covid-19 pandemic. 

In the first phase, based on the ROA indicator, we analyzed whether there are 

differences between individual regions of Slovakia, considering the distribution by 

region. The ROA indicator shows whether a company can use its resources efficiently. 

For more accurate results of the analysis, we cleaned the sample with companies whose 

ROA values were outliers. We calculated the values of the ROA indicator and from 

them we calculated the median values of return on assets in the regions in individual 

years. 

 
Table 10.  Median of ROA indicators of companies by regions in Slovakia 

Median 

of ROA 

in % 

Year 
region_id 

62 63 64 65 66 67 68 69 

2016 2,45 2,65 3,18 2,71 3,02 2,40 2,59 2,36 

2017 2,45 2,48 3,05 2,57 2,92 2,34 2,37 2,31 

2018 1,85 1,92 2,49 1,99 2,52 1,99 1,69 1,86 

2019 1,44 1,41 1,85 1,31 2,10 1,36 1,36 1,38 

* 62-Bratislavský kraj; 63-Trnavský kraj; 64-Trenčiansky kraj; 65-Nitriansky kraj; 66-Žilinský kraj; 67-

Banskobystrický kraj; 68-Prešovský kraj; 69-Košický kraj 

 

The return on assets indicator tells us about the profit that the company earned from 

1 euro of assets. Due to the large number of companies, we decided to point out the 

median values of return on assets. The median values are positive but low. We see that 

in none of the regions did the median value exceed 5 %. We can point out the fact that 

from 2016 to 2019 the values decreased in all regions of Slovakia which means that the 

return on assets gradually decreased, in some cases there could be a loss, ie the 

investment exceeded the profit. In 2016, the median return on assets was above 2 % in 

all regions and above 3 % in regions 64 (Trenčiansky kraj) and 66 (Žilinský kraj). In 

the following years, we observe a decline, while by 2019 these values were lower than 

2 %, with the exception of region 66, where we record a median of 2.1 %. The highest 

decrease was recorded in region 65 (Nitriansky kraj) by 1.41%, the lowest decrease by 

0.92% was in region 66. 

We tested the values based on the Kruskal-Wallis test. The Kruskal-Wallis test is a 

nonparametric test, which we used for comparing all regions of Slovakia.  

We have two basic hypotheses: 

H0: There are no differences between regions. 

H1: There are differences between regions.  

We analyzed data for the entire period as well as individual years. There were 

differences between individual regions throughout the period and in individual years, 

which meant that we rejected the H0 hypothesis and at the 95% confidence level we 
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leaned towards the H1 hypothesis that there are differences within the ROA indicator 

between Slovak regions. 

 
Table 11.  Kruskal-Wallis test about the differences between regions of Slovakia 

Sample 1-

Sample 2 

Adj.Sig. 

2016-2019 
2016 2017 2018 2019 

62-64 0.000 0.012 0.238 0.006 0.330 

63-64 0.000 1.000 0.751 0.266 0.109 

62-66 0.000 0.000 0.093 0.000 0.002 

63-66 0.000 1.000 0.476 0.054 0.001 

67-64 0.000 0.220 0.135 1.000 0.007 

65-66 0.000 1.000 1.000 0.185 0.005 

68-64 0.000 0.739 0.155 0.002 0.335 

69-64 0.000 0.001 0.004 0.009 0.026 

67-66 0.000 0.030 0.069 0.424 0.000 

68-66 0.000 0.138 0.080 0.000 0.007 

69-66 0.000 0.000 0.001 0.001 0.000 

65-64 0.003 1.000 1.000 0.739 0.271 

69-65 0.004 0.048 1.000 1.000 1.000 

69-62 0.079 1.000 1.000 1.000 1.000 

69-63 0.108 0.176 1.000 1.000 1.000 

62-63 1.000 1.000 1.000 1.000 1.000 

62-65 1.000 0.615 1.000 1.000 1.000 

63-65 1.000 1.000 1.000 1.000 1.000 

67-62 1.000 1.000 1.000 1.000 1.000 

68-62 1.000 1.000 1.000 1.000 1.000 

67-63 1.000 1.000 1.000 1.000 1.000 

64-66 1.000 1.000 1.000 1.000 1.000 

68-63 1.000 1.000 1.000 1.000 1.000 

67-65 1.000 1.000 1.000 1.000 1.000 

68-65 1.000 1.000 1.000 1.000 1.000 

68-67 1.000 1.000 1.000 1.000 1.000 

69-67 1.000 1.000 1.000 1.000 1.000 

69-68 1.000 1.000 1.000 1.000 1.000 

 

Despite the fact that we found that there are differences between regions, we cannot 

consider this as a sufficient result to claim that there are differences between companies 

in Slovakia depending on their operation in the regions. For regions with a p-value 

lower than 0.05, it is assumed that there are statistically significant differences and thus 

we accept the hypothesis H1, with the strongest values being equal to zero. These 

differences were not found in all years in the same regions, with the exception of 

regions 69-64 (Košický and Trenčiansky kraj) and 69-66 (Košický and Žilinský kraj), 

which means that the region is not a strong predictor. The values of the Kruskal-Wallis 
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test (K-W test) when testing the diversity of regions were in many cases equal to 1.00. 

If the p value of the K-W test is equal to 1.00, we can say that there are no statistically 

significant differences between these regions [11]. 

To find out that the same differences in the same regions did not come out every 

year, we decided to test the region through classification and prediction algorithms to 

find out what role the region plays in classification and prediction for different financial 

indicators such as e.g., ROA indicator. 

2.1 XGBoost Tree algorithm 

One of the newer machine learning techniques is the XGBoost Tree algorithm, which 

we used to analyze whether the region is a suitable and reliable predictor in evaluating 

the effectiveness of companies. Tree highlighting is a very effective and very 

commonly used method of machine learning [12]. It is the method of highlighting / 

amplifying the tree that is found in various successful current applications. Due to its 

frequent use, the tree amplification method has been shown to provide the best results 

within many classification criteria, in a wide range of issues [13]. The most important 

factor in the success of XGBoost is its scalability in all scenarios. The system is ten 

times faster than other current solutions and is scalable to billions of examples in 

distributed or limited memory settings thanks to several important systems and 

algorithmic optimizations [14]. 

Within this model, we used the default settings, number boost round was 10, 

maximum depth 6, minimum child weight 1.0, maximum delta step 0.0, sub sample 

1.0, Eta 0.3; Gamma 0.0; Colsample by tree 1.0; Colsample by level 1.0; Lambda 1.0 

and Alpha 0.0. 

To reduce the negative effect of overfitting in classification and prediction methods, 

we applied the model on both the training and test set according to the standard 80:20 

distribution so that we could trust the model in terms of stability. 
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Fig. 2. Predictor importance with financial and social-demographic indicators 

Within predictor importance, the region emerged as a significant predictor, but 

financial indicators were much stronger predictors. Among strong predictors of 

business efficiency, we include factors and indicators such as the industry, the region 

in which the company is located, EAT / S (net profit / sales), L / EBITDA (liabilities / 

EBITDA), EAT / OM (EAT / current assets), Z / A (liabilities / total assets), and QA / 

S (current assets / sales).  

 
Table 12. Reliability of XGBoost Tree model  

Partition 1_Training 2_Testing 

Minimum Error -17,647 -82,538 

Maximum Error 12,295 15,59 

Mean Error -0,017 -0,022 

Mean Absolute Error 0,046 0,054 

Standard Deviation 0,173 0,544 

Linear Correlation 0,998 0,977 

Occurrences 149 236 37 563 

 

In the training group, the accuracy of the created model was 0.998, but within the 

test group it was 0.977, which represents a high accuracy of the model, which means 

that sufficiently correct and important indicators were used in the model. 
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2.2 CHAID algorithm 

Since the region also emerged as a significant predictor of financial indicators, we 

decided to use the CHAID decision tree algorithm to find out how strong a predictor is 

among socio-demographic indicators. The CHAID algorithm is based on chi-square 

statistics. The result of the test is a probability that is between 0 and 1. If the chi-square 

value approaches zero, there is a significant difference between the two classes being 

compared. If the value approaches to the one, it means that there is no significant 

difference between the two classes. CHAID is a segmentation method that can identify 

the relationship between a dependent variable and independent variables or predictors 

[15,16,17]. In addition to the region, we used the type of business ownership, the size 

of the business and the year as inputs. We used the default CHAID setting with an alpha 

of 0.05. 

 

 
Fig. 3. Predictor importance of social-demographic indicators 

 

Among socio-demographic indicators, the region is the second most important 

predictor at 0.03. In the CHAID decision tree (visualized below), other socio-

demographic factors also play the most important role in micro-enterprises; in other 

types of enterprises, other socio-demographic factors also play an important role.  

The created model of the decision tree CHAID in which the ROA indicator 

containing a sample of 149236 companies was divided in the first basic division 

according to the factor related to the size of the company into 3 branches with a p-value 

of 0.000. The Node 1 contained 30,203 companies, which was divided into two further 

branches Node 4 (27896 enterprises) and Node 5 (2307 enterprises) according to the 

type of ownership of the companies. For branch Node 5, the decision tree algorithm did 

not find a significant factor according to which the statistical significance should 

continue the division. However, the algorithm found a significant factor that can divide 

the Node 4 branch, depending on the year. 

The Node 2 branch contained 70,614 data relating to micro-enterprises. This is the 

most numerous node, which further branches into 3 branches Node 6, 7 and 8 according 

to the organization size. For the Node 6 and Node 8 branches, the algorithm did not 

find a significant factor according to which they could be divided further, which means 
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that for them this division was final. However, for the Node 7 branch, a factor was 

found according to which it was possible to divide the dressage into the other three 

Node 13, 14 and 15 branches according to the type of region in which the company is 

located. 

 

 
Fig. 4. CHAID Decision Tree of ROA indicators with social-demographic factors 
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The Node 3 branch, containing 48419 enterprises, contained enterprises whose size 

was not determined. This branch could be divided into two more according to the 

ownership type factor on Node 9 and 10. The Node 9 branch contained 40934 data, 

Node 10 only 7495, while the Node 9 branch was divided by the algorithm into two 

branches by year, according to the years on Node 16 (2016 and 2017 years) and on the 

Node 17 branch, containing data from 2018 and 2019. 

The CHAID algorithm showed us the importance of the region as a factor that affects 

the efficiency of companies. The regional factor was also significant in addition to 

financial indicators, but among the socio-demographic factors we can consider it the 

second most important factor in the efficiency of individual companies. 

Conclusion  

We can define, measure and analyze the efficiency of a company through several ways 

and methods. This is due to the way we look at efficiency and what kind of company 

we consider effective, what values the financial indicators must acquire in order to be 

able to call a company efficient. At present, however, there are a number of opinions 

from different authors and a number of different studies on the latter we can rely on and 

create our own analyzes based on them. As part of the analysis, we decided to focus on 

the ROA indicator as a financial indicator and based on it, we analyzed the strength of 

the regional factor. Based on the performed analysis, we state that the region is a factor 

that has an impact on the efficiency of companies. Taking into account both financial 

and non-financial indicators and factors, the region came out as a significant factor, as 

its strength was not clear in addition to financial indicators, we decided to use CHAID 

decision tree to determine its strength in socio-demographic indicators, in this case as 

the second strongest predictor of business efficiency. The analysis was created on the 

basis of data on organizations in the time period 2016-2019, which represents the period 

before the outbreak of the COVID-19 pandemic. In further research, we will analyze 

organizations during a pandemic, the change of various financial and non-financial 

indicators, how the crisis affected their development, the organizations in which sectors 

of the economy were hit the crisis the most, which less and which not at all. 
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