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1. Introduction

In the field of combinatorial problems, the Vehicle Routing
Problem (VRP) introduced by [1] is one of the most challenging.
This optimization problem and its variants have multiple applica-
tions in telecommunication, transportation and logistics. Unfortu-
nately the majority of these applications belong to NP-hard problems
so in the worst case the exponential time is required to find the
optimal solution. The VRP problem determines a set of vehicle
routes starting and ending at the depot where each customer is
visited exactly once. The demand of each customer is satisfied and
both maximum tour lengths and vehicle capacities cannot be vio-
lated. The objective of the VRP is to minimize the total travel costs.
Exact algorithms can be used only for relatively small instances.
In practice, all known solutions of larger instances come from
heuristic or metaheuristic algorithms. It seems that especially meta-
heuristic methods produce good quality solutions in relatively short
calculation time.

The Ant Colony Optimization method (ACO) developed by
[3] has become very successful for solving the VRP problem. The
idea of the method is inspired by behaviour of real ants where
each ant deposits pheromone on the ground as information that
other ants should follow it. Deposited pheromone evaporates in
time. Successfulness of ant in finding the food causes that certain
path is passed more often and more pheromone is deposited. There-
fore it is more likely that other ants choose the same path as well.
This behaviour of ants is in computer science modeled iteratively
by repeatedly called procedures which create solutions by exploring
fully connected graph of customers. The artificial ant makes deci-
sion about the way it will continue in every vertex. This decision
making is specific for concrete problem and is influenced by two
factors: joint memory and heuristic information. When created,

best solutions are used for updating of common memory according
to the achieved quality. This updating is done after all artificial ants
have finished their search. The whole procedure is called repeat-
edly as many times as required.

In our work we have rewritten the parallel Savings based ACO
algorithm for the VRP described in [4] using synchronous com-
munication model with Message Passing Interface to a thread based
asynchronous model. We study characteristics of the algorithm when
decentralized asynchronous communication is used, on four larger
instances: C5 published by [2] and G18, G19, G20 published by
[6]. For these instances there are still not exactly calculated optimal
solutions.

This paper is organized as follows. In the following two sections
we shortly describe the Vehicle Routing Problem and the ACO
parallelization strategies and propose the asynchronous algorithm.
In Section 4 gained computational results are shown. We present
dependence of the gained speedup and efficiency on the number
of threads used, whereby the solution quality, execution and com-
munication time are also presented. The last section concludes with
several remarks and outlooks concerning the future work.

2. Formulation of the Vehicle Routing Problem

According to [2] we can describe the Vehicle Routing Problem
(VRP) as follows: Let G � (V, E, c) be a complete graph which
has n � 1 nodes (v0, …, vN) corresponding to the customers i � 1,
…, N and the depot i � 0, and the edge set ((vi , vj) � E ∀ vi , vj � V).
With each edge (vi , vj) � E is associated a non-negative weight cij ,
which refers to the travel costs between nodes vi and vj and a non-
negative weight tij , which refers to the distance between the nodes.

MULTI-THREADED ANT COLONY OPTIMIZATION WITH
ASYNCHRONOUS COMMUNICATIONS FOR THE VEHICLE
ROUTING PROBLEM

MULTI-THREADED ANT COLONY OPTIMIZATION WITH
ASYNCHRONOUS COMMUNICATIONS FOR THE VEHICLE
ROUTING PROBLEM

Maria Lucka – Stanislav Piecka *

In this paper we study behaviour of Ant Colony Optimization algorithm for solving the Vehicle Routing Problem implemented by POSIX
Threads in parallel cluster environment. The algorithm is based on a fine-grained parallelism strategy which uses asynchronous communica-
tion for cooperation in finding solutions. Our aim is to analyze the effect of proposed method on speedup, execution and communication time
with respect to the quality of solution.
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Furthermore, with each node vi , i � 1, …, N is associated a non-
negative demand di , which has to be satisfied, as well as a service
time δi . The service time at the depot is set to δ0 � 0. At the depot
a fleet of size K is available, where each vehicle has a capacity of
Qk and the maximum driving time for each vehicle is Tk.

Let xij
k denote the binary decision variables which equals 1 if

vehicle k visits node vj immediately after node vi and 0 otherwise.

The objective can be written as

(1)

Using the following restrictions

(2)

(3)

(4)

(5)

(6)

(7)

The objective (1) is to minimize the total travel costs. Con-
straints (2) ensure that no vehicle can be overloaded. Constrains
(3) require that for each vehicle the maximum driving time is
respected. Constraints (4) ensure that vehicle which visits a cus-
tomer also leaves the customer. Constraints (5) require that all
customers are visited exactly once, and that the depot is left K
times. Through constraints (6) sub-tour elimination is ensured.
Constraints (7) are the usual binary constraints.

3. Parallelization of ACO

Interesting feature of the ACO is its feasibility of paralleliza-
tion. Each ant makes relatively simple and independent task. The
only dependence is caused by using the same pheromone matrix
and the same best solution found so far. The first issue is required
for decision making process and the second one for measurement
of quality of generated solution. We can identify several goals that
can be achieved by parallelization of the ACO such as reduction
of calculation time, increase of solution quality or speed of con-
vergence. To achieve the reduction of calculation time we can split
the colony of ants between processors and let each processor cal-
culate its part of colony. This approach is known as functional
decomposition [10]. Instead of this we can apply domain decom-
position by dividing customers into subsets and let processors cal-
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culate solutions of sub-problems. Generally there are possibilities
of synchronous or asynchronous communication between proces-
sors. Classification of parallelization of the ACO for the VRP can
be found in [4], and [5]. In short, we can use: fine-grained, coarse-
grained and mixed parallelization. Fine-grained parallelization splits
ants of a colony between processors which often communicate when
update the pheromone matrix and exchange the best solutions. By
course-grained parallelization schemes run more colonies of ants
in parallel whereby each colony is calculated on one processor.
The information exchange between processors take place in certain
time intervals and concern specified parts of information. The
mixed approach is a combination of the first two.

In our approach we used fine-grained parallelization strategy
with decentralized approach whereby one ant colony is propor-
tionally divided among several computing threads. An execution
thread [9] is a fork of a computer program into more tasks which
can run concurrently. Those threads share memory and other
resources, but they run independently. Considering the shared
memory computational model of threads does not need to change
the address space, inter-process communication of threads is faster
than that for processes.

We suppose that all threads in our implementation have the
same behavior and calculate homogeneous parts of the colony of
ants. Number of threads is specified by the number of the proces-
sor's cores used. Each core runs exactly one thread. Every thread
computes its own pheromone update by using information received
from other threads. When possible, an inter-thread communication
is done by using shared memory, otherwise the network is used.
Concurrent access to the shared memory is secured by critical sec-
tions which are implemented by PThread mutexes [9]. Instead of
using shared files proposed in [7] we  used the user datagram pro-
tocol as a communication layer. If a thread has found better solu-
tion and has to use the network layer, the user datagram packet is
sent only once per cooperating node. All received packets are
stored in system buffers and are processed by first thread which
reads them. After the packet is processed the thread publishes the
best gained solution to all threads in its group in shared memory.
This approach does not require dedication of a separate thread for
communication. The pseudo-algorithm can be formulated as follows:

1: Initialization;
2: For i � 1; i �� IT do:

/* IT is the number of iterations */
For Ant = 1; Ant �� N / NoT + 1 do:
/* NoT is the number of threads */

Create Savings based Ant solution;
Select elitist Ants;
Download received solution if exists;
Update and spread solution if better solution is found;
Update pheromone matrix if needed;
Update Savings list if needed;

End do i;
3: Finalization;
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The speedup is defined for measurement of parallelization
quality by the following formula:

Sp � T1/Tp (8)

where p is the number of processors, T1 is the execution time of
the sequential algorithm and Tp is the execution time of the par-
allel algorithm with p processors. According to dual-core archi-
tecture used in our experiments we are calculating with number of
used cores instead of processors. Similarly the efficiency is a per-
formance metric defined by the following formula:

Ep � Sp/p � T1/pTp (9)

This value is typically between zero and one and estimates
how well-utilized in solving the problem are processors, compared
to how much effort is wasted in synchronization and communi-
cation.

4. Computational results

In our experiments we used the cluster consisting of 72 SUN
X4100 nodes with two 64-bit dual core processors, each. Therefore
we could use at most 4 threads per node working over the common
shared memory. Reported results are average values gained over
independent 15 runs for all instances. The number of customers
is denoted as N and configurations mentioned below are used.
Even we experienced better solution quality with different config-
urations, we used the same parameters settings as proposed in [8]
and used in [4] to keep results comparable. We used N artificial
ants for each instance, α � β � 5 and σ � 6 elitist ants, the evap-
oration rate ρ � 0.95, and the neighborhood size ⎣N/2⎦. We ran
the algorithm for 2N iterations for both instances. The algorithm
did not send whole pheromone matrix between cores. Only the best
σ solutions were chosen, compared with the best solutions found
so far and spread between nodes every time better solution was
found.

In Table 1 we can see that the time spent by communication
does not increase linearly with using more cluster nodes. We can see
that efficiency decreases with the increasing number of threads.
The achieved efficiency for 32 cores for instance C5 is 0.59 and
0.73 for instance G19. This value is better than published in [4],
where the gained efficiency is 0.37 and 0.39, respectively. So we
can conclude that asynchronous communications are more suit-
able for the ACO as synchronous, especially for larger instances.
Reduction of speedup of instance C5 against G19 is caused by the
fact that time required for creating solution is smaller. Therefore,
the ratio between communication and calculation is higher. Effi-
ciency greater than 1 on the C5, G18 and G20 instances is caused
by caching effect, where several threads run on separate cores of
one processor. We can see that solution quality is decreasing with
more threads; this is about 4% on the C15 and 3% on the G19
when 32 threads are used.

5. Conclusions

We presented parallel POSIX Threads based implementation
of the ACO method using asynchronous cooperative approach for
solving the VRP. We measured its speedup and efficiency in com-
parison with synchronous approach published in [4]. We showed
that asynchronous communication increases efficiency of the
ACO algorithm.

In our future work we would like to apply the presented asyn-
chronous approach to the mixed, multi-colony ACO parallelization
with focus on increasing quality of the solution. We would like to
test the algorithm with different configurations. We also plan to
test the dependency of the instance size on efficiency and solution
quality in parallel asynchronous ACO algorithms.

Calculated average results according to the number Table 1
of threads of each measured instance, where V denotes 
solution quality, tc denotes the time spent by communication 
and synchronization calculated per node, tr denotes the 
overall execution time including communication.

Instance Threads Nodes V tc [ms] tr [s] Speed Efficiency

C5
(n�199)

1 1 1377.68 7.96 440.70 1.000 1.000

2 1 1376.14 16.78 219.11 2.011 1.006

4 1 1384.03 34.06 113.03 3.899 0.975

8 2 1396.19 36,52 61.73 7.139 0.892

16 4 1418.81 36.43 35.48 12.422 0.776

32 8 1435.79 36.88 23.40 18.834 0.589

G18
(n�300)

1 1 1097.49 12.49 2307.50 1.000 1.000

2 1 1097.52 24.90 1089.14 2.119 1.059

4 1 1101.99 62.03 563.80 4.093 1.023

8 2 1110.80 62.39 289.89 7.960 0.995

16 4 1123.84 56.31 149.53 15.432 0.964

32 8 1135.54 52.85 83.65 27.585 0.862

G19

(n�360)

1 1 1498.71 16.77 5825.99 1.000 1.000

2 1 1501.60 38.45 2929.19 1.989 0.994

4 1 1495.88 80.55 1470.60 3.962 0.990

8 2 1509.38 86.44 790.26 7.372 0.922

16 4 1521.93 86.81 420.89 13.842 0.865

32 8 1546.23 85.74 250.26 23.280 0.728

G20

(n�420)

1 1 2013.44 18.67 12421.2 1.000 1.000

2 1 2008.52 43.71 6093.24 2.039 1.019

4 1 2006.99 98.14 3066.11 4.051 1.013

8 2 2026.06 101.67 1540.71 8.062 1.008

16 4 2049.92 91.86 814.73 15.246 0.953

32 8 2074.81 87.87 436.65 28.447 0.889
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1. Introduction

Present standard methods of the reliability theory are based
on verification of the structural reliability from the viewpoint of
limit states caused by the permanent, variable and accidental actions.
Structural failures and damages caused by environmental actions
in the form of various material degradations due to aggressive
environment and its changes within bridge lifetime are taking into
account indirectly or neither in member design. Therefore, dura-
bility of steel structures especially bridges is ensured by choice of
an appropriate material resistant against the aggressive environ-
ment, using appropriate and verified structural details ensuring to
minimize environment influences and enabling inspections and
maintenance, by structural redundancy and by the choice of an
appropriate corrosion protection system.

The general concept of the structural member design for dura-
bility is given in standard [1], but the form is useless for practical
applications. The reason is, on one hand, the shortage of infor-
mation about transfer mechanism by which the environmental
influences are transferred into agents acting on the structure to
cause damages like corrosion. On the other hand, the processes
have stochastic character depending on many random variable
parameters, so that the mathematic interpretation for structural
design is very complicated.

Generally, two concepts of structural verification for durabil-
ity should be used. The first approach is based on the concept of
the bridge design structural service life ts , where the probability
shall be verified according to formulae

Pf � P(tS � tD) � Pfd , (1)

where tD is the bridge design lifetime, Pf is the probability of failure
and Pfd is the target probability of failure. The second approach is
based on the limit state concept design considering effects of envi-
ronmental actions in the form 

Pf (t) � P{R(t) � E(t) � 0} � Pfd , (2)

where E(t) represents the random variable time-dependent action
effects and R(t) is the random variable time-dependent structural
member resistance. E(t) and R(t) are functions of random variables
Xi , which are also time-dependent functions in relation with the
models of material degradations.

Because of random variable character of many parameters
entering corrosion process, the probability theory and mathematic
statistics should be the most appropriate approaches to describe
it. At present, several corrosion models are known, which could be
generally used for analysis of the corrosion influence on the struc-
tural member reliability. Review of the most frequent corrosion
models describing loss of material in time is presented in Table 1.

2. Time-dependent buckling member resistance

Taking into account the buckling effects and the effects of
variable randomness which are influencing the resistance of com-
pression member, the buckling member resistance can be expressed
in the form (3), that is a function of many material and geometric
random variables

, (3)R f Ac y n A i
i b

n

$ $ $ $| { {=
=

%
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does not directly reflects design and verification allowing for failures caused by material deterioration. The time-dependent loss of compres-
sion member resistance was computed for specific corrosion models to express the time-dependent approximation function taking into account
effects of corrosion degradation. Then, the design member resistance could be obtained using buckling member resistance multiplied by a time-
dependent function considering corrosion degradation effects within the member lifetime.
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where χ is the actual value of reduction factor covering buck-
ling effects, 

fy is the actual value of the steel yield strength fy ,
An is the nominal value of the member cross-sectional area,
ϕA is the ratio of actual value to nominal value of a member

cross-sectional area, 
ϕi � Fi /Fni is ratio of actual value to nominal value of i –

partial effect on member resistance or material.

Following the Ayrton – Perry’s approach, the buckling resis-
tance of the member with initial local bow having shape of the
half-wave sinusoidal imperfection and the amplitude of e0 can be
given as

where σcr is the Euler‘s buckling stress σcr � π2 E/λ2,
Rc is the buckling resistance of a compression member,
η is the Perry’s factor, defined as η � e0/r,
r is the core abscissa, r � W/A,
λ is the member slenderness,
E is the Young’s modulus of elasticity,
e0 is the amplitude of equivalent geometric imperfection 

(amplitude of the half-wave sinusoidal imperfection of 
member centre line).

Taking into account the random variables influences on member
resistance the equation can be rewritten into following formula
according to [8]

, (5)

where , (6)

, (7)

and the basic random variables are for the Ayrton – Perry’s
approach introduced in the non dimensional forms as a ratio ϕi ,
when the actual value is divided by nominal value.
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In the case of an exact solution, the influence of both geomet-
ric and structural imperfections should be taken into account.
Because of difficulties to obtain their values (especially structural
imperfections), the equivalent geometric imperfection e0 allowing
for the initial member bow and also the structural imperfections
is more often to use. The characteristic value of this imperfection
amplitude is expressed by the following equation

, (9)

where α is the imperfection factor for relevant buckling curve,
is the non-dimensional slenderness.

The equation (9) can be rewritten using Ayrton – Perry’s
formula as follows

(10)

Then, for the design value of the amplitude of the equivalent
geometric imperfection, the following equation is valid

(11)

The mean value and the standard deviation of the equivalent
imperfection amplitude e0 needed for further probabilistic analy-
sis, can be obtained assuming the normal distribution function
using solution of equation system

. (12)
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member resistance considering corrosion degradation

To determine effects of the corrosion losses on the buckling
member resistance, the parametric study of I – cross-sectional
member was realized (the results of previous parametric studies
for 6 beams realized for bending moment resistance are presented
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yield strength fy were considered as random variables according to
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above mentioned studies for cross-section no. 2 which consists of
flanges with nominal dimensions 150 � 16 mm and web with
parameters of 268 � 6 mm. Standard deviations of the considered
cross-sections were determined using the standard for tolerances
of web heights and flange widths [6] and according to standard
for tolerances of web and flange thicknesses [7] (class A). They
were obtained based on the assumption of the normally distributed
random variable standard tolerance a and that 95% of random
variable realizations are in interval (so called 2σ rule)

. (13)

To determine the buckling resistance of a compression member
respecting the time-dependent degradation effects caused by corro-
sion of its flanges, the above mentioned approach was used. Numer-
ical analysis of the determining time-dependent buckling resistance
taking into account the randomness of the cross-sectional dimen-
sions and yield strength was realized using software MATLAB.
This parametric study was calculated for the non-dimensional
slenderness λy � λz � 0.25; 0.50; 0.75; 1.00; 1.25 and 1.50. The
values of random variables were generated by means of Latin Hyper-
cube Sampling (LHS) for 10 000 samples considering normal dis-
tribution. For all the prediction models of corrosion losses (see
Table 1), the time-dependent development of buckling resistance
within the design working life of 100 years was computed. The
corrosion losses dcorr described by the previously mentioned prob-

;m a m ax x- +

abilistic models were considered as reduction of flange thickness
given by formula tf,red � tf � dcorr , where tf is the flange thickness
without corrosion effects.

Degradation function F(t) was derived as the ratio of time-
dependent resistance R(t) of degraded member and resistance R0

at the beginning of bridge member exploitation.

. (14)

For further general use, the degradation function F(t) has been
approximated by means of regression techniques based on the
function given by formula (15) using MATLAB software environ-
ment.

. (15)

Mean values of computed buckling resistances taking into
account the random variables effects can be seen in Fig. 1. In Fig.
2, the mean values of compression member buckling resistances
in dependence on non-dimensional slenderness and for rel-
evant corrosion models are shown.

The strong correlation between fitted function and actual degra-
dation function expressed by means of regression coefficient R-
square was obtained. From this study follows, that value b in formula

/F t R t R0=^ ^h h

F t a e c.b t$= +-^ h

zmym

Fig. 1 Time-dependent development of mean values of buckling resistances 
for non-dimensional slenderness λ� � 1.50 (Ry on the left, Rz on the right)

Fig. 2 The buckling resistances Ry and Rz in dependence on non-dimensional slenderness λ�
for cross-section no. 2 (in zero time and after 100 years) 
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(15) remains for relevant corrosion model unified and constants
a, c are only changing. This fact leads to an idea to apply the rel-
evant corrosion model in dependence on environmental condition
using known “degradation constant b” and the “shape constants a,
c” should be computed in dependence on cross-sectional charac-
teristics. For practical use, the degradation constant b is supposed
to represent time-dependent corrosion progress depending on the
relevant corrosion prediction model and constants a, c are defin-
ing the cross-sectional characteristics.

There was also observed in the study that the values of all
approximation constants are identical for both relevant buckling
modes y or z and, therefore, the buckling mode about axis y has
only been investigated in following studies.

For better understanding of this problem and due to effort to
get a general solution, the second parametric study for 2000 I- beams
with random cross-sectional characteristics was realized allowing
for maximum non-dimensional slenderness . This study
brought the knowledge that for compression members the degra-
dation constant b has the same value as was derived for members
subjected to bending [9]. The possibility to use the equation for
determining the shape constant a in the form of (16) derived for
bending members was also proved but with the limited validation
for compression members having non-dimensional slenderness

..0 2#m

.3 0#m

, (16)

where bf is the flange width of I cross-section,
A is the cross-sectional area,
αcorr.model is the corrosion constant for relevant corrosion 

model given in Table 2.

For member with non-dimensional slenderness , the
determination of shape constant a is more complicated because
the value of this constant varies in dependence on the actual non-
dimensional slenderness. The random variable cross-sectional char-
acteristics and the time are other complicating factors. Therefore,
the sensitivity analysis for realized second parametric study of 2000
I- beams was worked up. The results of this analysis are shown in
Fig. 3.

Using results of sensitivity analysis, the numerically determined
dependence of shape constant a on the non-dimensional slender-
ness was obtained as a ratio of shape constant a( ) for arbi-
trary relative slenderness and value of shape constant a( � 0)
for compression members with zero non-dimensional slenderness.
The final dependence determined for 2000 I- beams and for cor-
rosion model according to Frangopol is shown in Fig. 4.

In the frame of exact solution the function describing the
dependence of shape constant a on non-dimensional slenderness m

/a b A20.2 .modf corr el$ a=#m

.0 22m

m

mm

Fig. 4 The shape constant a in dependence on non-dimensional slenderness m

Fig. 3 Sensitivity analysis for 2000 I cross-sections in dependence on non-dimensional slenderness ym



13C O M M U N I C A T I O N S    4 / 2 0 0 9   �

was not found due to very complicated multi-dimensional problem
depending on 4 variables requiring to work with large number of
data. To simplify the problem, such a case was verified, where the
buckling resistance is computed in every year and for all non-
dimensional slenderness range using the value of constant a valid
for the case of pure compression member, i. e. . The results
of this simplification were compared to the results obtained by the
numerical calculations and the analysis results showed that the
progress of ratios of buckling resistance mean values is almost
linear in time. Nevertheless, the deviation between exact and sim-
plified solution is increasing in dependence on time. But for common
corrosion model, the deviation increase does not exceed the value
of 4%. Providing that this deviation increase could be neglected
the resistance ratio in time zero can be used, which is identical for
all corrosion models, and the equation for a correction factor Δ(λ)
would be obtained in the following form 

(17)

Finally, the time-dependent buckling resistance of the deteri-
orated compression member at the time t could be obtained using
the following formulae

, (18)

(19)
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where the value of the constant a is calculated according to (20)
while for constants b, αcorr . model  the values in accordance with
table 2 are valid.

Values of corrosion constants. Table 2

4. Conclusion

The member resistance is significantly influenced due to degra-
dation effects in the form of corrosion and therefore the corrosion
effects should be taken into account for structural design. This paper
presents simplified approach to the determination of the time-
dependent member resistance. Nevertheless, the above described
approach for design of compression members for durability is not
worked up for standard using up to now. The more complex sto-
chastic analysis comparing obtained results with experimental ones
should be realized. 
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Fig. 5 Comparison of the numerically and according to (18) determined time-dependent member buckling resistance 

Corrosion model
Constant

b αcorr. model

Frangopol 0.0194 3.278E-04

Melchers 0.0055 8.460E-03

Qin - Cui 0.2158 1.655E-03

Guedes Soares 0.1003 1.490E-03
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1. Introduction

This paper reports research which attempts to identify factors
which explain the variance in the second language (L2) phonic
competence. The authors investigate the influence and interrelat-
edness of certain intralingual and paralingual variables, usually
considered significant in the foreign language acquisition. The
main focus of the study is the level of phonology, i. e. the acquisi-
tion of the phonological subsystem of a foreign language. The data
collected by empirical research presented in this paper show that,
although the influence of some of these variables is doubtless and
remarkable, it is not always possible to single out one of them and
to disregard the rest of them. Neither is it always possible to say
which of these influences will prevail under some circumstances.
The acquisition of the phonological system is an immensely complex
process, influenced by numerous factors simultaneously. We tried
to “capture” the possible influence of several potentially relevant
factors, usually intuitively recognised, by professionals and laymen
alike, as highly influential.

For the last 40 years, beginning with the classic article of Asher
and García [1], the variety of variables influencing the acquisition
of the phonological system of a foreign language has been inves-
tigated in a large number of experimental studies. Although con-
siderable individual variation can be observed in adults’ mastery
of L2 production and perception, the L2 literature, as well as our
common experience as language users, generally indicates that the
most adult L2 learners will permanently speak L2 with a foreign
accent. One interpretation of this observation is, in the scientific
study of the foreign accent, that success in acquiring the phonet-
ics and phonology of a L2 is dependent on a number of factors
which influence the performance of individual L2 users. Identify-
ing such factors may be important for the teaching and learning
of foreign languages [2]. The studies dealing with the issue published

so far differ greatly in terms of the languages, subjects, methods
or procedures examined. These differences appear to be responsible
for the often divergent results the studies have yielded. The relative
importance of many factors is uncertain because many variables
relating to subject characteristics tend to be confounded and because
of lack of adequate experimental control in some studies.

2. L2 pronunciation research

The acquisition of the phonetic/phonological components in
the second language is a complex and dynamic process which is
influenced by the context and conditions in which the language is
learned. The overall quality of L2 pronunciation is likely to vary
as a function of the characteristics of the subjects examined. The
subjects examined in previous studies differed in a number of
potentially important ways. Most of the previous studies examined
English as the target L2 being learned. The native languages spoken
by the subjects were far more diverse. The nonnative subjects
mostly differed in L2 experience, the age at which they started
learning L2, the length of residence in the L2-speaking country,
the degree of motivation to speak a L2 and many other variables,
[e. g., 3 – 12]. The fact that the subjects examined in previous
research differ along the dimensions mentioned above often makes
direct comparisons across studies problematic. However, this should
not lead one to conclude that the degree of L2 pronunciation
accuracy cannot be scaled reliably and validly.

The studies of the overall degree of L2 foreign accent also
differ in terms of the techniques used to elicit nonative speech
samples. In most studies, subjects have been asked to read words,
sentences or paragraphs [e. g., 1, 4 and 8]. In a number of studies,
subjects have also been asked to produce samples of free (i. e.,
extemporaneous) L2 speech [e. g., 13 – 16]. And finally, there

VARIANCE IN A SECOND LANGUAGE 
PRONUNCIATION QUALITY
VARIANCE IN A SECOND LANGUAGE 
PRONUNCIATION QUALITY
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have been studies in which subjects were asked to repeat speech
materials after hearing a native speaker model in a direct repeti-
tion technique [9] or a delayed repetition technique [17]. Some
researchers have used more than one elicitation technique [e. g.,
13, 15, 18].

In most instances, analyses were carried out to determine if
the degree of L2 foreign accent varied as a function of type of eli-
citation. Both [13] and [15] reported that read speech was judged
to be more strongly foreign accented than extemporaneous speech,
probably due to differences in the reading ability. The samples of
the extemporaneous speech may be problematic, too. This is because
they may contain morphosyntactic and lexical errors influencing
the ratings. In addition, subjects may be able to avoid difficult L2
sounds or sound sequences. [12] states that more reliable measures
may be obtained if raters evaluate a fixed set of materials. However,
we consider free speech samples more appropriate for this kind of
research as the free speech imitates real communication acts when
the speaker concentrates on the content more than on the form of
the speech.

A control group of native speakers was recruited in most of
the studies cited so far in addition to groups of nonnative subjects.
The numbers of raters used in various L2 pronunciation studies
differed greatly, ranging from just one [19] to 85 [20]. It is not
known at present how many raters are needed to provide a reliable
estimate. Unfortunately, not all the studies have included such
a control group [21, 22]. This may lead to several problems – for
example, it remains uncertain how native speakers would have
performed under the specific circumstances of a particular exper-
iment. 

One important methodological question pertains to the cha-
racteristics of the listeners. In some studies, naive raters were
recruited to evaluate speech samples [e. g., 1, 9]. In other studies,
“expert” raters such as linguists or teachers participated [e. g., 16,
23]. [15] reported that experienced raters generally perceived
a higher degree of L2 foreign accent in nonnative speech than
experienced raters, while [8] found no significant differences
between experienced raters and inexperienced raters. In Slovakia
it seems rather a problem to recruit a homogeneous group of
English native speakers who would be willing to participate in an
experiment (often a time consuming one) and who would not be
trained or experienced EFL teachers.

The listeners who evaluate the L2 speech usually use a rating
scale to indicate the quality of L2 pronunciation they perceive in
a speech sample. No standard scale for measuring the accuracy of
L2 pronunciation has been developed so far. The equal-appearing
interval (EIA) scales differ in resolution. A 5-point scale has been
used most commonly [e. g., 8, 13, 14]. [9, 24] employed a con-
tinuous scale to evaluate foreign accent. [24] carried out a research
to determine whether the foreign accent is a metathetic continuum
(a continuum that can be divided into equal intervals ranging from
high to low) or a prothetic continuum (a continuum that is not
amenable to linear partitioning). They indicated that foreign accen-
tedness is a metathetic continuum, which means that it is appro-

priate to use an EAI scale, and found that a 9-point (or 11-point)
scale should be used to rate L2 speech samples for the degree of
the foreign accent. 

3. Determinants of L2 pronunciation

The above mentioned differences between studies in design
and methodology, have led researchers to draw rather conflicting
conclusions about the influence of certain factors on L2 pronun-
ciation. The factors that have received the most attention in lite-
rature are undoubtedly the age of L2 learning and the length of stay
in a L2-speaking environment. Unfortunately, hardly any study in
the existing literature [26] has examined the changes in the degree
of L2 pronunciation accuracy in a longitudinal design. Affective
and social factors as well as individual aptitude have been seen as
possible predictors of the second language phonetic performance
[3]. The ability to mimic native speakers and the contact with
native speakers have also been reported as having a significant
influence on the second language pronunciation [15, 27, 28]. Spe-
cific phonetic training has generally been found to be positively
associated with the phonetic development in L2. Other factors such
as attitudinal and motivational variables have sometimes – though
not always – proved to be influential [15].

It seems reasonable to assume that the accuracy with which
nonnative speakers pronounce a L2 is, to some extent, dependent
on their L1 phonic system. Unfortunately, only a few studies have
examined the effect of the L1 background on the degree of L2
foreign accent [e.g., 16, 27, 28]. The authors identified the L1
background as the most important predictor of the foreign accent
degree. A few studies have examined the effects of the amount of
L1 use on the degree of L2 foreign accent [17, 29]. The authors
conclude that the L1 use patterns exerted a significant negative
influence on the degree of L2 foreign accent. However, the subjects
in those studies were not matched for other variables, the relative
importance of the L1 background therefore remains uncertain.

The language-learning motivation can no longer be treated as
a single construct, and it needs to be examined in broad terms
including many components. These components include cognitive,
affective, and behavioral aspects [30]. [30] identifies and describes
the motivational components of learning and success in learning
EFL employing statistical methods – the factor analysis data reduc-
tion technique using the SPSS program called FACTOR (SPSS
inc., 2004). He distinguishes the intrinsic/integrative and extrin-
sic/instrumental orientation subscales of motives, the latter (esp.
the desire to have a higher social status and to get a better job)
being found to be a critical component in the L2 learning moti-
vation. Findings from this study revealed that the lower the English
proficiency level of students, the lower the degree of their intrin-
sic motivation.

A thorough literature review showed that motivation has some
general effect on L2 pronunciation. [9] identified factors desig-
nated “integrative motivation” and “concern for L2 pronuncia-
tion” as significant predictors of the L2 pronunciation quality.
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However, the results obtained so far suggest that the strength of
concern for the L2 pronunciation accuracy does not automatically
lead to perfect L2 speech. [31] hypothesized that a strong corre-
lation will be found between the variable “professional motiva-
tion” and the level of L2 pronunciation, but none of his subjects
(highly motivated native English teachers of German) received
ratings “native-like pronunciation.” [13] and [15] found no evi-
dence that motivation affects the degree of L2 foreign accent. It is
important to note that motivation has not been quantified very
precisely so far, though different procedures have been used to
measure motivational variables. In most cases, the subjects have
been asked to rate the importance of good L2 pronunciation for
them [e. g., 27, 31]. It is difficult to assess the exact correlation of
motivation and L2 pronunciation as many other concomitant
variables may be responsible for the results obtained.

Much of the research to date has demonstrated that the age
of arrival in a society where the target language is used is the most
important factor explaining the variance in the  second language
phonological competence [e. g., 9, 12, 13, 15, 31]. These results
have been used as evidence to support the critical period hypo-
thesis [32, 33]. However, most of these studies concentrated only
on immigrant communities. The previous L2 pronunciation research
has shown that early learners speak L2 with a lower degree of
a foreign accent than late learners. However, no study has yet pro-
vided convincing evidence for the claim that L2 speech will auto-
matically be accent-free if it is learned before the critical period
(CP). According to the CP hypothesis, the complete mastery of
a L2 is no longer possible if learning begins after the end of the
CP [6, 33]. A number of researchers have suggested that there
may be several CPs, each affecting different linguistic abilities and
the first ability to be lost would be the one needed to develop
a native-like pronunciation of a L2 [23, 34].

CP effects have usually been attributed to an age-related loss
of neural plasticity or to some sort of neurofunctional reorgani-
zation that occurs during the development [e. g., 33 – 36]. A few
studies have pointed to what now seems to be a paradoxical effect,
that is, better performance by late learners of a L2 [19, 37]. [34]
concluded that late learners might have an initial avantage over
early learners in L2 pronunciation ability, albeit an advantage that
is only temporary.

It appears that factors other than the age of learning also have
an influence on the quality of L2 pronunciation, for example, the
chronological age or amount of L1 and L2 use, etc. In many studies,
immigrants’ speech has been studied and their age of the first
exposure to L2 has been indexed as the age at which the subjects
first arrived in a L2-speaking country [1, 6, 13, 17, 21]. The results
of these L2 foreign accent studies do, in fact, support the view
that the earlier in life one learns a L2, the better it will be pro-
nounced. The finding that there is a linear relationship between
the age of learning and the degree of L2 foreign accent led both
[13] and [34] to suggest that there is a “sensitive” rather than
a “critical” period for L2 learning.

Different suggestions have been made as to when the putative
critical or sensitive period for L2 speech learning ends: [6] sug-

gested the age of 15 years; [38] 12 years; and [34] 6 years of age.
The last one has been supported by the results of a number of
studies [e.g., 9, 21]. However, a few studies have also shown that
the age of L2 learning lower than 6 years does not automatically
lead to accent-free L2 speech [e.g., 11, 15] and a number of studies
have provided evidence that some L2 learners with age of L2 lear-
ning of over 12 years may avoid speaking their L2 with a detectable
foreign accent [8, 31].

Not every study has shown a significant effect of the length of
stay in a L2-speaking environment on the level of L2 pronuncia-
tion. In many studies this variable has been operationalized  as the
“length of residence”, which specifies the number of years spent
in a community where L2 is the predominant language. In those
studies where a stay (or often residence) effect was found, the stay
was a less important predictor of the degree of L2 foreign accent
than the age [e.g., 24]. Studies that have reported an influence of
the stay on the L2 speech include [1, 17, 28]. However, there are
also several studies that have not found a stay effect [13, 14, 22].
The discrepancies across the studies may be due, in part, to the
fact that stay-factor only provides a rough index of the overall L2
experience.

The influence of the language use on L2 pronunciation was
first examined by [27] and [28], who asked learners of English to
estimate how much time they had spent speaking English with
native speakers. In their study of immigrants a composite variable
combining years of residence in the USA and a number of months
of cohabitation with native speakers was identified as one of the
most important predictors of the degree of L2 foreign accent.
Three other studies showed no apparent effect of speaking with
L2 native speakers on the L2 pronunciation accuracy [15, 22, 24].
[11] claimed that those learners who continue to speak their L1
frequently have significantly stronger foreign accents in L2 than
individuals speaking their L1 infrequently do.

Previous research has provided divergent findings concerning
the influence of gender on the degree of L2 foreign accent. Some
authors [21] identified gender as a significant predictor of the
degree of L2 foreign accent. However, most studies have not iden-
tified gender as a significant predictor of the degree of L2 foreign
accent [27, 24]. In summary, the results obtained for gender do
not lead to any strong conclusions. Some studies reported a sig-
nificant influence of gender, whereas others did not. The majority
of studies that identified gender as a significant predictor of degree
of L2 foreign accent found that females usually received higher
ratings than males. However, two studies [1, 9] suggested that the
effect of gender may vary as a function of age of L2 learning and
the amount of L2 experience.

4. Methodology

Ninety-nine (74 female and 25 male) subjects examined in our
study are Slovak first-year university students enrolled in the English
Language and Literature course. They were approximately at an
intermediate level of English proficiency, aged between 18 and 20
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years and had typically started learning English at elementary
school with a focus on grammar-based instruction. The majority
have never lived in an English-speaking country.

The 5 native English control subjects (3 American – 2 male,
1 female; 2 British – 1 male, 1 female) were asked to auditorily
evaluate their pronunciation (English phonic competence – EPC)
produced by each of the 99 talkers. They were asked to rate each
talker by a mark on a scale from 1 (very poor English pronuncia-
tion) to 5 (excellent English pronunciation). The raters were
English native speakers more or less experienced in ELT who had
lived in Slovakia for several months/years. 

The pronunciation samples (a free, extemporaneous talk in
English) were recorded and other information was elicited from
the participants by the way of tests and questionnaire (Table 2).
The L2 background questionnaire asked about personal details,
experience and language learning attitudes and beliefs. 

Relying on the data most frequently presented in research
papers and theoretical discussions, we aimed primarily at investi-
gating the possible influence of factors upon the pronunciation
accuracy observed in the interlanguage of learners of English as
a foreign language (Table 1). The pronunciation task was recorded
on a recorder with a condense microphone. The collection took
place in a classroom at the University of Zilina, Slovakia and time
allotment was 2 minutes for each student. The data were collected
by means of a questionnaire and the tests filled out by each subject
after their production of English. The questionnaire contained 18
questions relevant for English as a foreign language. Some of
these questions provided facts, some other provided the subject’s
subjective judgement or opinion. The questionnaires required 30
minutes to complete and the testing time varied according to the
variable tested (Table 2).

Native speakers were asked to auditorily evaluate the samples
of free English speech produced by each of the non-native talkers
using the equal-appearing interval 5-point scale. The 5-point scale

was used to rate each of the variables for each non-native speaker
(Table 3) and the interclass correlation coefficients (Table 4)
were calculated to identify the most important predictors of foreign
accent. An average rating was obtained for each speaker and the
variable EPC was computed by averaging across each rater’s
score.

To assess their relative contribution to EPC, the variables
were submitted to a simple correlation. Correlation coefficients
(r) were calculated for each factor by applying the scoring coeffi-
cients generated by the principal component analysis to standard-
ized values for subjects’ responses to the questionnaire and test
items. The variables were correlated with the total pronunciation
rating and were entered into statistical analysis (Table 5). 

5. Results

Preliminary analysis revealed that much the same EPC ratings
were provided by the five raters. The mean for all the native speaker
evaluations was 2.93 and there was a standard deviation of 0.73.
Initially, the nine measured variables were correlated with the
total pronunciation ratings (0.2787 on the 0.05 level). These pro-
duced four significant correlations (r) as shown in Table 4:

PsF3 (contact with native speakers of English) r � 0.3928
IF1 (English grammatical competence) r � 0.3723
PpF2 (self-evaluation of English pronunciation) r � 0.3013
PpF1 (verbal intelligence in Slovak) r � 0.2970

The correlation between EPC and the factors is rather weak.
The strongest correlation is  between EPC – PsF3 and EPC – IF1
which accounted for 15.6% and 13.9% variance in the pronuncia-
tion ratings obtained by native speakers of English – the coeffi-
cient of determination (Table 5). The coefficient of determination
(Fig. 1) reveals the percentage of EPC variability which can be
explained by the linear relationship with a factor.

FACTORS OF ENGLISH PHONIC COMPETENCE (EPC) 

I. Intralingual factors (IF) II. Paralingual factors (PF)

IF1 – English grammatical competence Psycholingual factors (PpF)

IF2 – English metaphonetic competence PpF1 – verbal intelligence in Slovak

IF3 – other foreign languages acquired PpF2 – self-evaluation of English pronunciation 

PpF3 – motivation for English language acquisition

Sociolingual factors (PsF)

PsF1 – age of English language learning

PsF2 – length of stay in an English speaking environment

PsF3 – contact with native speakers of English

Classification of factors Table 1

Intralingual factors – characteristics related to a language system

Paralingual factors – temporal characteristics partly related to a language system
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Testing methods Table 2

Evaluation scale Table 3

Correlation of EPC and IF/PF Table 4

FACTOR Abbr. Testing method

English grammatical competence IF1
Quick Placement Test Trial Version 2A 
(University of Cambridge)

English metaphonetic competence IF2 English Phonetics and Phonology Test (Z. Kralova)

other foreign languages acquired IF3 Language Background Questionnaire (Z. Kralova)

verbal intelligence in Slovak PpF1 Psychological Clinics Standard (Slovak Republic)

self-evaluation of English pronunciation PpF2 Language Background Questionnaire (Z. Kralova)

motivation for English language acquisition PpF3 Language Background Questionnaire (Z. Kralova)

age of English language learning PsF1 Language Background Questionnaire (Z. Kralova)

length of stay in an English speaking environment PsF2 Language Background Questionnaire (Z. Kralova)

contact with native speakers of English PsF3 Language Background Questionnaire (Z. Kralova)

EVALUATION SCALE

5 4 3 2 1

EPC excellent very good good average poor

IF1 70 – 57 56 – 43 42 – 29 28 – 15 14 – 0

IF2 40 – 33 32 – 25 24 – 17 16 – 9 8 – 0

IF3 more languages 1 Germanic 1 non-Slavic/non-Germanic 1 Slavic none

PpF1 � 145 144 – 131 130 – 116 115 – 86 85 – 71

PpF2 excellent very good good average poor

PpF3 combined internal external indefinite none

PsF1 1 – 6 years 7 – 10 years 11 – 14 years 15 – 18 years � 19 years

PsF2 year/s month/s week/s day/s none

PsF3 daily weekly monthly yearly none

Student EPC
Intralingual factors

Paralingual factors

Psycholingual factors Sociolingual factors

IF1 IF2 IF3 PpF1 PpF2 PpF3 PsF1 PsF2 PsF3

1 4 3 3 4 5 3 3 4 4 4
2 4 4 4 4 2 4 3 4 1 5
3 2 3 2 4 2 2 4 4 1 1
4 3 4 3 3 4 3 3 3 1 2
5 3 3 3 4 5 3 3 2 1 3
6 1 3 2 4 3 3 3 3 1 1
7 3 3 3 4 4 3 4 4 1 1
8 3 4 3 5 2 4 3 3 1 5
9 2 3 3 4 4 3 3 3 1 2
10 3 3 2 4 4 2 3 4 5 4
11 3 4 3 4 5 4 3 4 1 1
12 4 4 3 4 4 4 3 4 3 5
13 2 2 2 1 3 3 2 3 1 1
14 2 3 2 4 4 3 3 3 1 3
15 2 3 2 3 3 3 3 4 1 1
16 3 2 3 4 3 4 3 4 1 3
17 2 3 2 4 3 3 4 4 1 1
18 3 3 3 3 2 3 3 3 4 4
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Student EPC
Intralingual factors

Paralingual factors

Psycholingual factors Sociolingual factors

IF1 IF2 IF3 PpF1 PpF2 PpF3 PsF1 PsF2 PsF3

19 2 3 3 2 3 3 4 4 1 1
20 3 3 3 1 4 4 2 4 1 1
21 2 4 3 2 2 2 4 3 5 4
22 3 3 2 4 4 3 5 4 1 1
23 3 3 3 5 3 4 4 3 1 3
24 3 3 3 3 4 3 4 4 1 1
25 2 3 2 4 3 4 2 3 1 1
26 4 3 3 3 4 3 2 3 4 4
27 3 4 3 4 4 3 3 4 1 1
28 3 3 3 2 4 3 3 4 4 4
29 3 3 3 4 4 3 4 4 5 5
30 2 4 3 5 3 2 2 3 1 4
31 3 4 2 4 4 5 4 3 1 1
32 3 3 3 2 3 3 3 4 1 1
33 2 3 2 3 4 3 3 3 3 2
34 3 3 3 4 3 4 4 4 1 1
35 5 5 2 5 4 4 3 4 1 3
36 1 3 2 4 1 4 3 3 1 1
37 2 3 3 5 4 3 4 4 1 3
38 2 3 3 1 2 3 3 3 1 1
39 3 3 2 4 5 4 3 4 4 4
40 2 3 2 4 5 4 3 4 1 1
41 3 3 3 2 2 3 2 4 4 4
42 2 3 3 4 3 3 3 4 1 1
43 4 3 2 4 4 4 4 4 5 5
44 4 3 3 4 5 4 3 1 2 2
45 2 3 2 4 4 3 3 4 1 1
46 3 3 2 4 5 3 2 3 4 4
47 3 4 5 4 5 3 4 3 4 3
48 3 3 3 4 3 3 5 2 1 1
49 3 3 3 3 4 3 2 4 1 1
50 4 4 4 4 4 3 3 4 1 1
51 3 3 2 4 4 3 4 3 1 3
52 3 4 3 1 4 4 1 3 1 1
53 3 3 2 3 2 2 3 4 1 1
54 5 4 3 4 4 4 4 4 5 5
55 3 3 3 4 4 3 3 4 1 1
56 2 3 3 4 3 3 4 3 1 1
57 3 4 2 4 4 3 3 4 1 1
58 3 3 3 4 4 3 3 2 1 2
59 3 4 3 3 4 3 4 4 4 3
60 3 3 3 4 4 2 5 4 1 3
61 3 3 3 4 5 3 3 4 1 1
62 3 4 3 4 4 3 2 4 1 1
63 4 4 3 4 3 3 4 4 1 2
64 3 3 2 4 4 3 3 4 1 1
65 2 3 2 5 4 3 3 3 1 1
66 3 4 3 5 3 3 4 4 1 2
67 3 2 2 4 4 2 4 4 1 1
68 3 4 3 3 4 3 3 4 3 1
69 3 3 2 3 4 3 3 4 1 3
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6. Conclusion

The study assessed the relation between the overall degree of
the perceived foreign accent in non-natives’ English speech and

a variety of intralingual and paralingual factors claimed to affect
the L2 pronunciation. The empirical data clearly indicated that
the so-called foreign accent phenomenon is a highly complex one.
Namely, it is not always possible to detect a clear correlation

Student EPC
Intralingual factors

Paralingual factors

Psycholingual factors Sociolingual factors

IF1 IF2 IF3 PpF1 PpF2 PpF3 PsF1 PsF2 PsF3

70 2 3 3 4 4 3 4 4 1 1
71 3 3 3 3 4 4 3 4 4 4
72 4 3 3 1 4 3 4 4 5 4
73 3 3 2 4 3 2 3 4 1 3
74 3 3 3 4 5 3 3 4 1 1
75 4 3 4 4 4 4 4 3 1 1
76 3 3 3 5 3 2 4 3 1 2
77 3 3 3 4 4 3 2 4 3 3
78 3 4 2 4 4 4 3 2 1 2
79 4 3 3 5 5 4 3 4 2 4
80 3 3 3 3 4 3 3 4 1 1
81 4 3 3 3 5 3 4 4 1 3
82 3 4 2 1 5 4 4 4 1 1
83 3 3 2 1 4 2 3 3 1 1
84 3 3 2 4 3 3 3 4 4 3
85 3 4 2 4 3 3 3 3 1 1
86 3 3 2 2 3 2 3 4 1 2
87 4 3 3 5 3 3 5 4 1 1
88 2 2 3 5 5 2 3 2 1 1
89 4 4 2 4 3 4 3 2 1 1
90 2 3 2 3 1 2 1 4 1 1
91 3 3 3 3 4 4 1 3 4 3
92 3 4 3 3 4 4 5 3 4 3
93 3 3 2 4 3 4 4 4 1 1
94 2 2 2 4 4 3 3 4 1 1
95 4 4 2 5 4 4 4 4 1 3
96 3 3 3 1 3 3 3 3 5 5
97 3 3 3 5 4 4 4 2 1 1
98 3 3 2 5 5 3 4 1 1 3
99 3 3 3 4 3 4 3 4 4 3

Mean 2.93 3.22 2.67 3.61 3.61 3.18 3.24 3.51 1.81 2.20
r - 0.3723 0.2761 0.0815 0.2970 0.3013 0.1475 0.1072 0.2559 0.3928

Statistical analysis   Table 5

EPC IF1 IF2 IF3 PpF1 PpF2 PpF3 PsF1 PsF2 PsF3

Mean 2.93 3.22 2.67 3.61 3.61 3.18 3.24 3.51 1.81 2.20

Modus 3 3 3 4 4 3 3 4 1 1

Median 3 3 3 4 4 3 3 4 1 2

Standard deviation 0.7282 0.5422 0.5860 1.0619 0.9408 0.6569 0.8176 0.7159 1.3902 1.3482

Coefficient of variation 24.86% 16.83% 21.98% 29.45% 26.09% 20.65% 25.22% 20.43% 76.89% 61.23%

Covariance 0.1470 0.1178 0.0630 0.2044 0.1441 0.0878 0.0559 0.2591 0.3880

Correlation coefficient 0.3723 0.2761 0.0815 0.2970 0.3013 0.1475 0.1072 0.2559 0.3928

Coefficient of determination 0.1386 0.0762 0.0066 0.0890 0.0908 0.0217 0.0114 0.0655 0.1561
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between the observed level of phonic performance of a foreign
language learner and any of the factors usually considered crucial
for the reduction of a foreign accent. Thus it is not always possi-
ble to isolate those variables which should be considered the most
important, nor is it always possible to pin down the exact way in
which a particular variable exerts its influence on the process of
L2 acquisition. The analysis showed that the mutual influence of
a number of factors is so complex that the influence of each and
every one of them cannot be singled out and analysed indepen-
dently, without taking into consideration all the others.

The results show that none of the factors proved crucial for
the differences in the foreign language pronunciation rating and
no statistically significant correlation could be established between
the most of the variables. A statistically significant correlation
(0.2787 on the 0.05 level) is an argument for the conclusion that
only four of the analysed variables may be considered significant
in the foreign language acquisition:

PsF3 (contact with native speakers of English),
IF1 (English grammatical competence),
PpF2 (self-evaluation of English pronunciation), 
PpF1 (verbal intelligence in Slovak)

Note, however, that longitudinal research is needed to determine
more precisely at what point in L2 learning, if any, the individual
factors cease to have an ameliorative effect on the pronunciation
of L2. Although it is not always possible to discern the exact way
in which some of these variables exert the influence on the lin-
guistic behaviour of the learner, they must always be taken into
account when analysing the process of language acquisition at all
linguistic levels, but at the level of phonetics in particular. The
identification of aspects that influence the overall L2 pronuncia-
tion accuracy may be important for teaching and learning second
languages. 

Fig. 1 Coefficients of determination
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1. Introduction

There was undoubtedly great progress made in the area of
localization systems and services over last few years and current
market provides numerous navigation and localization devices.
Location based services attract more subscribers every year (see
[1]) and have great potential. However, there are also drawbacks
of this technological advance. Growing number of standards, tech-
nical recommendations and resource exhaustion (e.g. radio wave
frequency spectrum) reduces possibilities for development of new
and independent technologies.

Commonly used localization methods are based on observation
of miscellaneous signal parameters. Methods used in cellular net-
works are Cell Identification (Cell ID), Received Signal Strength
(RSS), Angle of Arrival (AoA), Time of Arrival (ToA) and Time
Difference of Arrival (TDoA) [2],[3], [4] and [5]. The research
of many specialists is focused on RSS method [6], [7], [8], [9]
and [10], which can be then processed using trilateration technique
[11], [12] or Fingerprinting technique [7], [8] and [13]. Finger-
printing seems to be most accurate and affordable technique as it
is suitable for Non Line-of-Sight (NLoS) environments as well as
it is more immune to multipath than trilateration.

This work is aimed to show solution that uses fingerprinting
algorithm and existing technologies and combines them into radio
map framework for localization in GSM network. The framework
is basically a set of measurement algorithms, communication inter-
faces and database of various signal parameters usable by finger-
printing method to provide localization itself. Fingerprinting method
is briefly described in Chapter 1.1 below. Framework architecture
is described in Chapter 2.

1.1 Fingerprinting

Localization methods such as RSS, AoA, ToA and their mutual
combinations [14] suffer from inaccuracy caused by estimation of
distance between Mobile Station (MS) and Base Stations (BSs)
influenced by radio channel effects such as multipath propagation
or delay spread.

The fingerprinting method even benefits from aforementioned
radio channel properties. It is based on unique “fingerprints” of
radio signal properties measured at certain spots. Accuracy of the
method in radio networks is determined by two factors [13].
Firstly, signal properties vary very much at relatively small area.
For instance, in few meters range, signal from a BS can attenuate,
lose or be replaced with stronger one. Secondly, these signals are
relatively constant in time. It allows data gathering and their use
in future. These fingerprints form the radio map shown in Fig. 1
and described below.

A disadvantage of the method is sensitivity for environment
changes – movement of pedestrians and cars, construction and
demolition of buildings or weather conditions – they altogether
affect signal properties. It is necessary to update the map, but basi-
cally, buildings and walls affect the signal most of all and there-
fore update is not needed very often.

Fingerprinting method consists of two steps. At first, radio map
for particular area is created. It is basically a database of spots with
known position (coordinates) coupled with various signal proper-
ties, e.g. received signal level (RxLev), signal angles or propaga-
tion time. This step is called offline phase. The offline phase is to be
facilitated by the radio map framework presented in this paper.

RADIO MAP FRAMEWORK FOR GSM POSITIONINGRADIO MAP FRAMEWORK FOR GSM POSITIONING

Peter Brida – Jozef Benikovsky *

This paper introduces radio map framework for creation of GSM (Global System for Mobile communications) network radio maps. These
radio maps are structured in the way that they can be utilized later on as a data source for fingerprinting-based localization methods. Attrib-
utes of fingerprinting localization method as well as particular radio signal parameters are explained. The framework handles data mea-
surement, data transfer and data visualization scenarios. Data are basically various radio signal parameters coupled with position coordinates.
These data make up a database, which allows centralized storage and opens a path to service-oriented localization architecture in the future.
Visualization provides means to verify radio map quality, distribution and density in perceptible and user friendly way as well as means to
present and publish achieved results. Entire system is aimed to provide usability by multiple users and further optimization. Centralization
allows easy implementation of changes and system maintenance at one place.
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After the radio map is created, second phase can take place.
MS measures signal properties at unknown spot. Then the radio
map is searched to find a best match from existing spots. This step
is called online phase. The online phase is not part of this paper.

2. Radio map framework architecture

The radio map framework consists of two parts – gauge sub-
system and radio map itself [15]. Gauge subsystem is used to
measure necessary signal parameters, such as identifiers of neigh-
bour base stations coupled with received signal strength. Further-
more it measures Global Positioning System (GPS) coordinates
and maps them to signal parameters. This is later user to convert
signal information back into geographical coordinates. Finally, it
allows transferring this data to radio map.

Radio map is the centralized storage of all measured data and
gathers all essential information for fingerprinting online phase. It
is actually the database, which can be accessed and queried by all
clients or users.

2.1 Gauge subsystem

Fig. 2 shows components that make up gauge subsystem. BS_1,
BS_2 and BS_M in Fig. 2 represent GSM base transceiver stations.
GPS satellite represents GPS network utilized to read “precise”
position for radio map spots. Gauge is a device used to measure
GSM as well as GPS signals, interpret them and transfer (upload)
measurement results to communication server. The communication
server then calls radio map database interfaces to append new
results to database and gets notified if there were any errors.

Measurements were performed using pocket computer HP
iPAQ hw6515d with Microsoft® Windows CE® 4.21 and
Microsoft® .NET Compact Framework 2.0 installed. This device
is able to measure GPS position as well as to utilize Subscriber
Identity Module Toolkit (SIM TK) to measure GSM signal para-

meters. Radio map database is stored in Oracle® Express 10.0
database, which is free to use but has limited capabilities. This
allows data access using standardized Structured Query Language
(SQL).

2.2 Radio map

Radio map consists of spots. Every spot represents point in
real world, where measurement was performed. Tab. 1 shows a snip
of the radio map database. 

Spots are uniquely identified by spot_id, which is its database
identifier and is not related to GSM or GPS network. Position of
the spots is defined by their position coordinates, which are lati-
tude (in degrees), longitude (in degrees) and altitude (in meters).
As shown in Tab. 1, columns with same spot_id have same posi-
tion coordinates. There can be up to 7 measurements of GSM
signal parameters performed for every spot, one for serving base
station and one for up to six neighbour base stations. There are 3
measurements for spot 28914 and 4 measurements for spot 28915
shown in Tab. 1. Parameters measured from GSM network are:
� RxLev – received signal strength (in dBm) of BS under measure,
� CI – cell identity, which is unique identifier of BS in GSM

network. It is not always available, therefore BCCH and BSIC
are measured as well,

� BCCH – Broadcast Control Channel number,
� BSIC – Base Station Identification Code. Together with BCCH

uniquely identifies BS in GSM network.

As shown in Tab. 1, spots with SPOT_ID equal to 28914 and
28915 are close together (according to latitude and longitude
row). It is clear that at both spots, signal from base station with
CID = 23342 is received with same RxLev. However the RxLev
from the subsequent base stations are different. Furthermore,
number of base stations differs as well. That shows the power of
fingerprinting – even for near spots, signal parameters can change
significantly and localization can be performed.

Fig. 1 Radio map for fingerprinting using RxLev Fig. 2 Gauge subsystem
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2.3 Radio map visualization

The radio map visualization provides inevitable means to get
an overview of data in radio map. It is generated by web server
and Google Maps™ API using connection into radio map data-
base. 

It allows displaying of all spots from radio database at once as
shown in Fig. 3. Spots are shown as black dots.

Besides, it allows picking one BS and displaying all spots where
signal of this particular BS was available as shown in Fig. 4.

3. Future works

Future works can be focused on radio map extrapolation, which
would allow estimation of radio signal properties at unknown
spots as well as comprehensive visualization options. This would
also allow better accuracy in areas of radio map with weaker or
missing signal information. 

The development of fingerprinting online phase component
would enable radio map framework to become usable service-ori-
ented solution for localization in GSM networks.

For positioning in areas like buildings, where GPS signal is
not available in general, extension of the framework could be pro-
posed. It would allow measuring signal parameters without need
of GPS signal. This would have allowed indoor and outdoor posi-
tioning using only one device, if localization service had been
implemented.

4. Conclusion

Proposed solution shows combination of existing technolo-
gies to create robust framework for further localization develop-
ment. It provides means to create radio map database of any area
covered by GSM signal with no dependency on certain mobile
network operator. By use of Oracle® Express database and corre-
sponding SQL support, it gives a hand to advanced data research.
Data visualization on the other hand provides means for user to
easily understand radio map and get an overview of its current
state. The core of the proposed solution is “open system” and it
can be utilized for various location based services, e.g. alternative
positioning solution in intelligent transport system for monitoring
vehicles in dense urban areas where GPS does not reliably operate.

Radio map database example from Zilina-Banova, Slovakia, GSM operator Orange Slovensko. Table 1

SPOT_ID 28914 28914 28914 28915 28915 28915 28915

RxLev �73 �67 �78 �79 �65 �73 �78

CID 20872 24343 24342 22401 39893 20872 24342

BCCH 3 13 8 10 20 3 8

BSIC 29 27 27 24 26 29 27

Latitude 49,20206 49,20206 49,20206 49,20204 49,20204 49,20204 49,20204

Longitude 18,72063 18,72063 18,72063 18,72065 18,72065 18,72065 18,72065

Altitude 390 390 390 391 391 391 391

Fig. 3 Radio map database with all spots

Fig. 4 Radio map database filtered for BS with CID=4F81, BSIC=29
and BCCH=15
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1. Introduction

The availability of services is an important issue in today’s
optical networks. The increase in data transmission and develop-
ment of Internet traffic require the high capacity transmission
systems. Thanks to the development of fotonic technologies, systems
are designed based on Wavelength Division Multiplexing (WDM)
having high transmission speeds by a single fiber. In those networks,
the service interrupt for whatever reason, caused by equipment
failure, or by human factor, can cause unavailability of communi-
cation services, as well as heavy losses to the users and network
operators. Therefore, the application of protection in such systems
has important role for the network operators [1]. Contracts between
the operators and their users are always made on the Service Level
Agreement (SLA) which is very strict, as far as availability and
service quality are concerned. The possibility to ensure high avail-
ability is the key one for the operators to maintain the existing and
to aquire new users; this mostly reflecting in the price of their
network.

The operators may largely invest to equip their network with
the high quality of hardware [2]. However, the quality improvement
of these components beyond the present level for commercial
systems is hard to achieve, and it is beyond their control. More
acceptable way to ensure high availability is the use of different
protection strategies. Although there are more protection strate-
gies we shall concentrate in this work at the wavelength channel
protection of WDM which is very similar to the path protection
of SDH (Synchronous Digital Hierarchy) technology [3].

In this work we are going to analyze the availability between
two WDM ring terminals using the wavelength channel protection:
� OCh Dedicated protection,
� OCh Shared protection.

This work is finding out what is the impact of a failure on
optical cables and equipment on the availability of connection. The
models and analysis of different node structures are given as well
as their impact on availability and the availability of node depending
on the manner it is being used in the network (add, drop, pass-
through). In this work we focus on the wavelength channel pro-
tection strategy, which consists of ensuring the protection channel
for each working channel on the end to end basis.

2. Availability theory

Availability A in some system is the probability that it will be
functional in a given time, or it is the time relation in which the
system is correct in relation to the total time. Unavailability U of
a system is the probability complementary to availability. At report-
ing about system performances, the unavailability is often expressed
as a Mean Down Time (MDT) in minutes of the year or:

(1)

Where MTTF is Mean Time to Failure, and MTTR is Mean
Time to Repair [4]. In this work we suppose that MTTF for the
wavelength channel is constant and independent on component

MDT
MTTR MTTF

MTTR
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+
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ageing. MTTF � 1/λ, where λ is the intensity of failure usually
expressed in FIT-a (Failure in Time), 1FIT � 1 failure in hours.

The basic transport entity of WDM systems is a wavelength
channel. This is the simplex type of connection with a standard of
value between two nodes (for example, 2.5 Gb/s). The wavelength
channel in an unprotected system (serial structure) generally passes
through nodes which can be optical add/drop multiplexers, optical
switches and optical links. The availability of a serial structure equals
to the availability product of individual components, namely:

(2)

This structure is unable to restore the communication between
two nodes in the case of a failure on any of components or the
connection is functional if and only if all components of the struc-
ture are correct. A substantial availability improvement can be
obtained by the application of a parallel structure, which means
that in addition to the working path there is a protection one, too.
It is certainly important that these two paths are completely inde-
pendent or that they do not have common components [5]. If we
characterize the availabilities of working and protection path as the
two completely independent elements (w and p), then the availabil-
ity of such a structure is the union of two non-disjunctive events
or the events which do not exclude each other because there is no
complementary variable.

(3)

In order that these two events be mutually exclusive it is neces-
sary to transform this union of non-disjunctive events into a union
of disjunctive events in which the complementary variables show
up. By a simple analysis using De Morgan’s laws we obtain that
the availability is 

(4)

By using the distributive law with regard to the union and
section

(5)

we obtain that

(6)

Since (full set) we can write

(7)

and to the identity , so is 

(8)

And this is actually the availability of the parallel structure.
The connection availability for a wavelength channel is [7].
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The connection between two nodes in a parallel structure will
be incorrect if, and only if there is a failure on the working and
protection path. Of course, the connection can not be established
if a failure occurs in terminal nodes because they are the common
components of the working and protection path.

3. Availability of the link and different node
architectures 

Since the nodes are generally connected by optical links, irre-
spective of their architecture, in this section we shall analyze the
availability for links and different node architectures.

3.1 Link availability

In order to determine the wavelength channel avail-
ability between two nodes we shall introduce some terms relative
to the availability of the node and the optical link connecting two
nodes [6].
� aOLi

, availability of i-th link on working path,
� �anj

, availability of j-the node which belongs to the working path.

An unprotected link consists of the optical fiber, optical booster
(aBOA), amplifier (aOA), line amplifier (aLOA) and optical pre-ampli-
fier (aOPA). In order that the connection will be functional, all
components optical link must be correct. The most often cause of
an optical link failure is the breakdown of optical fiber. Since, in the
case of the cable breakdown, mostly all the fibers break, we shall
suppose that the failures of fiber and cable are fully dependent.
Therefore, instead of the availability for fiber, we shall take the
availability for cable (aOC).

The availability of the link without the protection equals to
the availability product of individual components.

aOLNPi
� aBOA � aLOA � aOPA � aOC (10)

In the second instance shown in figure 2, two nodes are con-
nected by two fibers belonging to the same cable.

Fig. 1 Unprotected link structure

Fig. 2 Span protected link
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The availability for this structure (Span Protection-SP) equals
to the parallel addition of the individual branch availabilities. So
it can be written:

(11)

Although in the above equation’s small brackets we have
a product of two equal members aOC � aOC, only one is present
in the formula for availability aOC because the cause of node
failure is the same so we get:

(12)

In this type of protection it is actually the protection in the
case of a failure on some of the amplifiers but not the optical
fibers.

In the third type of protection (route diversity-RD), the link
structure is same as in span protection, in that the nodes are con-
nected by optical fibers belonging to completely separated cables,
as shown in figure 3.

(13)

This type of protection protects the connection in the case of
a failure on transmission equipment as well as optical cables.

3.2 Availability for different node structure

Nodes in which a wavelength channel is being dropped and
added are called termination nodes. Nodes through which a wave-
length channel runs from “west” to “east” and are located between
terminal nodes are called pass-through nodes. Since the wavelength
channel passes through the different components inside these two
types of nodes their availability is different.
� �anjt

, terminal node is a working one 
� �anjp

, pass-through node is working one

If all nodes of the same type are the same we have:
anjt

� ant , 	 j,
anjp

� anp , 	 j.
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3.2.1 Node with passive components

If passive components are used, the node structure in the
1�1 wavelength channel protection are show in figure 4

For the instance of a terminal node (bidirectional communi-
cation), the wavelength channel passes through the transmitter,
divider, multiplexers, demultiplexers, switch and receiver, so that
the terminal node availability for one wavelength channel is 

(14)

In pass through nodes, a wavelength channel passes through
the demultiplexers and multiplexers so the availability for pass-
through nodes is:

(15)

In 1:1 protection, if passive components are being used, the
wavelength channel in terminal nodes passes through the trans-
mitter, switch, multiplexers, demultiplexers, switch and receiver
so that the terminal node availability for one wavelength channel
and 1:1 is

(16)
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Fig. 3 Completely separated links

Fig. 4 Node structure for 1+1 protection

Fig. 5 Node structure for 1:1 protection
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The availability for pass through nodes is same as for the 1�1
protection. The availability for all wavelength channels (n) inside
a terminal node should be 

(17)

3.2.2 Node with active components

An optical switch with add/drop possibilities is used as the
active component. Figure 6 represents an optical add/drop multi-
plexer (OADM) using such an optical switch.

In the case that the node is used as terminal one, the wave-
length channel passes through the transmitter, optical switch,
multiplexers, demultiplexers and receiver so the availability for
one wavelength channel is 

(18)

The availability for all the wavelength channels in the termi-
nal node should be

(19)

If the node is a pass-through one wavelength channel passes
through the multiplexers and optical switch so the availability is 

aNP � aMUX1 � aDMUX1 � aMUX2 � aDMUX2 � aOSW (20)

The availability of terminal nodes is same for the 1�1 and 1:1
protection because the optical switch can act both as the divider
and switch.

4. Availability for WDM ring 

Since the installation of more SDH line systems between two
nodes is very expensive, as the capacities of optical cables exhaust
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considerably, the need for high transmission capacity system
requiring only two fibers, has arisen. Such are WDM systems based
on wavelength multiplexing which uses the wavelength channel
protection. In this section we shall analyse the availability for WDM
ring which uses the wavelength channel protection. In this type of
protection the switching is carried out on a wavelength channel
level so that the protection capacity is one wavelength. There are
two types of protection: OCh dedicated protection ring (OCh
DPRing) and OCh shared protection ring (OCh SPRing).

4.1 OCh dedicated protection ring 

This type of protection requires two fibers in a ring. Each
wavelength channel is being routed on the working path along one
side of the ring, and the corresponding dedicated wavelength
channel, along the opposite side. Bidirectional wavelength require-
ments are supported by two wavelength channels; one in each
direction. Two types of dedicated protection are possible: 1�1
and 1:1.

In the ring network which uses the 1�1 wavelength channel
protection the wavelength channel in the source node is being
duplicated and concurrently delivered in both directions of the
ring; working and protection [11].

Under ordinary conditions in the terminal node, the receivers
gets two signal copies (with a different delay) and chooses the
best one. In the case of a failure on the working path, the receiver
chooses the signal that it gets from the protection path. This is so
called single ended protection because the switching is carried out
only on one (receiving) side. It is important that the working and
protection path do not have common components in order that

Fig. 6 Node structures with an active optical switch

Fig. 7 1+1 wavelength channel protection under conditions 
without a failure

Fig. 8 1+1 wavelength channel protection in the case of a failure 
on working path
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one failure would not cause total communication break down, and
this means that the component failures on the working and pro-
tection paths are fully independent.

For each wavelength channel of the working path, a corre-
sponding wavelength channel on the protection path is reserved
and therefore, we are talking about an 1�1 wavelength channel
protection [8].

Since the wavelength channels on the protection path are per-
severed we are talking about so called dedicated protection in which
no active switch is required. The wavelength channels on the
working and protection paths have the same wavelength but that
is not a rule. If different wavelengths are being used, the wave-
length converters not having big impact on WDM ring availability
must be applied.

Let the network generally consist of N nodes and N links con-
necting those nodes [9]. If a wavelength channel on the working
path P0 passes through the m number of optical links between ter-
minal nodes, the availability for the working path is equal to the
availability product for optical links and nodes through which this
wavelength channel passes [10].

(21)

In the case of a failure on the working path, the wavelength
channel passes the N�m number of optical links and the
N�m�1 of nodes on the protection path P1.

The availability for the protection path is [10].

(22)

The availability for the wavelength channel between the s and
t nodes is completely determined by these two paths so that the
availability for the wavelength channel in the case of 1�1 protec-
tion is calculated as the availability of two branches which are
fully independent.

(23)

(24)
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where a determines the availability for optical links and nodes.
Although in the equation brackets we have the product of the
same two members (ant)

2 � (ant)
2 only one is taken in the expres-

sion for availability (ant)
2 because the cause of node failure is the

same one.

Therefore we have 

(25)

If we assume that optical links have the same length, their
availability is same, i.e

aOLi
� aOL, 	 i.

In this case, the availability between the s and t nodes is

(26)

In 1:1 protection, the wavelength channel on the front side is
not permanently duplicated so that the switching is performed
dual-ended which requires a protocol to coordinate it. From the
availability aspect, the same availability expression applies as for
the 1�1 protection. The advantage of 1:1 protection to the 1�1
one is that the auxiliary capacity, under conditions without a failure,
can be used for the subordinated traffic transmission.

In the case of a failure, the auxiliary capacity is used as the
protection one for the superordinated traffic. A disadvantage of
1:1 protection is the complexity because the switching for differ-
ent OADMs must be synchronous.

4.2 OCh shared protection ring

This is the unique type of protection in the ring WDM net-
works having no equivalent in the SDH ring networks. This pro-
tection also uses 2 fibers for connecting the ring nodes. It is actually
very similar to an 1:1 protection because it does not have prere-
served protection wavelength channels. The difference is that half
of the wavelength channels on each fiber is reserved for working
traffic and the other half for protection traffic, while in an 1:1 pro-
tection all the wavelength channels on a fiber are reserved for the
protection, and in a situation without a failure they can be used for
the subordinated traffic. Working channels in one fiber are protected
by working channels in another fiber. Protection wavelength chan-
nels pass along the ring in the opposite direction than the working
channels do. Two directions of the bidirectional wavelength require-
ment are routed on the same side of the ring in opposite fibers.
The same wavelength can be reused for some other non-overlap-
ping requirement between different nodes.
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When a failure occurs, the damaged wavelength channels are
switched in terminal OADMs to another side of the ring and then
they use the protection wavelength channels in that fiber. Bidi-
rectional traffic requirements will be routed by using different
wavelengths for both directions; otherwise, the wavelength con-
version is needed for switching the traffic from working wavelength
channel to the protection channel in the opposite direction. In this
type of protection there is no prededicated wavelength channels
for each wavelength channel of the working path, but there are
resources for the damaged wavelength channels. Protection paths
will be formed only after a failure on the working path.

When a failure damages all the links between two adjacent
OADMs in the ring, the protection path will be established between
the source and destination OADM. When a failure occurs, the
switching action is required in the source and destination OADM.
However, the switching must be carried out for each damaged
wavelength. From the availability aspect, the same expression
applies for this type of protection as for the 1:1 dedicated protec-
tion, in that case the capacity in the ring is more efficient.

5. Numerical results 

As shown before, the same expression applies for the avail-
ability of OCh dedicated and OCh shared protection. The only
difference is in the nodes structure. For availability calculation we
shall use this expression by changing the nodes structure and using
different optical link protections: Span Protection and Route Diver-
sity. In order to calculate the availability for a WDM system one
needs to know the nodes and optical links availability. For avail-
ability calculation, in general, one needs to know the intensity of

failures for the individual components. The data are shown in
Table 1, and are taken from different sources [9].

NOTE: w is the number of wavelength channels

Availability data for optical components Tab. 1

Unavailability and MDT for Tab. 2
an optical link λ � 100 FIT/km

Optical link unavailability results from the above table are
obtained on the assumption that the link length is 80 km and
MTTR�12 hours and 21 hours. As it can be seen from Table 2,
the unavailability for optical link, as expected, is substantially higher
for Span Protection than it is for Route Diversity. Namely, in SP,
fibers of the both paths (working and protection) belong to the
same cable, so that the same cause of failure actually breaks down
the entire communication between the nodes and, therefore, traffic
as well. It is also noticeable that the increase in time to repair con-
siderably increases the unavailability. Unavailability for optical
nodes with passive and active components was calculated for the
instances of 16 and 64 wavelengths, at a time to repair of 4 and 6
hours, which is real time often being taken for the device repair. 

As it can be seen from tables 3 and 4, the unavailability for
terminal nodes, irrespective of active and passive components, is
almost independent on the number of wavelengths. This is logical
because the multiplexers are, in fact, in parallel connection for
both types of protection (SP and RD).

Fig. 9 OCh shared protection under conditions without a failure

Fig. 10 OCh shared protection under conditions with a failure

Component/Device Symbol Failure Rate(FIT)

Booster Amplifier BOA 3200

Line Amplifier LOA 3200

Pre - Amplifier POA 3200

Multiplexer MUX 25xW

Demultiplexer DEMUX 25xW

Optical Switch OSW 1000

Fix Transmitter TRX 186

Tunable Transmitter TX 745

Fix Receiver RX 70

Tunable Receiver RCX 470

Switch SW 50

Splliter SPL 50

Cable (per km) OC 100

U�10�6 MDT (min/year)

MTTR�12

Span Protection 96.01 50.51

Route Diversity 0.04 0.02

MTTR�21

Span Protection 168.01 88.30

Route Diversity 0.13 0.07
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Unavailability and MDT (min/year) for Table 3
a node with passive components

Unavailability and MDT (min/year) for Table 4
a node with active components

In pass-through nodes, the increase in the number of wave-
lengths has an essential impact on the unavailability increase. The
reason is a serial connection of the multiplexers (for PC and
MTTR�4 hours this increase is about 4 times; for AC it is about
2.84 times).

The reason for this different increase is in the fact that in pass-
through nodes of AC structure there is an optical switch in serial
connection. It can also be seen that the availability for nodes (both
terminals and pass-through) with active components, in general, is
higher than it is for the same nodes with passive components (for
example, for MTTR�6 hours, terminal node with active compo-
nents has 3.5 times higher unavailability than the same node with
PC does). The reason is in the fact that an active optical switch
has a few times higher probability of failures than the passive
switch and divider do. It is also noticeable that the increase in the
device time to repair increases unavailability, irrespective of whether
the AC or PC components are concerned, for about 1.5 times
regardless of the number of wavelengths. 

We assumed that the ring would consist of 8, 12 and 16 nodes;
16 and 64 wavelengths, and that the distance between optical
amplifiers and nodes is 80 km. We also analyzed the impact of the
reduction in optical link and device time to repair on system avail-
ability. It is worst of node that in figures below, during the time to
repair (MTTR), the first number refers to the device repair while
the other is for the link repair.

In figures 13 and 14 are shown the unavailability and/or
MDT for Span Protection with passive and active components, 16
and 64 wavelengths, for various device and optical link times to
repair. It is noticeable that the unavailability is almost indepen-
dent on the number of wavelengths, because the multiplexer in the
terminal node is in parallel connection.

A somewhat higher unavailability is also noticeable if active
components are concerned, because there is an optical switch
having a significant intensity of failures. As expected too, the unavail-
ability increases by increasing the number of nodes and total dis-
tance between terminal nodes, because the impact of optical link

U�10�6 MDT

MTTR�4 h λ � 16 λ � 64 λ � 16 λ � 64

Terminal 1.42 1.42 0.75 0.75

Pass-through 6.40 25.60 3.36 13.46

MTTR�6 h

Terminal 2.13 2.13 1.12 1.12

Pass-through 9.60 38.42 5.04 20.18

U�10�6 MDT

MTTR�4 h λ � 16 λ � 64 λ � 16 λ � 64

Terminal 5.02 5.02 2.64 2.64

Pass-through 10.40 29.60 5.47 15.56

MTTR�6 h

Terminal 7.53 7.53 3.96 3.96

Pass-through 15.60 44.40 8.20 23.34

Fig. 13 MDT for Span Protection for MTTR=4; 12 h

Fig. 14 MDT for Span Protection for MTTR=6; 12 h

Fig. 15 MDT for Route Diversity for MTTR=4; 12 h

Fig. 16 MDT for Route Diversity for MTTR=4; 21h
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on the entire unavailability is considerably higher than it is the
impact of nodes in this type protection (for example, for λ � 16,
N � 12 the link impact on the entire unavailability for nodes is
from 90.25 % to 9.75 %). In SP, this is an expected result because
both the working and the protection path are connected to optical
fibers belonging to the same cable. The unavailability increase if
optical link time to repair MTTR�21, is substantially higher then
the MTTR increase for the device. This is expectable because of the
significant impact of optical link unavailability on total unavail-
ability.

Figures 15, 16 and 17 show the WDM ring unavailability for
8, 12 and 16 nodes, which use a Route Diversity protection. It is
noticeable that the unavailability for the equal number of nodes
and wavelengths is a few dozen times lower than is in SP. The
reason is that the working and protection path have no common
components (complete separation), so that the breakage of working
path optical link does not have the impact in the communication
between terminal nodes.

In RD the impact of nodes on total unavailability is domi-
nant, as expected, because the optical links are completely sepa-
rated and in parallel connection (for example, for λ � 16, N � 8
the link impact on the entire unavailability for nodes is from 3.55
% to 96.45 %). It is also noticeable that the number of wavelengths
does not have a substantial impact on the entire unavailability
either, not it has the number of nodes, and the distance between
terminal nodes. Once again, the reason for this is the complete
separation of the working and protection path.

It can be seen that the increase in time to repair for nodes has
a bigger impact on the entire unavailability than it has the increase
in time to repair for optical link (MTTR increase from 4 to 6
hours does increase the unavailability for about 66 % while a MTTR
increase of link from 12 to 21 hours does not increase the unavail-
ability at all). The reason for this is again the entire paths inde-
pendence which means that the one path breakage does not shut
down the communication between the nodes.

In figures 18 through 21 it is shown the SP and RD unavail-
ability depending on the number of wavelengths and nodes for dif-
ferent times to repair for device and optical link.

RD, as seen, has a few dozen times lesser unavailability than
SP has, for the reasons stated previously. It is also noticeable that
in SP, the unavailability increases with the number of nodes, and
link lengths, while in RD, that dependence is very small, almost
insignificant, because the optical links parallel structure is con-
cerned where a failure in one link does not have the impact on
another, so that the communication between the nodes remains
retrieved.

Fig. 17 MDT for Route Diversity for MTTR= 6; 12h

Fig. 18 MDT for MTTR= 4;12h and λ = 16 

Fig. 19 MDT for MTTR=4; 21 h and λ = 16

Fig. 20 MDT for MTTR=4; 12 h and λ = 64

Fig. 21 MDT for MTTR=6; 21 h and λ = 64
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The highest unavailability, as understandable has SP where
MTTR�6; 21 because the optical link impact in this type protec-
tion is dominant on the total unavailability. The reason for this it
that for optical cable breakage the communication between the
terminal nodes is being lost for as long as the very same has not
been repaired, because both the working and protection are con-
nected to the fibers of same cable (for N � 16 an increase in time
to repair from 4 to 12 to 6 and 21 increases the SP unavailability
for 59 %).

Of course, in a WDM ring, irrespective whether SP and RD,
the terminal nodes have the biggest impact on the total unavail-
ability because their failure leads to the total communication shut
down between those nodes.

6. Conclusion

This paper investigates the impact of optical links and node
architectures on the availability of connections in WDM ring net-
works. This work's result analysis shows that Span Protection has
substantially higher unavailability than Route Diversity because
both directions are connected to the optical links whose fibers
belong to the same cable. In RD protection the working and pro-
tection paths are completely independent and so such a system is
only unavailable in the case of a simultaneous failure on both
paths (working and protection) and in the case of a failure in ter-
minal nodes.

By the analysis it is also obtained that the numbers of wave-
lengths, as well as nodes build-up of active and passive components,
do not have a big impact on WDM ring availability, irrespective
of the type of protection. It is also established that the impact of
optical link time to repair is considerable, while in RD more con-
siderable is the impact of device repair, for the reason that the RD
nodes availability has a dominant impact on total unavailability.
A WDM ring availability improvement can be achieved by the
reduction of time to repair both the optical links and devices. That
requires a better maintenance and team organization.

However, a considerable availability improvement can be
achieved by the ring networks construction whose working and
protection paths have no common components, and they are fully
separated, thus offering high availability services to the users.

List of abbreviations

BOA Booster Optical Amplifier
DPRing Dedication Protection Ring

LOA Link Optical Amplifier
MTTF Mean Time to Failure
MTTR Mean Time to Repair 
OC Optical Cable
OCh Optical Channel
OCh DPRing Optical Channel Dedication Protection Ring
OCh SPRing Optical Channel Share Protection Ring
OPA Optical per Amplifier
RX Receiver
SPL Splitter
SPRing Share Protection Ring
SW Switch
TX Transmitter
1FIT 1 failure in hours

List of symbols

aBOA availability of optical booster amplifier
aDMUX availability of demultiplexer
Ak Availability of connection
aLOA availability of optical line amplifier
aMUX availability of multiplexer
anj

availability of j-the node which belongs to the working
path

anjp
availability of pass-through node

anp,1+1(1) availability of pass through node for 1�1 protection
anj t

availability of terminal node
ant,1+1(1) availability of termination node for 1�1 protection (one

wavelength channel)
ant,1:1(1) availability of termination node for 1:1 protection (one

wavelength channel)
ant,1+1(n) availability of termination node for 1�1 protection (for

n wavelength channel)
aOC availability for optical cable
aOLi

availability of i-th link on working path
aOLNPi

availability of optical link, no protection
aOL,RD availability of optical link, route diversity
aOL,SP availability of optical link, span protection
aOPA availability of optical pre-amplifier
Ap Availability of a parallel structure
aRX availability of receiver
As Availability of a serial structure
aSPL1 availability of splliter
Ast(a) availability for the wavelength channel between the

s and t nodes
Ast(P0) availability of working path between s and t nodes
Ast(P1) availability of protection path between s and t nodes
aSW availability of switch
aTX1 availability of transmitter
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1. Introduction

Vehicle routing problem (VRP) is a classical problem in oper-
ations research. It consists in delivery routes optimization in com-
munications network containing depot of all routes and a given
number of cities, which is necessary to include in delivery routes.
In VRP a set of customers needs to be served and a fleet of capac-
itated vehicles is available to do so. The objective is the minimiza-
tion of costs, which usually means minimizing the total distance
traveled. In most VRPs it is assumed that the demand of a customer
is given and is less than or equal to the capacity of a vehicle and
that each customer has to be served by exactly one vehicle, i.e.,
there is a single-visit assumption. The condition is that the sum of
demands of the cities on the route should be less than or equal to
the capacity of vehicle. The vehicle capacity is the limitary factor
in this problem. 

It is obvious that when a customer’s demand exceeds the vehicle
capacity it is necessary to visit that customer more than once.
Even when all customer demands are less than or equal to the
vehicle capacity, it may be beneficial to use more than one vehicle
to serve a customer. In the split delivery vehicle routing problem
(SDVRP) the single-visit assumption is relaxed and each customer
may be served by more than one vehicle.

The SDVRP is, similarly like the traveling salesman problem
(which is reduced on this vehicle routing problem in the case of
big enough capacity of a vehicle V), an NP hard problem.

Let us set the mathematical model SDVRP, which is based on
Miller-Tucker-Zemlin formulation of the traveling salesman problem.

The binary variable xk
ij equals 1, if the edge (i,j) is included in

the solution, so it means that the vehicle goes from the city i to the
city j, otherwise this variable’s value is equal to zero. Each cus-
tomer has a demand qi , which can be less than, equal, or greater
than the vehicle capacity V. The variable qk

i represents the quantity
delivered to the i-th customer on k-th the route.

The distance between the cities i and j is cij . Each vehicle has
capacity V and has to start and finish its tour at the depot. A cus-
tomer may be visited more than once.

The objective function (1) represents the sum of all edges dis-
tances in the solution, hence the sum of all routes length of the
solution. The equation (2) assures that the k-th route leaves the
depot just once. The equation (3) assures that only one edge comes
out from city i on the k-th route. Similarly, the (4) sets that number
of edges coming from the city j on the k-th route is the same as
number of edges coming into the city (0 or 1). The equations (3)
and (4) are not applied on the city 1, because from and into the
city 1 there are as many edges as many routes there are. The
inequality (5) defines variable ui , which represents the demand on
the route k from the city 1 to the city i. This condition also has the
anti-cycling effect – it prevents creating the sub-cycles in the solu-
tion. The condition (7) means that demand on the route k does
not exceed the vehicle capacity V. Constraints (8) ensure that the
demand qi of customer i is completely satisfied. Constraints (9)
impose that a delivery to a customer i on route k can only take
place if route k is selected and the total quantity delivered on
a selected route cannot exceed the vehicle capacity V.

The SDVRP model is (1)–(11):

ANT COLONY OPTIMIZATION METHOD AND SPLIT-DELIVERY
VEHICLE ROUTING PROBLEM
ANT COLONY OPTIMIZATION METHOD AND SPLIT-DELIVERY
VEHICLE ROUTING PROBLEM

Andrej Chu *

This paper deals with a split delivery vehicle routing problem, which is a modification of a vehicle routing problem. It consists in delivery
routes optimization in communications network containing initial city of all routes and a given number of places, which is necessary to include
in delivery routes, where a customer can be served by more than one vehicle. The objective is to find a set of vehicle routes that serve all the
customers and the total distance traveled is minimized. The split delivery vehicle routing problem is NP hard, therefore we present a solution
approach by three heuristics, and a metaheuristics called Ant colony optimization (ACO). 
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(1)

, k � 1, 2, …, K (2)

, i � 2, …, n; k � 1, 2, …, K (3)

, j � 2, 3, …, n; k � 1, 2, …, K (4)

,  i � 1, 2, …, n; 

j � 2, 3, …, n; i 
 j; k � 1, 2, …, K (5)

uk
1 � 0, k � 1, 2, …, K (6)

qk
i � uk

i � V,  i � 2, 3, …, n; k � 1, 2, …, K (7)

,  i � 2, 3, …, n (8)

,  i � 2, 3, …, n; k � 1, 2, …, K (9)

xk
ii � 0,  i � 1, 2, …, n; k � 1, 2, …, K (10)

,  i, j � 1, 2, …, n; k � 1, 2, …, K (11)

2. Heuristic methods

As the split delivery vehicle routing problem is NP hard, for
the large problem the solution of the model cannot be obtained
for acceptable computer time consumption. It will be useful to
propose the heuristic methods for the large scale problem solution.
The modified heuristic methods for the traveling salesman problem
respective the vehicle routing problem will be used. There are the
following heuristics: nearest neighborhood method, insert method
and savings method. All the methods are illustrated on a numeri-
cal experiment. The differences of the results obtained by those
methods are shown on the case study.

It is assumed that the distance matrix C is symmetric, not neg-
ative. Let us denote M the set of cities that was not included in any
route. In the beginning of the method the set M equals {2, 3, …, n}.
The heuristic method ends when the set M is empty. The route will
be denoted as tr � (tr(1), tr(2), …, tr(m)), where tr(1) � tr(m) � 1.

2.1 The nearest neighborhood method

By this method the following steps are executed until the
set M is empty:

Step 1. Let us denote the city with the lowest distance c1i as
k and let it form the route tr(1) � 1, tr(2) � k, tr(3) � 1, let it set
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m � 3. If qk � V, delete the city k from the set M and set

, and continue to step 2. Otherwise the city is not
deleted from the set M, and city has the demand pk � qk � V, the
route is closed and the method continues by the step 1 (starting
the new route).

Step 2. If the set M is empty, the method stops. Let us find
the city k from M which minimizes the distance ctr(m�1).k and for
which the route enlargement tr by the city k by inserting it after
the city tr(m�1) satisfies the condition qk � V�. If qk � V�, the
route is closed and the method follows by the step 1 (starting the
new route), otherwise step 3.

Step 3. Let us enlarge the route tr by the city k by inserting
this city after the city tr(m�1), then increment m by 1. If qk � V�
delete the city k from the set M, set free capacity V� � V� � qk and
continue by step 2, otherwise set qk �qk � V� and continue to 
step 1.

2.2 The insertion method

The following steps are done until the set M is not empty. 
Step 1. Let us denote the city k with the highest distance c1i

and put the route tr(1) � 1, tr(2) � k, tr(3) � 1, and m � 3. The
city k is deleted from the set M. If the set M is empty the method
ends.

Step 2. Find city k from the set M by following these condi-
tions:
� it minimizes number d � ctr(i),k � ck,tr(i�1) � ctr(i),tr(i�1) for all

i � 1, 2, …, m�1 and k � M,
� the route is enlarged by the city k by inserting this city between

the city tr(i) and tr(i�1), where i minimizes the value d. If 
qk � V, the city k is deleted from the set M and V� � V� � qk,
go to the step 2. Otherwise the city is not deleted from the set
M, and city has the demand qk �qk � V, the route is closed and
the method continues by the step 1 (starting the new route).

� enlarge the route tr by the city k by inserting this city between
the city tr(i) and tr(i�1), increase m by 1. If the set M is empty
the method ends, otherwise it follows the step 2.

2.3 The savings methods

The following steps are executed until the set M is empty:
Step 1. If the set M contains only the city k, the route tr(1) � 1,

tr(2) � k, tr(3) � 1 is formed, let m � 3. If qk � V then the k will
be deleted from the set M and the method ends. If not, k is not
deleted from M, qk �qk � V, repeat step 1.

Step 2. Let us find the pair of cities from M in the form (k,l),
that maximizes savings sij � c1i � cj1 � cij. If this pair (k,l) does
not exist, form (1,k,1), (1,l,1), stop.

V V qk= -
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Step 3. Put the route tr(1) � 1, tr(2) � k, tr(3) � i, tr(4) � 1,
m � 4. If qk � qk � V, then k and l will be deleted from M and
V� � V � (qk � ql), step 4.

Step 4. Find i from the set M that maximizes sik , or j from M
that maximizes sij . If sik � sij (or j does not exist), the city i is
inserted into the route before the city k and if qi � V� then the city
i is deleted from the set M. Let s be increased by one and k equal
i. If , the city i is not deleted from M and qi � qi � V�. The route
is closed.

Find j that maximizes sij when inserting j into the route after
the city i. If sik � sij (or i does not exist), the city j is inserted into
route after the city i and if qj � V�, city j is deleted from M. Let m
be increased by one. If qj � V�, the city i is not deleted from M
and pj � qj � V�. The route is closed.

If neither i nor j does exist, the route ends and method con-
tinues by the step 1.

2.4 ACO metaheuristics

Ant colony optimization (ACO) is a metaheuristics which has
been invented in quite recent time. The idea was first introduced by
Marco Dorigo 15 years ago. Since then it has been applied on
many known problems and significant progress has been made in
optimizing this metaheuristics by improving its attributes, finding
right parameters values and especially combining it with another
metaheuristics, e. g. local search (Dorigo & Schützle, 2004).

The main idea of this metaheuristics lies in simulating the
behavior of natural systems, in this case ant colonies. The ants
usually search for the food for survival by exploring their environ-
ment. The most important part of this process is pheromone depo-
sition, which every ant does when he moves outside the anthill. The
more ants move on one path, the more pheromones they deposit and
attract other ants to use the path. They also deposit pheromones
when moving from the food source to the anthill, so the richer the
food source is, the more ants are attracted to it. This is achieved
also by depositing more pheromone when returning from richer
food sources.

This idea has been transformed into ant colony optimization
by transforming the food-search problem into mathematical prob-
lems, mostly represented by graphs, and by defining artificial ants.
Artificial ants are quite similar to the real ants. The difference is
that they usually move on the edges of the graphs and construct
feasible solutions of a problem. They are also often enhanced by
memory and other features needed for the solution construction.
When constructing the solution they follow the pheromone and
heuristic information.

The main framework of the algorithm is as follows:
0. Initialization – computing the initial pheromone and heuris-

tic information.
1. Solution construction – m solutions are built by m ants.

2. Pheromone evaporation – pheromone laid on the paths evap-
orates every iteration with specified rate.

3. Pheromone deposition – ants with w best solutions deposit
pheromone on their paths.

Steps 1-3 are repeated until the stop condition is fulfilled. The
stop condition can be set as a fixed number of iterations or as the
solution improvement no longer occurs after a predefined number
of iterations.

Our paper reports about the attempt to apply the ACO meta-
heuristics on SDVRP, which has been never done before.

Solution construction is done by an artificial ant by sequential
selection of the nodes and collection of the goods in the graph
until its capacity is full. Thus, it creates the node strings represent-
ing the solution. To accomplish this, we need first to define the
heuristic information ηij:

for i, j � M; i 
 j (11)

This heuristic information is the same as the one used in the C-
W savings method introduced before. We also need the pheromone
information τij , which is initially set to a value corresponding
approximately to the value of pheromone, which will be laid by
the ants in one iteration (see further). In every node i, the ant
computes the probability of the next move for each node:

for j � M� (12)

where M� is a set of the nodes with unsatisfied demands in this
solution so far. Parameters α and β were set to 1 and 2 respectively,
as they had given the best experiments results. After the probabil-
ity computation the ant randomly chooses (with respect to the
given probabilities) the next node. This procedure is repeated
until all demands are satisfied.

After the solution is constructed, pheromone evaporation
takes place. Pheromone evaporation greatly helps with the speed
of solution convergence. It is described by the following formula:

τij � (1 � ρ).τij for i, j � M; i 
 j (13)

where ρ is the pheromone evaporation rate and has been set to
0.01 in the experiments (1% of the pheromone evaporates every
iteration).

The last step of an iteration is pheromone deposition. The ant
lays pheromone on every edge its solution consists of. The
amount of pheromone laid (added to each edge) is computed as

Δτ � 1/T (14)

where T is the total length of the constructed solution. This allows
the ants with better solutions to lay more pheromone than those
with worse solutions.
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2.4.1 Computational complexity analysis

Computational complexity of the algorithm implementing meta-
heuristic ant colony optimization method can be expressed from
the computational complexities of the partial steps.

When constructing the solution, each ant in certain node has
to make decision for the move to the next node. Considering n as
a number of nodes, this activity requires computing the probability
for each node by (12). This requires n steps and the whole activ-
ity is repeated as many times as many vertex walks there are in the
graph. The number of these walks depends on an instance’s values
and may vary from n to the sum of all demands of all customers
(that is the case when the vehicle’s capacity V is set to 1 which is
highly unlikely). In real data instances it is possible to presume that
there will be no need to make more than 2n walks, which means
that the number of split deliveries will not exceed double of the
number of nodes (that is when each node is split once in average).
With this presumption we can expect that the number of operations
will be a quadratic function with n as argument. That means that this
step will run with quadratic amortized computational complexity.
The asymptotic computational complexity, however, is pseudopoly-
nomial and depends on the value of all demands and vehicle’s
capacity.

Pheromone laying requires walking over the found solution
(or the path rings of the solution) and updating the pheromone
values of the edges included in the solution. Using the same pre-
sumptions as in the previous paragraph, we can except this oper-
ation to require number of steps from n to sum of all demands of
all customers. Therefore, we can assume this operation to have
a linear amortized computational complexity, but again, the asymp-
totic complexity is pseudopolynomial.

All in all, the single iteration of one ant takes O(n2) opera-
tions in average. Having m ants, we have the computational com-
plexity of single iteration of the whole colony O(m.n2).

Pheromone evaporations takes n2 steps but it is conducted
only once per a colony’s iteration, so it has negligible effect on the
overall complexity and so has the initialization phase of the algo-
rithm.

3. Numerical experiments

Let us have 20 cities from Slovakia and Czech Republic.
Bratislava (Slovakia) is a depot of all routes. The minimal distances
between the cities or between the cities and the depot are known
and the transportation is done in the public road network. The
modified heuristic methods were applied on 10 studies with dif-
ferent sets of cities. The demands of all customers are given by the
size of the cities and they are the same for each study. In the first
experiment the capacity of a vehicle is constant.

For the ACO metaheuristics the number of ants was set to
100, but only the half of them (those with the best solutions) in
each iteration were allowed to lay the pheromone. The number of
iteration was fixed to 1000. These settings were found as best in
the number of experiments.

After application of modified heuristic methods on different
studies of SDVRP we found out that we can achieve the best result
by the savings method, when considering only the heuristic methods.
The nearest neighborhood method is not suitable for SDVRP, see
the result table 1.

As for the ACO metaheuristics, we can see that even though
it uses the same heuristic information as the savings method does,
it generates better solutions in most of the input examples. In
addition, there is a lot of room for improving this implementation,
while it does not use any other optimization of the generated solu-
tions, which may include local search metaheuristics or improving
the strings by removing unnecessary splits at the end of some strings.
Hence, the ACO metaheuristics seems to be really a promising
method not only for the SDVRP to solve. It has a potential to
become very efficient method to solve NP-hard problems and has
good possibilities to be extended as a distributed algorithm for
parallel systems.

Table 1

In the second experiment the capacity of a vehicle is not con-
stant. We studied dependence of a total traveled distance on the
capacity of a vehicle. We applied the three modified heuristic
methods on more than 4000 SDVRPs with a different capacity of
a vehicle and we marked down their dependence between the
total traveled distance and the capacity of vehicle. The represen-
tative graph 1 represents application of a modified savings
method on the SDVRP. This analysis can be used operatively,
when the decision of the used vehicles capacity is to be taken.

Number
of cities

routes

Nearest
neighb.
method

(km)

Savings
method

(km)

Insertion
method

(km)

ACO
method

(km)

1 11 4 2555 1944 2245 1962

2 10 4 3063 2520 2457 2427

3 13 5 3804 3596 3471 3559

4 11 4 2688 2398 2419 2402

5 15 5 3463 3199 3150 3044

6 14 6 4521 3558 3865 3531

7 17 6 4123 3746 3911 3750

8 18 7 5163 4058 4476 4040

9 19 7 4692 4320 4538 4236

10 20 7 4667 4456 4725 4417
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1. Introduction

Austempered ductile iron (ADI) is new, perspective construc-
tion material with an excellent combination of strength, plasticity
and toughness. Special properties of ADI are given by unique
structure of matrix which is created by acicular ferrite and retained
austenite. Technical literature often describes this matrix as bainite
(although it does not contain carbides). The matrix is also referred
to as ausferrite microstructure (high carbon austenite + ferrite).
The structure of ADI is obtained by exactly controlled process of
heat treatment of nodular cast iron (Fig. 1) [1,2]. 

The isothermal heat treatment consists of the following stages:
– heating to the austenitization temperature (AB);
– holding time at the austenitization temperature (BC);
– quick cooling to the temperature of isothermal transformation

of austenite (CD) so that no other transformation of austenite

is carried out before reaching the temperature of isothermal
transformation; 

– holding time at this temperature (DE) until austenite is trans-
formed into bainite;

– cooling to the ambient temperature (EF) which is usually rea-
lized slowly in order to prevent formation of stress [3]. 

The final structure and properties of austempered ductile iron
are dependent on the following metallurgical factors:
– microstructure of initial nodular cast iron – nodular cast iron has

to have perfectly-nodular graphite with the nodularity higher
than 80 % and the count of graphitic nodules higher than 150
mm�2 and it usually has fine-grained pearlite-ferritic matrix.
The structure has to be without free carbide, segregation, poros-
ity and other casting defects; 

– basic chemical composition – the content of carbon and silicon
is dependent on the wallthickness of cast (the content of carbon
ranges from 3.3 % for the wallthickness of 100 mm up to 3.7 %
for the wallthickness of 5 to 25 mm, the content of silicon is
from 1.9 % for the wallthickness of 100 mm up to 2.4 % for the
wallthickness of 5 to 25 mm), the content of manganese should
be lower than 0.2 % because it causes the occurrence of marten-
site at grains boundaries;

– austenitization temperature and holding time at this temperature
– they shall insure homogeneous austenitic matrix. The austen-
itization temperature is chosen in the range from 820 to 950 °C
in dependence on the content of carbon. Higher temperature
causes higher hardness, lower temperature causes higher tensile
strength and good elongation. Holding time at the austenitiza-
tion temperature is usually from 1 to 3 hours and it depends on
an initial structure of nodular cast iron. High content of ferrite
in matrix before the heat treatment lengthens the holding time;
pearlitic matrix needs shorter holding time than ferritic;

ANALYSIS OF FACTORS INFLUENCING MICROSTRUCTURE AND
MECHANICAL PROPERTIES OF AUSTEMPERED DUCTILE IRON
ANALYSIS OF FACTORS INFLUENCING MICROSTRUCTURE AND
MECHANICAL PROPERTIES OF AUSTEMPERED DUCTILE IRON

Alan Vasko *

The paper deals with some factors influencing microstructure and mechanical properties of austempered ductile iron (ADI). Final struc-
ture and properties of ADI are obtained by exactly controlled process of heat treatment of nodular cast iron. The influence of conditions of
isothermal heat treatment on microstructure and mechanical properties of austempered ductile iron, especially different temperature of isother-
mal transformation of austenite and different holding time at this temperature, is shown in the paper.

* Alan Vasko
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Fig. 1 Process of isothermal heat treatment in the diagram 
of isothermal transformation of austenite
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– cooling rate to the temperature of isothermal transformation of
austenite – a cooling rate has to be quick enough to prevent the
occurrence of undesirable ferrite and pearlite;

– temperature of isothermal transformation of austenite and holding
time at this temperature – they both determine the final struc-
ture and properties of ADI in a decisive way. The temperature
of isothermal transformation is usually within 250 and 450 °C.
At higher temperatures (350 to 450 °C) it is possible to obtain
ADI with lower strength and hardness but higher elongation
and toughness and better fatigue characteristics. At lower tem-
peratures (250 to 350 °C) it is possible to get ADI with higher
strength, hardness and abrasion resistance but lower elongation
and toughness. The holding time at temperature of isothermal
transformation of austenite is within 0.5 and 4 hours when
austenite is transformed into upper or lower bainite;

– alloying elements – they have strong influence on quality and
properties of ADI. Some of them (for example copper, molyb-
denum or nickel) decrease a critical cooling rate by moving the
diagram of isothermal transformation of austenite to the right
[4,5].

2. Experimental material and methods

The influence of conditions of isothermal heat treatment on
microstructure and mechanical properties of austempered ductile
iron was searched on several sets of specimens which were differ-
ent in temperature of isothermal transformation of austenite and
holding time at this temperature.

Experimental material was cast in the electric induction furnace
ISTOL. The basic charge was formed by pig iron, steel scrap and
additives for the control of chemical composition. FeSiMg7 mod-
ifier was used for modification and FeSi75 inoculant was used for
inoculation.

Ferrite-pearlitic nodular cast iron was used as basic material
for isothermal heat treatment. Chemical composition of the basic
material is presented in Tab. 1.

The austenitization temperature was 920 °C and the holding
time at this temperature was 30 minutes. The isothermal transfor-
mation of austenite was realized in AS 140 salt bath at the tem-
peratures 420, 380, 320 a 250 °C and the holding time at this
temperature was from 30 to 300 minutes (by 30 min.) [6,7]. 

Chemical composition of basic material Table 1

The metallographic analysis of specimens of basic material
(after casting) and specimens after isothermal heat treatment was
made by the light metallographic microscope Neophot 32. The
microstructure was evaluated by STN EN ISO 945 (STN 42 0461)
and by image analysis (using Lucia software) [8, 9].

The tensile test was made by STN EN 10002-1 by means of
the testing equipment ZDM 30 with loading range F � 0 to 50 kN.
The Rockwell hardness test was made by STN EN ISO 6508-1 by
means of the testing equipment LECO LR-3E with a diamond
cone forced into specimens under the load F � 1 471 N (150 kp).
The measured values of Rockwell hardness were converted to
Brinell hardness by STN EN ISO 18265.

The fatigue tests were made by STN 42 0362 at high-fre-
quency sinusoidal cyclic push-pull loading (frequency f � 20 kHz,
load ratio R � �1, temperature T � 20 
 5 °C) using the ultra-
sonic testing equipment KAUP-ZU and the testing procedures.

The mechanical tests were realized on specimens made from
basic material (after casting) and material after isothermal heat
treatment. 

3. Experimental results

3.1 Metallographic analysis

From the microstructural point of view the basic material (after
casting) is ferrite-pearlitic nodular cast iron (Fig. 2) with 57%
content of ferrite in a matrix, the size of graphite within 15 and 60
μm and count of graphitic nodules 205 mm�2. Graphite occurs
only in a perfectly-nodular (80%) and imperfectly-nodular (20%)
shape.

After isothermal heat treatment ADI was obtained. The spec-
imens after isothermal heat treatment with the temperature of
isothermal transformation of austenite 420 and 380 °C have a matrix
created by upper bainite and retained austenite (Fig. 3). The spec-
imens after isothermal heat treatment with the temperature of
isothermal transformation of austenite 320 and 250 °C have
a matrix created by lower bainite and retained austenite (Fig. 4).
The content of retained austenite is slightly decreased with increas-
ing holding time in all sets of specimens. The shape, size and
count of graphitic nodules in the specimens after isothermal heat
treatment are not changed in comparison with the specimen of
basic material (after casting).

3.2 Mechanical properties

The changes in microstructure of specimens after isothermal
heat treatment caused a change in mechanical properties.

Tensile strength of the basic material (ferrite-pearlitic nodular
cast iron) is 711 MPa, hardness of the basic material is 250 HB.
The isothermal heat treatment induced considerable improvement
of tensile strength and hardness in comparison with the basic mate-
rial. The tensile strength and hardness of the specimens after isother-
mal heat treatment are increased with a decreasing temperature of
isothermal transformation of austenite (Tab. 2). The hardness is
decreased with an increasing holding time at the temperature of
isothermal transformation of austenite in all sets of specimens
(Fig. 5).

R E V I E W

Element C Si Mn S P Cu Ni

content (weight %) 2.78 4.69 0.49 0.017 0.050 0.92 1.10
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a) non-etched b) etched by 3 % Nital + pikric acid
Fig. 2 Microstructure of basic material (after casting) – ferrite-pearlitic nodular cast iron

a) etched by 3 % Nital b) etched by Klemm I
Fig. 3 Microstructure of specimens after isothermal heat treatment – 380°C/ 60’, ADI – matrix created by upper bainite and retained austenite

a) etched by 3 % Nital b) etched by Klemm I
Fig. 4 Microstructure of specimens after isothermal heat treatment – 320°C/ 60’, ADI – matrix created by lower bainite and retained austenite
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Fatigue strength of the basic material is about 390 MPa. The
isothermal heat treatment induced a decrease of fatigue properties
in comparison with the basic material. Fatigue endurance of 
the specimens after isothermal heat treatment is decreased with
a decreasing temperature of isothermal transformation of austen-
ite.

Mechanical properties of chosen specimens Table 2 

The increase of tensile strength and hardness with a decreasing
temperature of isothermal transformation of austenite is caused by
a change of matrix from upper bainite to lower bainite. The decrease
of fatigue strength with a decreasing temperature of isothermal
transformation of austenite is due to the same change of microstruc-
ture.

The measured values of tensile strength, hardness and fatigue
strength correspond to results of similar experiments abroad, for
example [10,11].

4. Conclusion

Final microstructure and mechanical properties of casts from
ADI are markedly dependent on the temperature of isothermal
transformation of austenite and holding time at this temperature.
Their influence on the microstructure and mechanical properties
of ADI can be summarized in following points: 
– the specimens with higher temperature of isothermal transfor-

mation of austenite have the matrix created by upper bainite and
retained austenite and the specimens with lower temperature of
isothermal transformation of austenite have the matrix created
by lower bainite and retained austenite;

– the content of retained austenite is decreased with increasing
holding time at the temperature of isothermal transformation;

– the shape, size and count of graphitic nodules are not changed
in dependence on the temperature of isothermal transforma-
tion of austenite and in dependence on the holding time at this
temperature;

– the tensile strength and hardness of the specimens are increased
with decreasing temperature of isothermal transformation of
austenite, but the elongation and toughness is decreased;

– the hardness of the specimens is decreased with increasing
holding time at the temperature of isothermal transformation;

– the fatigue strength is decreased with decreasing temperature of
isothermal transformation of austenite.

The choice of temperature of isothermal transformation of
austenite and holding time at this temperature depends on a required
combination of mechanical properties.
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Specimen Matrix
Rm

(MPa)
HB

σc

(MPa)

basic material ferrite + pearlite 711 250 390

420 °C/60’ upper bainite + retained
austenite

980 474 378

380 °C/60’ 1040 495 361

320 °C/60’ lower bainite + retained
austenite

1164 492 328

250 °C/60’ 1551 530 276

Fig. 5 Influence of temperature of isothermal transformation 
of austenite and holding time at this temperature on Brinell hardness
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1. Introduction

An older type of eddy current dynamometer [1] was applied in
laboratory for torque measurement. Originally, torque of the engine,
as a stator reaction, was measured using a balance mechanism.
A precise measurement of the torque of the internal combustion
engine (ICE) is very important in the author’s research especially
in case of the low engine load. Moreover, precise measurement of
the torque enables the measurement with a constant value of the
tested engine torque (Mt).

As the increase of the measurement accuracy had been required,
the balance mechanism was replaced by a commercial strain-gauge
load cell, see Fig. 1. A measuring amplifier [2] was used both as
a source for Wheatstone’s bridge excitation voltage and as an output
signal conditioning. Load cell output signal was converted by the
measuring amplifier to the unified voltage output signal (±10V).
This voltage output depends on the load (measured torque) and
can be evaluated either by the voltmeter or by the appropriate
inputs of the Data AcQuisition System (DAQ).

Note that all the measured data are acquired during the mea-
surement using a DAQ system that was developed and commonly
used in the author’s laboratory as a standard part of the experi-
mental equipment. More information on the test bed has been
presented in [1] and [3].

Moreover, to protect the applied load cell against the excessive
values of load, a protection (Force Stop) was designed [4] and
installed near the load cell, as illustrated in Fig. 1. The force stop
was designed in such a way that the activating of the force stop is

adjustable. More about the load cell protection will be described
bellow.

The next paragraph will describe the performed calibration
measurements of both of the load cells and their detected proper-
ties.

2. Performed Calibration Measurements

Within the framework of the author’s research a question of
enhanced accuracy torque (Mt) measurement was solved. It con-

R E V I E W
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Fig. 1 Scheme of the measurement of the stator reaction 
using the load cell.
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cerns the test bed with the S 781 NG engine (it is four-cylinder
internal combustion, spark-ignition engine made by manufacturer
Škoda with max. value of Mt � 90 Nm). To solve this task, the
load cell (further marked as load cell-1) with these parameters
was applied: (Max. loading (Rated load): 490 N; Gauge-factor:
1.8553 mV/V; Input impedance: 415 Ω; Material: anodized alu-
minum; 6-wire technique with two sensor lines), [5].

The properties of the applied load cell were detected by the
calibration measurements. The calibration of the load cell was
performed for both sides A and B (both torque direction), see Fig.
1. The measured patterns are presented in Fig. 2 and Fig. 3. Used
marking in Figures: Mtcalibration is calibration torque; Mt is mea-
sured torque using the load cell. 

There was also a requirement to increase the accuracy of higher
torque measurement of other engine. The engine should be
a mass-produced four-cylinder 1.9-liter light-duty diesel engine, tur-
bocharged with the air inter-cooler. Its nominal power was of 66 kW
at 4000 rpm and peak torque of 202 N.m at 1900 rpm. In order
to solve this task, the load cell (further marked as load cell-2) with
these parameters was applied: (Max. loading (Rated load): 1962
N; Gauge-factor: 2.0011 mV/V; Input impedance: 395 Ω; Mater-
ial: stainless steel; 6-wire technique with two sensor lines), [6].

The properties of this load cell-2 were detected by the cali-
bration as in case of the load cell1. The calibration was performed
for both sides A and B (both torque direction) as well. The measured
patterns are presented in Fig. 4 and Fig. 5. The marking used in
these Figures is the same as in Figs. 2 and 3.

2.1 Calibration of the Load Cell-1 on Side B

The calibration began on side B (tension). The load cell-1 was
under no loading a few hours before the calibration process. 

The calibration was performed from the zero loading up to
the maximal loading and back to the zero loading. This calibration
process was repeated three times consecutively, see Fig. 2. As it is

seen in Fig. 2, hysteresis occurred between both the increasing
and decreasing loading. Its maximal value was about 0.45 % of the
measured range during the calibration.

Moreover, certain temporary-plasticity occurred. The term
“temporary-plasticity” will be explained in the paragraph below.
This observed temporary-plasticity caused a certain offset in the
measuring amplifier voltage output especially at the zero loading
of the load cell, as it is seen in Fig. 2. Its maximal value was about
0.17 % of the measured range at the zero loading.

2.2 Calibration of the Load Cell-1 on Side A

After the calibration on side B, the calibration on side A
(compression) was performed. The measured patterns are presented
in Fig. 3. As in the previous case, all three calibration measure-
ments were performed consecutively. The hysteresis with its maximal
value of about 0.66 % was occurred.

However, the observed temporary-plasticity from the previous
calibration on side B at the zero loading was changed to the direc-
tion of load, see Fig. 3. As it can be seen from Fig. 3, the change
of temporary-plasticity direction was made just after the first cali-
bration measurement, which is very interesting. It means the
maximal value of the temporary-plasticity was doubled (about 2x
0.17 % of the measured range) at the end of the first calibration
measurement.

Observed temporary-plasticity was not changed significantly
during the second and third calibration measurement and the value
was about 0.17 % at the zero loading, see Fig. 3.

2.3 Calibration of the Load Cell-2 on the Side B

As mentioned before, for the higher value of the torque mea-
surement, the load-cell-2 was applied. The calibration began on
side B (tension). On the contrary to the calibration of the load

R E V I E W

Fig. 2 Measured patterns during the calibration 
of the applied load cell-1 on side B

Fig. 3 Measured patterns during the calibration 
of the applied load cell-1 on side A
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cell-1, the load cell-2 was under loading a few minutes before the
calibration process.

As previously, the calibration was performed from the zero
loading up to the maximal loading (tension) and back to the zero
loading. This calibration process was repeated three times con-
secutively, see Fig. 4. As it is seen in Fig. 4, hysteresis occurred
between both the increasing and decreasing loading. Its maximal
value was below 0.5 % (0.4 %) of the measured range during the
calibration.

Probably due to the fact that the load cell-2 was loaded before
the calibration in the direction of calibration loading, the tempo-
rary-plasticity did not occur, see Fig.4.

2.4 Calibration of the Load Cell-2 on Side A

After the calibration on side B, the calibration on side A
(compression) was performed. The measured patterns are presented
in Fig. 5. As in the previous case on side B, all three calibration
measurements were performed consecutively. The hysteresis with
its maximal value of about 0.44 % (below 0.5 % again) occurred
between both the increasing and decreasing loading.

Moreover, the temporary-plasticity at the zero loading occurred
as can be seen in Fig. 5. Observed temporary-plasticity at the zero
loading was changed to the direction of load. The change of tem-
porary-plasticity direction was made just after the first calibration
measurement, similarly to the load cell-1 in Fig. 3.

Based on the patterns in Fig. 3 (load cell-1) the temporary-
plasticity is at the end of the first calibration measurement two
times more. It means the value on the Y-axis (Delta Mtcalibration-
Mt) at the zero loading of the load cell-2 should be about “–0.5 Nm”
without any influence of the plasticity. Upon this presumption,
the maximal value of the temporary-plasticity should be about
0.086 % of the measured range. It is about two times less than in
case of the load cell-1.

In Figs. 3 and 5 it can be seen that the properties of both load
cells were quasi turned over by a change of the direction of the
load. After finishing the first calibration, the properties of the load
cells change only negligibly, which is interesting.

3. Temporary-plasticity elimination

As mentioned before, certain plasticity was observed after the
calibration of both load cells, see Figs. 2, 3 and 5. Nevertheless, it
was observed that the mentioned plasticity (on sides A and B) dis-
appeared by itself after a few hours of the zero loading of the load
cell under constant temperature conditions. Time record of the
partial elimination of plasticity (about 66 % after 4.5 h) is shown
in Fig. 6. Overall elimination of plasticity takes about 7 to 8 hours.

So-called Shape Memory Alloys (SMA) have similar properties
(return to the original shape after being deformed), [7], [8]. These
alloys allow a so-called pseudo-plasticity phenomenon. It means that
alloy can be deformed by mechanical stress under normal temper-
ature conditions. After finishing the mechanical stress, the defor-
mation of alloy is fixed. Nevertheless, the alloy returns to the original
shape (before the deformation) by heating the alloy on the appro-
priate temperature (about 400 – 500 °C).

However, the measured properties of the load cell, shown in
Fig. 6 (elimination of plasticity under almost constant temperature
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Fig. 4 Measured patterns during the calibration of the applied load cell-
2 on side B

Fig. 5 Measured patterns during the calibration 
of the applied load cell-2 on side A

Fig. 6. Time-record of the partial elimination of temporary-plasticity 
by itself after a few hours under zero loading.
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conditions after a few hours) seem not to be properties like pseudo-
plasticity.

Based on the above described fact and assumption that the
material of the load cell is not SMA, the author gives a name to
this phenomenon: Temporary-plasticity. Please note, the author is
no expert in metallurgy. 

4. Load Cell Protection

Protection of the applied load cell is possible using a purpose-
designed force stop, see Fig. 1. The design of the force stop makes
an adjustment of its activation possible. When the loading of the
tension-compression load cell is less than the preset value, the force
stop is not active. However, when the loading of the load cell is
larger than the preset value, the force stop is active. Once the force
stop is activating, the load is split into both the load cell and the
force stop. This splitting causes the change in measured patterns
of loading of an applied load cell, see Fig. 7. In this Figure, the
measured patterns of the load cell-1 are presented before and after
the force stop activating.

It is seen that after the force stop activating, the loading of the
load cell increases only slightly compared to the loading increas-
ing without the force stop. Note, the maximum safe static over-
load of this type of load cell is about 150 % of the rated load. The
force stop should be activated at latest on the rated load. 

The patterns of load cell-2 before and after the force stop acti-
vating are very similar.

5. Conclusion

Properties of the applied load cell (Max. loading (Rated load):
490 N; Gauge-factor: 1.8553 mV/V; Input impedance: 415 Ω;
Material: anodized aluminum; 6-wire technique with two sensor
lines) was observed during the calibration in both directions of
stress – tensile stress (side B) and compression stress (side A).
During the calibration, the hysteresis in voltage output signal was
observed (about 0.45 % of the measured range in direction of
tensile stress and about 0.66 % in direction of compression stress).
Moreover, certain temporary-plasticity of the load cell (about 0.17 %
of the measured range) occurred. This temporary-plasticity caused
the small offset in output voltage especially in the zero loading.

Moreover, the other load cell (Max. loading (Rated load):
1962 N; Gauge-factor: 2.0011 mV/V; Material: stainless steel; 6-
wire technique with two sensor lines) was calibrated for another
engine torque measurement in both directions of stress – tensile
stress (side B) and compression stress (side A).

Surprisingly, observed hysteresis in voltage output signal of
the load cell-2 was about 0.4 % of the measured range as well,
although the load cell-2 was made from different material as the
load cell-1. 

However, the observed temporary-plasticity of the load cell-2
was almost on the half value compared to the load cell-1. It must
be noted that the rated load of the load cell-2 is four-times larger
than the rated load of the load cell-1.

Based on the measured patterns in Figs. 3 and 5, the proper-
ties of both load cells are changed by a change of direction of the
load. Moreover, the properties of the load cells are almost con-
stant after the first loading (from the zero loading up to the
maximal loading and back to the zero loading) in case of a change
in the direction of the load. 

In the author’s opinion, these observed properties of the
applied load cells have no significant effect on the required accu-
racy of measurements compared to the measured ranges. 
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Fig. 7 Measured patterns of loading of the load cell-1 before 
and after force stop activating
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1. Introduction

Nowadays cities are affected by an increasing number of cars.
Car traffic leads to considerable problems related with congestion,
parking, accidents as well as environmental pollution. Thus a very
important issue is the change of the people’s mobility behaviours
towards more sustainable transport means: public transport, bikes,
walking trips or shared car usage – carpooling and carsharing
systems.

We can shape travellers’ attitudes and behaviours using the
mobility management concept. Mobility management is an approach
to the passenger transport, oriented on promotion of the sustain-
able mobility modes and on management of the demand for car
usage [1].

Change of mobility attitudes and behaviours is a very long
and not easy process. There is a necessity to take into considera-
tion specific needs and expectations of different users. That is why
the mobility management concept consists of a range of services
and instruments corresponding to individual clients’ needs that
can be flexibly adapted to various conditions and expectations of
target groups. The core of mobility management is made by “soft”
measures like:
� Information and consulting (providing travelers with information

about sustainable mobility modes, analyzing the present trans-
port situation, looking for solutions, evaluating alternatives and
recommendation of the best solution, e.g. comparison of travel
time and costs of different transport modes).

� Transport services and products (this category includes not only
the standard services and products as tickets, maps with city
transport network but also innovative services and products:
loyalty programs, public transport tickets which provide entrance
to cultural or sports events etc.).

� Products sale and reservation, e.g. sale of the public transport
tickets or rail ticket reservation in the area of the institution.

� Organization and coordination of services and solutions (e.g.
organization of the carpooling or carsharing systems in institu-
tions, coordination of mobility services for the handicaps).

� Educational and marketing activities (sustainable mobility train-
ings, seminars, happenings, marketing campaigns etc.).

“Soft” measures usually enhance the effectiveness of the “hard”
measures related with transport infrastructure development (e.g.
new tram lines or new bike paths construction). Activities within
mobility management “soft” measures do not require large finan-
cial investments – in comparison to the “hard” measures.

2. Mobility plan – fundamental instrument of mobility
management

The fundamental instrument of the mobility management
concept is a mobility plan (also: travel plan, trip reduction plan,
green commuter plan, mobility actions, and mobility programme).
The mobility plan integrates the above mentioned “soft’ measures
in one package of the activities. The mobility plan includes strate-
gies for promotion of the idea of sustainable mobility and also
consists of solutions and measures which realize the idea of sus-
tainable mobility (in this case “to realize the idea of sustainable
mobility” means: to create good conditions for trips made by sus-
tainable mobility means”) [2].

General aims of the mobility plans can be defined as:
� Change of travel behaviours of target groups towards pro – eco-

logical transport modes (public transport, bikes, walking trips,
new forms of private car usage – carpooling, carsharing systems).
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� Improvement in accessibility to the institutions or to the areas.
� Reduction of parking needs.
� Reduction of traffic congestion.

Mobility plans are implemented for these places which gen-
erate and attract large traffic flows as e.g.: distinguished city areas
(city centers, housing estates, industrial areas), big institutions and
companies (municipalities, schools, universities, hospitals, shopping
centers etc) [3]. This instrument of mobility management is appro-
priate to temporary events – trade fairs, concerts, sports matches
– the organization of these events has a significant influence on
the urban transport system and results often in paralysis of the
city. Mobility plan solutions help to reduce the negative effects of
temporary events organization.

Implementation of the mobility plans requires appropriate
methodology, coordinate educational and informational activities
as well as conscious participation of target groups (travellers,
employees, employers, students, clients etc.). Very important issues
are: monitoring of all activities, ability to drawn a conclusion from
realization of activities and evaluation of their results.

The stages of the mobility plan implementation are the fol-
lowing [4]:
1. Definition of the mobility plan aims.
2. Determination of target area and target groups.
3. Analysis of the present situation (surveys about mobility behav-

iours and preferences, inventories of solutions and connections
within PT, bikes, private transport and walking trips, analysis
of parking situation etc.).

4. Definition of necessary activities to implementation (concep-
tual designs, marketing and educational activities etc.).

5. Implementation of proposed activities and solutions.
6. Evaluation of implemented activities.

As it has been mentioned, the mobility plan is a powerful
instrument which can be used in the process of changing travellers’
mobility behaviours. Two examples of the implemented mobility
plans are presented below to prove it. 

3. An integrated mobility plan for the Cracow
University of Technology (2005 – 2008)

The first mobility plan in Poland was implemented by the
Cracow University of Technology (Chair of Transport Systems) in
the framework of the EU CIVITAS CARAVEL project [5]. It aimed
at the change of the University employees’ and students’ mobility
behaviours towards sustainable transport modes.

The University was affected by an increasing number of cars
in the city – more employees and students used private cars to get
to the University campuses which are located in different city
areas. Alternative modes of transport are considered as less up-
market and insecure or simply did not exist.

The first phase of the mobility plan realization was an analy-
sis of situation before the measure implementation (2005, 2006).

Mobility plan performers carried out surveys about employees’ and
students’ travel behaviours and preferences as well as inventories
concerning trip conditions to and from University campuses rea-
lized by public transport, bikechrbtys and cars. Results of the
analysis allowed to formulate main activities within realization of
the mobility plan.

In order to reach measure objectives, the following activities
have been implemented [6] [7]: 

3.1 Carpooling system at Cracow University 
of Technology

Carpooling is a more efficient way of private car usage – when
more people use one vehicle during travelling to work, learning or
leisure places, thereby economizing on fuel and reducing parking
needs. The carpooling system called “Let’s drive together” (“Jedzmy
razem”) has been implemented. This system is directed to employ-
ees and students and it helps them to contact each other and find
a driver or passenger. Exchange of information is done by a special
website “Let’s drive together”.

3.2 New information website www.info-
komunikacja.one.pl with data concerning 
sustainable mobility means

The new information website “Info.Komunikacja” was estab-
lished in order to provide information about public transport modes
(bus and tram connections, schedules, ticket prices etc.), bikes
(bike paths map, location of bike racks, bike rentals in Krakow
etc.) and carpooling system (information concerning carpooling
website, benefits from travelling in carpooling etc.). Employees
and students could also use the travel planner, which enable them
to precise plan of trips by public transport or car. After determi-
nation of a transport means, origin and destination places, the
user gets trip route printed in the map and the travel time.

3.3 Mobility Consultant post at the University

A mobility consultant is a person who gives employees and
students advice and information about travelling, and has influence
on mobility behaviours. A mobility consultant gives information
concerning bus, tram, rail and air transport connections and tariffs,
car usage costs, bike paths in a city, carpooling system, develop-
ment plans of city transport infrastructure etc.

3.4 New bike policy 

Before implementation of the mobility plan there was insuffi-
cient amount of bike racks in the area of University campuses. As
a result of the analysis of the biking situation 23 new bike racks
have been newly installed and the amount of bike parking places
has grown by 120. Also the information boards with bike racks
location were set up in the of University campus area.

R E V I E W
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3.5 New car parking policy

Within new car parking policy the cost of parking in the area
of the University was doubled in 2007 in order to encourage
parking users to use public transport and bikes and to reduce the
parking places shortage. According to the declarations in survey
2008.5% of employees and 9% of extramural students have changed
means of transport. 

3.6 Series of seminars and workshops

During various seminars the sustainable mobility means and
Caravel project were presented. An excellent idea was also a case
study in the form of discussion with students concerning ideas of
PT marketing actions. During workshops students also had to create
concepts of mobility plans, goods distribution, demand responsive
transport (a form of bus transport with flexible routing and sche-
duling, operating between pick-up and drop-off locations accord-
ing to passengers needs).

3.7 Marketing actions for promotion of sustainable 
transport modes 

In the mobility plan framework many marketing actions were
realized, e.tg. brochures, leaflets, papers, posters and happenings
- where the use of bikes, public transport and carpooling system
was promoted. Fig. 1. presents one of these happenings – bike hap-
pening. It was a very successful action. During this event “The
Book of University Bikers” was established as a base of people
who travel by bike to the University and in their free time. At the
same occasion, students could have their bikes inspected at free
bike maintenance points and could get prizes in competitions. To
avoid burglary the police marked the bicycles. It is worth men-
tioning that rector of the University also participated in the Cere-
monial Bike Rides.

In 2008, thanks to the mobility plan activities, the share of
one–person car trips to the University campuses decreased: – staff:

from 45% to 41% and extramural students: from 50% to 30%. It
can be explained as a change from car trips (as a driver) to car-
pooling trips. The share of carpooling trips increased - staff: from
1% to 5%, full-time students: from 0% do 7%, and extramural stu-
dents: from 1% to 17%. Due to the increase in carpooling trips the
need for parking at the University area was reduced. The number
of staff travelling to the University by bikes was doubled [4].

4. Integrated mobility actions for the San Martino 
Hospital in Genoa (2005–2008)

The measure called “Integrated mobility actions for the San
Martino Hospital in Genoa” is another successful mobility plan
implemented within the EU CIVITAS CARAVEL project.

San Martino Hospital in Genoa is one of the biggest in Italy.
More than 4.500 employees work in this hospital that covers more
than 30.000 m2 with an internal road network of about 20 km. It
is located along one of the main street connecting the eastern part
of the city and the centre, where the traffic flow in the morning
peak hour is about 4.000 vehicles. Every day the hospital generates
and attracts a large number of employees, patients, visitors and
medical students. Moreover, due to the big pressure of vehicles on
the area, the problem of lack of parking places is relevant [8]. 

An objective of the mobility plan for the hospital was to regu-
late all the public and private traffic generated/attracted by the
hospital and by the surrounding areas in a more efficient way.

In order to achieve the objective following activities were imple-
mented:
� Development of The Home Work Trip Plan (HWTP) for the

hospital staff with a particular focus on the testing of a carpool-
ing system.

� Establishment of the Infomobility Platform for employees and
visitors with data about traffic and mobility in the city. The Info-
mobility Platform allows users to obtain real time transport
information from www.mobilitypoint.it and to use the carpool-
ing system website. Two kiosks with the access to the internet
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Fig. 1 Bike happening, April, 2007 Fig. 2 One of the two kiosks with access to the Infomobility Platform
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and to the Infomobility Platform were installed in crucial loca-
tions inside the hospital.

� Increase of bus connections to the several departments inside
the hospital. 

� Extension of the public transport system (additional bus lines)
inside of the hospital area for people coming early in the morning
and late in the evening. 

� Use of electric vehicles for goods distribution inside the hospi-
tal area.

� Dissemination of the mobility plan and sustainable mobility
modes through: training, workshop, announcements on the notice
boards inside hospital buildings, in the intranet and special bus
(Infomobility Bus) parked outside the hospital days before the

workshop. An Infomobility Bus is a kind of mobility point
where one can find information about sustainable mobility
means as well as place where s/he can be given suggestions and
ideas concerning the city transport organization [9]. 

Implementation of the mobility plan for the San Martino hos-
pital allowed to obtain the following results (2008) [10]:
� The traffic flows in the street nearby the hospital decreased (in

the west direction, in morning peak hours by 31%).
� The share of car trips to the hospital decreased from 42% to

39%.
� The share of walking trips increased from 5.5% do 11.5%.

5. Conclusion

The change of travellers’ behaviours is a very difficult process
and its effects are usually not noticeable right after the implemen-
tation of appropriate instruments. But it is possible to meet trav-
eller’s mobility needs and to encourage them to travel in a more
sustainable way as it was presented above. Activities realized within
the mentioned mobility plans allowed to shape the mobility needs
and attitudes of the target groups. These two examples have shown
that very important issues are:
� Demonstration of more efficient and integrated modes of tra-

velling.
� Influence on users mobility via development of bike and public

transport infrastructure, improvement in services, information
and consulting.

� Promotion of the sustainable transport via marketing and edu-
cational actions.

R E V I E W

Fig. 3 Infomobility Bus [9]

References

[1] Definition and Categorisation of Mobility Management Measures. Materials of the MAX project: Successful Travel Awareness Cam-
paigns and Mobility Management Strategies, 2007, www.epomm.org/docs/MAX_Defn_catgsn_MM_measures_Final.doc

[2] www.epomm.org – European Platform on Mobility Management
[3] www.mobilitymanagement.be – Toolbox for Mobility Management Measures in Companies 
[4] NOSAL, K.: Integrated Mobility Management, In proc. of conference Innowacyjne rozwiazania transportowe – doswiadczenia

z realizacji projektu CIVITAS CARAVEL, Krakow, 2009
[5] www.civitas-initiative.org – CIVITAS – Cleaner and Better Transport in Cities
[6] NOSAL, K.: An Integrated Mobility Plan for the Cracow University of Technology, Proc. of conference Wspomaganie decyzji w pro-

jektowaniu i zarządzaniu transportem, SITK, Poznan, 2007
[7] NOSAL, K.: An Integrated Mobility Plan for the Cracow University of Technology, Proc. of: I International Interdisciplinary Techni-

cal Conference of Young Scientists, Poznan, 2008
[8] Caravel Inception Report, 11.8: Integrated mobility actions for the San Martino Hospital, Genoa 2005
[9] PIREDDU, P.: Mobility Marketing & Mobility Forum, the experience of Genoa, Proc. of conference CIVITAS CARAVEL Summer

University Burgos, Burgos, 2007
[10] Caravel evaluation report, 11.8: Integrated mobility actions for the San Martino Hospital, Genoa, 2008.



56 � C O M M U N I C A T I O N S    4 / 2 0 0 9

1. Introduction

In developed countries the change of business processes are
distinguished in the orientation to a customer. Enterprises base
their actions in the market not on “suspicions” or “experience”,
but on knowledge that is acquired by analysing customer’s data.
However knowledge-based activity of an enterprise is possible only
when having processed the data on their basis motivated decisions
to find, attract and keep customers are taken. This explains why at
present it has particularly become fashionable to speak about cus-
tomer relationship management (CRM) and CRM value chain.

CRM has a lot of definitions. CRM is everything what is
related to satisfaction of customer’s needs. Dick Lee states that
CRM is perceived as “chain reaction”, which is caused by new
strategic initiatives of communication with a customer when high
level of information technologies development and constant cus-
tomer’s need to get better quality of service are achieved [7].

Buttle understands customer relationship management as
simply a bridge between marketing and information technologies.
CRM decisions impact on marketing, operations, sales, customer
service, human resources and information technologies [1].

CRM represents a business strategy designed to reduce costs
and increase profitability by solidifying customer loyalty. CRM
brings together information from all data sources within an orga-
nization to give one, view of each customer in real time. There are
three key elements to a successful CRM initiative: people, process,
and technology [5].

An interesting view on the term CRM has been brought by
Payne. He understands customer relationship management as
a strategic approach concerned with creating improved shareholder

value through the development of appropriate relationships with
key customers and customer segments. In his opinion CRM unites
the potential of information technologies and relationship market-
ing strategies to deliver profitable, long-term relationships. CRM
provides enhanced opportunities to use data and information
both to understand customers and implement relationship market-
ing strategies better. This requires a cross-functional integration of
people, operations, processes and marketing capabilities that is
enabled through information technology and applications [8].

The rapid convergence of CRM and e-commerce has changed
the face of enterprise customer relationship management and
marketing. Today we can observe a boom of new services on the
Internet. They have become very popular in a short time and they
are used by millions of people all over the world [6].

2. The CRM Value Chain

The CRM value chain is a proven model which businesses can
follow when developing and implementing their CRM strategies
(Fig. 1). It has been five years in development and has been piloted
in a number of business-to-business and business-to-consumer set-
tings, with both large companies and small, medium enterprises:
IT, software, telecoms, financial services, retail, media, manufactur-
ing, and construction. The model is grounded on strong theoreti-
cal principles and the practical requirements of business [1].

The ultimate purpose of the CRM value chain process is to
ensure that the company builds long-term mutually-beneficial rela-
tionships with its strategically – significant customers. Not all cus-
tomers are strategically significant [1].
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The CRM value chain has the five steps (Tab. 1). There are
customer portfolio analysis (CPA), customer intimacy, network
development, value proposition development and managing the
relationship. At each stage of the value chain there are concepts,
tools and processes to help create and implement successful strat-
egy.

The CPA step analyses the customer base to identify customers
to target with different value propositions [1]. CPA involves using
customer and market data to decide which customers to serve.
The companies are looking for groups of customers. They want to
segment customer base. They want to determine which groups of
customers are most profitable. Which customers spend the most
on their goods and services? The result that the companies are
looking for is their target customer base. They rate and segment
their clients into groups that are most desirable to do business with
because they meet their criteria for what a desirable customer are
[2].

The second step involves the business in getting to know the
selected customers as segments or individuals and building a cus-
tomer data-base which is accessible to all those, whose decisions
or activities impact upon customer attitude and behaviour [1]. This
stage looks at the individual customer. Having found the segment(s)
that the companies want to pursue, they want to get to know the
people in that segment very well. They want to know them better
than their competition knows them [2]. Customer intimacy involves
getting to understand customers and their requirements.

Step three involves building a strong network of relationships
with employees, suppliers, partners and investors who understand
the requirements of the chosen customers [1]. 

Step four involves developing, with the network’s compliance,
propositions which create value jointly for the customer and com-
pany [2]. Network development and value proposition development
are focused on building or acquiring resources to create and deliver
value to customers [3].

The fifth and final stage is to manage the customer relation-
ship. Managing the customer relationship is about implementing
CRM by acquiring and retaining customers, and developing their
value.

These steps are iterative and reflexive. They are iterative in the
sense that the five-step process is repetitive and continuous. It is
not a one-time process that leads to a strategy that is serviceable
for ever. For example, in a dynamic environment in which com-
petitors keep improving their value proposition it is important to
review periodically which customers to serve, what to serve them
and how to deliver the value [3]. Data are used across all 5 stages
of the CRM Value Chain.

3. Situation in Slovak enterprises

From March 2007 to February 2009 I carried out the research
specialized in diagnostics of the level of Slovak companies in the
CRM area. For better understanding the value of the research, I
addressed medium and large businesses. 230 top managers of Slovak
medium (79 %) and large (21 %) businesses participated in the
research.

Search subject has been companies acting in all branches of
national industry on area of Žilina self-administrative region. Specif-
ically it is about companies, relegated as medium and large com-
panies on the base of employee count by Statistical Office of the
Slovak Republic. Target group of the research are companies. For
these companies it is essential to fulfill below written criteria of
assortment to be sorted as target group:
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Fig. 1 The CRM value chain [1]

Five stages of the CRM Value Chain [4] Table 1
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− Acting on area of Žilina self-administrative region,
− Employees count higher than 50.

On the base of these criteria it can be said, that target group
consists of medium and large companies, acting on area of Žilina
self-administrative region. Object of the research (final respondents)
are managers from middle or top management in these companies. 

Representative technique has been chosen as sample selection
method. To be specific, technique of base selection has been used.
This technique uses full-range searching.

Sample size represents 210 of respondents (medium and large
companies) by required 95 % interval of reliability and maximal
admissible fault 5 % [9]. Actual count – 230 respondents says that
sample of asked companies may be considered as representative.

Data gathering was running by two main ways – by personal
questioning and by electronic questionnaire. Telephone contact or e-
mail communication was made before personal questioning. Inter-
net environment was also used for the data gathering. Electronic
questionnaire was made through PHP and was placed on internet
site of the faculty: http://fria.fri.uniza.sk/~lendel/dotaznik.php. By
personal questioning it was gathered 121 questionnaires, which
represents 53 % of all questionnaires. Electronic questionnaire was
filled by 109 managers from medium and large companies.

The purpose of the research was to find and analyse the
current level of CRM area on the base of identifying main factors
that affect the level of using CRM information system and process
of implementation in the company. The current situation of CRM
application based on results of the research is presented in Figure
2.

Almost one fourth of respondents (Fig. 2) did not deal with
this problem. In the phase of study is 10 percent of respondents,
7 percent is in decision-making phase of CRM application impor-
tance for the company. 11 percent of respondents implements
CRM in the company's practice. Almost half respondents (49
percent) said that CRM is in full operation in the company.

70 percent of respondents said that conception is the most
important phase of CRM implementation process (Fig. 3). This

phase informs about necessity of exactly defined criteria and con-
ditions. 4 percent said that phase of selection, but on the other
hand 17 percent said that phase of implementation is the most
important. Main target of this phase is to successfully adapt the
software and organizational structure. The phase of implementa-
tion finishes with testing and system realisation. 9 percent said about
phase of realisation that it’s the most important. For successful
CRM information system implementation, it is necessary to have
skilled employees. Assurance of regular communication is the most
important in this phase.CRM implementation and CRM realiza-
tion phase contains processes, which are essential for proofing
and bringing the new CRM system to full operation in company.
CRM is implemented into current company structure, where the
software proofing is made and testing operation is running. After
that the software is presented to company managers and eventual
suggestions are being processed.

The top managers identified the key problem areas of CRM
implementation in the company. They selected the following prob-
lems:
− Change of customer demands.
− Loss of coordination (reason: very long process of implemen-

tation).
− Mismatched training.
− Permanent distrust of new technology.
− Mismatched definition of requisites before implementation.
− Insufficient consulting before installation.
− Insufficient details about processes and information flow.
− Low level of staff motivation.
− Insufficient trust between management and staff.

Top managers identified the following key problem areas of
CRM implementation in the company:
− Low level of staff motivation (47.8 %).
− Insufficient details about processes and information flow (31.3 %).
− Mismatched definition of requisites before implementation

(34.4 %).
− Permanent distrust of new technology (30.4 %).

As much as 54 % asked companies consider application of
CRM into company as continuous process. 12 % of respondents
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Fig. 2 Status of CRM in Slovakia
Source: Own research

Fig. 3 Most important phase of process of CRM 
implementation in company's opinion

Source: Own research
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quoted that CRM implementation lasted more than 12 months.
14 % of asked companies say that process lasted from 8 to 12
months, other 11 % claim that duration was from 4 to 8 months
and about 10 % of respondents said the whole implementation
process lasted less than 4 months.

Besides building the CRM in the company, 24 % of asked
companies used outsourcing services. 51 % of respondents imple-
mented CRM using own sources.

4. Key elements influencing the CRM building in company

Part of theoretical outputs of problem solution is also attempt
to feature knowledge in the form of hexagonal stellar model (Fig.
4), which contains key elements influencing the CRM building in
company. It consists of two triangles, each with elements repre-
senting main factors that influence CRM building in company:
− People.
− Processes.
− Technologies.
− Strategy.
− Organizational structure.
− Management.

Customer relationship management is in the sense of hexago-
nal stellar model understood as a compact system which includes
vision, strategy, values of company culture and policy, company
processes, their sources, goals and metrics with direct relation to
customer.

The first triangle contains the key elements that form the
main proportion (base) of the CRM. They are:

− People.
− Processes.
− Technologies.

Progress in the information technologies area provided the
companies with methods of collection, saving, analyzing and sharing
information about customers, which rapidly increased their ability
to react on each customer’s needs, to attract new and maintain
current customers. Other important and indispensable element in
the triangle are processes. All business processes in company should
be oriented on customer. The most important element within the tri-
angle are people. Success rate of building long-term and mutually
profitable relations with customers will depend on performance
and approach of people.

The second triangle contains elements that are important from
the view of securing CRM function in company and are essential
for building the CRM model. They create environment, in which
the CRM can be built, and also resources and ways to achieve it.
These elements are as follows:
− Strategy.
− Organizational structure.
− Management.

Support of top management and involvement of all employees
is essential for successful CRM building in company. Creating the
strategy is also important, same as in each key step in company
run. Strategy with solid rules, but able to modify on the base of spe-
cific company conditions. These facts and changes have to reflect
also in a new organizational structure of the company.

5. Conclusion

At present most organisations recognise evident benefit of
CRM and almost every enterprise either uses certain CRM tech-
nologies, supporting its business, or evaluates specific benefit of
the CRM technology and plans its future realisation. 

For CRM to be truly effective, an organization must convince
its staff that change is good and that CRM will benefit them. Then
it must analyze its business processes to decide which need to be
reengineered. Next is to decide what kind of customer information
is relevant and how it will be used. Responsible team or top man-
agement must choose the right CRM solution. This process, depend-
ing upon the size of the company and the breadth of data, can take
anywhere from a few weeks to a year or more.

Summarising viewpoints of various authors, it would be pos-
sible to highlight that in order to successfully implement CRM, it
is necessary to balance and integrate technologies, processes and
people. These elements are closely related to enterprise’s strategy,
processes of technologies, and processes of integration of over-
lapping functions as well as orientation to customers.

R E V I E W

Fig. 4 Hexagonal stellar model
Source: Own elaboration
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1. Introduction

There are many areas of traffic applications where the esti-
mation of traffic states is necessary. A variety of methods can be
applied depending on the environment, i.e. the objects in the scene
and many other factors. This paper concentrates on the estima-
tion of traffic states necessary for calibration of the microscopic
simulation models. Such models describe vehicle dynamics in detail
and can be used to evaluate future impacts of projected new road
constructions or changes in traffic control. Furthermore, the traffic
states of interest are position of the vehicle, its velocity and accel-
eration. Also in this subfield, there are many possibilities how to
obtain the mentioned traffic state values. The important character-
istic of the estimated traffic states is the acquired data precision.
There are not many known results on defining the methodology
which investigates all possible error sources during the process of
traffic state evaluation. The main goal of this paper is to contribute
to the methodology for the error estimation. The traffic applica-
tions that can profit from this work are the traffic simulation
systems which have to be calibrated and this calibration has to be
validated.

The second chapter describes the car following model. This
model is used by the majority of the traffic simulation systems.
The third chapter describes the common framework structure for
vision surveillance systems which is used to collect the data from
the scene. The error sources are identified and the proposal how
to calculate and validate them. The chapters four and five describe
the calculation of the position and velocity and the calibration of

the system, respectively. The final chapter is the conclusion and
the outline of the future work.

2. Car Following Models

Microscopic traffic flow models simulate the behavior of single
traffic participants. The dynamic variables of the model for the
simulated vehicles are the position and the velocity of the single
vehicle. There are many models used in traffic simulation which
basically belong to two major groups: car-following models and
cellular automation models. For this work the model of interest
was the car-following model.

Car following models are also known as time-continuous
models, since the transportation flow is modeled as a continuous
not a discrete process.

The car following process is depicted in Fig. 1, [1]. The vehi-
cles are considered inertial systems. All vehicles are modeled with
the same average characteristics: the average length LV , the average
speed v and the average distance L from the previous vehicle. The
parameter LS is the minimum safety distance between the vehicles.
All vehicles are modeled with the same average parameters.

The basic characteristics of the transportation flow are:
v – Speed [km/h],
K – Density [veh/km],
Q – Traffic volume (intensity) [veh/h]. 
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The density stands for an average number of vehicles on
a unit road length. It can be estimated as

(1)

The traffic volume is defined as an average number of vehicles
that pass a certain point on a road during a unit time interval. The
following equation gives the basic characteristics of a steady flow

Q � K * v (2)

The calibration of the microscopic systems is a challenging
task. The simulation system must be accurate in order to be applic-
able for solving the transportation problems.

After the calibration parameters are chosen, the simulation
model must be validated for its accuracy. The formal representa-
tion of how the model corresponds to reality is as follows:

PR[�reality – simulation_prediction� � δ] � α (3)

The symbol δ represents the difference between the simulation
model and reality, α is the probability that the acceptable differ-
ence δ is met. The metrics suitable for measuring the difference
between the reality and the predicted results obtained from the
simulation.

The inputs for the simulators are of various forms and origin.
Geometric inputs, like lane width, junctions etc, are available
through documented map sources. Others are obtained by cali-
brating the system, i.e. using the field data. The field data can be
classified in the following categories.
– Parameters that can be directly estimated from field data (vehicle

mix, arrival rates, turning percentages)
– Parameters not directly measurable (drivers aggressiveness)
– Tuning parameters that are not real but are required for the

model (free flow speed, lost time)

The traffic states can be determined by the statistical analysis
of traffic flow data observed from surveillance videos at two freeway
locations in the network. The vehicle characteristics and perfor-
mance data included vehicle length, maximum speed, maximum
acceleration and deceleration rates, etc.

K
L
1

=

3. Vision Surveillance Framework

This chapter explains the framework of such a system and
shows the layer where this work aims to search for the error sources.

Nearly every visual surveillance system starts with motion detec-
tion. Motion detection aims at segmenting regions corresponding to
moving objects from the rest of an image. Subsequent processes
such as tracking and behavior recognition are greatly dependent
on it. The process of motion detection usually involves environ-
ment modeling, motion segmentation, and object classification,
which intersect each other during processing.

After the motion detection, surveillance systems generally track
moving objects from one frame to another in an image sequence.
The tracking algorithms usually have considerable intersection with
motion detection during processing. Tracking over time typically
involves matching objects in consecutive frames using features
such as points, lines or blobs. Tracking methods are divided into
four major categories: region-based tracking, active-contour-based
tracking, feature based tracking, and model-based tracking.

Behavior understanding involves the analysis and recognition
of motion patterns, and the production of high-level description of
actions and interactions.

4. Position and Velocity Estimation

The described framework shows the sequence of steps used
for the traffic surveillance. For each step there is a possibility to
choose between different methods, depending on the application
of interest. Each chosen method in each framework step is an
error source. For estimating traffic states in this work, the follow-
ing steps depicted in Fig. 2 will be considered:
– Data from Camera
– Environment Modeling
– Motion Segmentation
– Object Tracking

Possible errors when collecting data from camera are related
to the camera calibration and projection geometry. Errors due to
environment modeling relate to the precise estimation of the

R E V I E W

Fig. 1 The Car Following Process

Fig. 2 Vision Surveillance Framework
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vehicle position. Possible errors during motion segmentation and
object tracking are related to the estimation of velocity and accel-
eration. The problems to solve are how to estimate the real dimen-
sions from a video picture, depending on the camera position and
the road position in the video image. It is possible to use the GPS
to measure the position of chosen landmarks. The accuracy of
GPS measurements of absolute positions is in the range of 0.01m
to 15m. The theoretical analysis is done to predict the precision
and errors which can be expected for each of the parameters.

The second error source is the quantization both in time and
in space. The traffic states are derived from the sequence of video
images. The position of the vehicle is evaluated in each video frame.
These values give information about the velocity and acceleration.
The video sequence is discrete in time, since it consists of indi-
vidual frames, and in space, since the image consists of individual
pixels. It will be evaluated what filtering can be used and the influ-
ence of the sampling frequency on the accuracy of results.

The frequency of frames is an important parameter for the
calculation of velocity and acceleration. The influence of the fre-
quency on the velocity and acceleration error will be evaluated. It is
obvious, that the higher velocities alse demand the higher frequency
of the video frames. It will be considered what minimum frame
frequency is necessary for evaluation of vehicle velocity and accel-
eration depending on the range of these traffic states. The theoreti-
cal analysis will be done to determine, depending on the measured
velocity, what frequency rates are sufficient so that the increase of
frame frequency above this value results in no significant decrease
in error. In case, that the vehicles overlap, there is a problem of
identifying the seperate vehicles. A vehicle either remains uniden-
tified, or it is not identified in certain frames. This problem can be
significantly reduced with the increase of the frame frequency,
since the vehicles, if not identified in all frames, would be identi-
fied in some of them and by carefully choosing the algorithms for
vehicle tracking.

5. Calibration of the Microscopic Systems

The statistical data obtained from the surveillance systems are
used as input of the model generator of a microscopic simulation
system. How to obtain the vehicle count, velocity and acceleration
was described in previous chapters. The velocity of an observed
vehicle is measured at the specific points in the scene to enable
modeling of the driver behavior.

The figure below shows one measurement of successive veloc-
ities at the junction to model the behavior of drivers when turning
to the right.

6. Conclusion

The further work will concentrate on the implementation steps.
The implementation of the image processing methods as a soft-
ware program should enable practical validation of the proposed
method improvements. The video data collected with cameras will
be processed. The calculated traffic states are going to be used as
the calibration parameters of the simulated model. The simulation
model at the University of Zilina will be used. The model shall be
calibrated with the gained traffic states describing the driver behav-
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Fig. 5 Velocity profiles of various driver behaviors

Fig. 4 Velocity estimation at various positions in the scene

Fig. 3 Position Estimation: Determining the vanishing point and using landmarks
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ior. The simulation will deliver the simulated traffic sequences
which can be used to verify the results. Based on these results, the

final evaluation of results and conclusion will be made. The sta-
tistical evaluation of the results will be also performed.
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1. Introduction

Extraction of graphical information from raster maps is a com-
plex problem. Vector data which represent the necessary infor-
mation on networks and need less space for their storage are used
in many tasks and are essential for GIS and CAD applications.
Drawn maps consist mainly of line objects whose length is much
larger than the thickness. These objects may represent road infra-
structure but the raster data provide only low level information. Vec-
torization process needs to be used to transform this data to vector
form. Conservation of connectivity and shape of the line objects are
two most important conditions for vectorization process.

2. Vectorization process

There are three main approaches which can be used in vector-
ization process: sparse-pixel vectorization (SPV), matching oppo-
site contours (MOC) and skeletonization.

SPV [1, 2] is fastest from the mentioned approaches because
it processes only small portion of pixels in image. The main dis-
advantage of SPV methods is that they not preserve connectivity
if the parameters are not set up correctly. MOC methods [2, 3]
don’t visit all pixels and work either directly on the contours or on
a polygonal approximation of it. However hard-to-master thresh-
olds and heuristics need to be used for complex drawings [2]. 

Skeletonization methods compute medial axis called skeleton.
There are many papers about different skeletonization techniques
[4, 5]. Some of these techniques can directly produce vectors. The
most common are thinning techniques [6, 7, 8] which remove outer
pixels layer by layer in iterative process until one pixel thick skele-
ton is produced. Thinning conserve connectivity and shape of the

objects and is used in the proposed vectorization process. On the
other hand thinning is sensitive to noise and sometimes produces
distortion in junction points.

The process of vectorization proposed in this paper consists
of 5 stages (Fig. 1) and it is focused on line objects. Because of
huge variety of possible representations of individual objects, there
is no specific vectorization process which can deal with all drawn
maps. When dealing with line objects this situation is easier. These
objects are represented in a very similar manner so if the right
methods are applied for each stage this process can be used for
a wide range of different maps.

2.1 Segmentation

Besides line objects, maps usually contain other objects like
text, symbols and regions. In this stage line objects are separated
from others. The result is a binary image where all line objects
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should be represented as black pixels and all other objects includ-
ing the background as white pixels. This reduces amount of data
and it also speeds up and simplifies future processing.

The separation of line objects is accomplished by threshold-
ing. A general condition for threshold can be defined as follows:

(1)

where g(x,y) is the value of pixel with coordinates x, y in a result-
ing binary image, f(x,y) is the original value of pixel and T is
a threshold value.

Several threshold values are usually used to correctly separate
objects in image. There are many local and global threshold tech-
niques which can be used. Although a correct automatic set up of
threshold parameters for all kinds of maps is not possible some
type of automation is achievable [9, 10, 11].

2.2 Pre-processing

In pre-processing, a binary image is processed to remove imper-
fections and to amplify desired features of line objects. A binary
image should be improved according to weaknesses of techniques
used in a processing step to prevent future errors. Imperfections
in a binary image are caused by a bad condition of paper maps,
process of scanning, usage of segmentation methods, complexity
of map and variety of possible representations. In Fig. 2 thinning
was used to create a skeleton from an inaccurate input. The acquired
skeleton differs from the desired skeleton because thinning is sen-
sitive to imperfections in the original image. 

Accurate pre-processing for thinning should fulfill these tasks: 
� remove isolated small objects
� reduce boundary noise (contour intrusions and protrusions)
� fill small holes in objects
� connect disconnected objects
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Binary morphology operators opening and closing provide
very good results for this kind of tasks. Operations opening and
closing can be combined to remove all the mentioned imperfec-
tions. Order of operations and number of repetitions are the most
important decisions which need to be made in order to obtain
accurate results [12].

2.3 Processing

In this step the binary image is prepared for raster-to-vector
conversion. Features like thickness of objects, information about
their contours and number of components can be extracted and
some level of feed back is possible by measuring the quality of
result [13] and analyzing extracted features.

Thinning which produces a skeleton is used in the proposed
vectorization process. The skeleton is ideal for line objects because
it is represented by a set of one pixel thick lines which are a natural
representation of line objects such as roads. Thinning should fulfill
these requirements:
� Skeleton should be one pixel thick
� Connectivity should be preserved
� Shape and position of the junction points should be preserved
� Skeleton should lie in the middle of a shape (medial axis)
� Skeleton should be immune to noise (especially to boundary

noise)
� Excessive erosion should be prevented (length of lines and curves

should be preserved)

As noted previously, thinning is sensitive to noise and to other
imperfections like holes in objects. These problems can be solved
by binary morphology operators recommended in the previous
chapter. Another often mentioned disadvantage is a low computa-
tional speed which can be improved by using the contour approach
to thinning proposed in [14].

2.4 Raster-to-vector conversion

Conversion to vector form for one pixel thick skeleton can be
performed in two main steps: nodes and edges recognition. Usually
the local approach is used. In this approach 3�3 neighborhood of
each pixel is inspected. In this case candidates for nodes can be
recognized by having a connectivity number (CN) � 2 (number
of black to white transitions in 3�3 neighborhood). Nodes are
selected from these candidates based on additional rules. A special
case of nodes are end points which can be recognized by having
CN � 1. In the next step edges are recognized. Edge pixels have
CN � 2 so they can be easily traced. This approach produces
excessive nodes and edges and need further processing to yield
accurate results.

Another possibility is to form clusters of candidates for nodes.
For each candidate the priority number based on the number of
8-neighbors (N8) candidates and the number of 4-neighbors (N4)
candidates is computed. For each cluster, the candidate with
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Fig. 2 Desired and acquired skeleton of input image
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largest priority is selected for a node. This approach is used in the
proposed vectorization process. The difference between the local
approach and cluster approach is shown in Fig.3.

2.5 Post-processing

After the raster-to-vector conversion is done vector data usually
contain a large number of vertices that can be reduced by some
kind of polygonal approximation [15, 16]. Also straight lines and
arcs can be recognized in this phase [17]. Vector data can be used
to perform additional processing including pruning, removing
incorrectly separated objects, improving quality of junction points
and recognizing attributes such as length, width and color of the
edges.

3. Conclusion

The general vectorization process for line objects in drawn
maps was discussed in this paper. For each of its steps a short dis-
cussion of the problem was given and suitable methods were rec-
ommended. The vectorization process is based on thinning which
conserves connectivity and shape of line objects. The operator is
required only at the beginning of the process to set up parameters.
Processing and raster-to-vector conversion are fully automatic and
do not require any settings.

The results of the proposed vectorization process are shown
in Figs. 4 and 5. The processing time for the map in Fig. 4 with
dimensions 985�1114 pixels was less than 2 seconds. For the
map with dimensions 600x396 pixels shown in Fig. 5, processing
time was less than 0.1 second.
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Fig. 3 Local approach (left) and cluster approach (right)

Fig. 4 Result of proposed vectorization process
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Fig. 5 Result of proposed vectorization process
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