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Preface

This volumecontains selected papers as the outcomeof the 20th InternationalConference
on Global Research and Education, or “Inter-Academia” held from September 27 to 29,
2023, organized by Shizuoka University in Hamamatsu, Japan. It is the 5th volume in the
series, following the editions from 2015 to 2022. The International Advisory Conference
Committee was run by the members of the International Society of Inter-Academia
community.

With the rapid advancement of research and educational technologies in recent years,
the scope of the Inter-Academia has become increasingly relevant. Interdisciplinary
research collaboration within the Inter-Academia Community has also become essential
for the development of new ideas and concepts to support the progress of science and
its social impact at international level.

In this milestone 20th edition of the Inter-Academia Conference, a rich diversity
of topics provides the seeds for advanced research, combining “Materials Science and
Manufacturing Technology”, “Nanotechnology and Nanometrology”, “Biotechnology
and Plasma Physics”, “Photonics and Optics”, “Electrical and Electronic Engineering”,
“Signal/Image Processing and Informatics”, “Robotics and Precision Engineering”, and
“Social Science and Education”. The boundaries between the above fields and more
can and should be crossed often by researchers through dynamic and complementary
communication, implicitly leading to a smooth and impactful circulation of research
findings across fields.

The editors are grateful to the authors for their excellent work. On behalf of the
organizing committee, we also would like to express our appreciation to the reviewers
for offering their time in reviewing the papers.

Yukinori Ono
Jun Kondoh
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Properties of Vacuum-Evaporated Metal Halide
Perovskite Absorbers on Planar

and Nanotextured Silicon Substrates

Gagik Ayvazyan1(B) , Harutyun Dashtoyan1, Ashot Khudaverdyan1,
and Lenrik Matevosyan2

1 National Polytechnic University of Armenia, 105, Teryan, 0009 Yerevan, Armenia
agagarm@gmail.com

2 Institute of Radiophysics and Electronics, 1, Alikhanian, 0203 Ashtarak, Armenia

Abstract. The optical and structural properties of metal halide perovskite
layers as absorbers for top solar cells in tandem applications were studied.
CH3NH3PbI3−xClx perovskite layers were deposited on planar Si and glass sub-
strates and nanotextured Si substrates by vacuum co-evaporation and sequential
evaporation methods. Methylammonium chloride (CH3NH3Cl) and lead iodide
(PbI2) were used as the raw precursors. Nanotexturing of the Si substrates was
carried out using reactive ion etching in black Si formation mode. The experi-
mental results show that sequentially evaporated (after annealing at 100 °C for
30 min) and co-evaporated layers had practically identical structural-phase qual-
ity and transmission spectra. The obtained perovskite layers were dense, without
pores or cracks, and were formed by spherical-like crystallites. In the case of
a nanotextured substrate, perovskite crystallites filled the interneedle spaces of
the black Si layer. It was found that the black Si interlayer leads to a significant
increase in the root mean square roughness of the perovskite layers and reduces
the reflection of tandem structures.

Keywords: Perovskite · Evaporation · Black Silicon · Tandem Solar Cell ·
Morphology · Reflectance

1 Introduction

At present, perovskite-based solar cells, which consist of transport hole and electron
layers and a perovskite layer as an absorber between them, have begun to be inten-
sively studied and used [1–3]. The characteristics of these solar cells have been greatly
improved in recent years. In 2009, when perovskite-based solar cells were first reported
by Japanese students, their power conversion efficiency (PCE) was 3.81% [4]. Currently,
this value has increased to 26.0% [5]. This success can largely be ascribed to the excel-
lent optoelectronic properties of organometal halide perovskites (CH3NH3PbX3, where
X could be either Cl, Br, I, or mixed halides) [1–3].

To date, the record PCE value of perovskite-based solar cells is close to themaximum
theoretically possible limit. The limitation is mainly because these solar cells absorb

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
Y. Ono and J. Kondoh (Eds.): Inter-Academia 2023, LNNS 939, pp. 3–10, 2024.
https://doi.org/10.1007/978-3-031-54450-7_1
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only certain wavelengths of the solar spectrum. One simple way to expand the spectral
response range and improve the performanceof perovskite-based solar cells is to combine
them with silicon (Si) solar cells. In such tandem solar cells, the top cell comprising a
high-bandgap perovskite generates a photocurrent from the short-wavelength part of the
solar spectrum [6–8]. Longer-wavelength light is transmitted to an underlying bottom
lower-bandgap Si solar cell. Currently, the record PCE value of tandem Si/perovskite
solar cells is 33,7% [5].

The PCE of tandem solar cells can be significantly increased by reducing the reflec-
tion of solar radiation from the perovskite surface and the interface between the top and
bottom solar cells. For this purpose, a micron-sized texture is formed on the surface of
a Si substrate using anisotropic chemical etching [7, 8]. Tockhorn et al., in their recent
studies, presented gentle sinusoidal nanotextures as promising candidates for monolithic
tandemsolar cells [9, 10]. It has been experimentally demonstrated that suchnanotextures
provide more effective antireflection behavior without compromising the optoelectronic
quality of the absorber. However, these studies use a complex nanoimprint lithography
process to form nanotextures.

In our recent papers [11, 12], we proposed using a black silicon (b-Si) interlayer as a
nanotexture for tandem solar cells, which is formed in a self-organized process (without a
mask and lithography). In all respects (cost, technology, and parameters), this material is
superior tomicron texture and has been successfully used in single-junction solar cells as
an antireflection surface [13–15].Currently, the b-Si layer has not yet beenused in tandem
Si/perovskite solar cells, although opticalmodeling shows that an intermediate b-Si layer
with an intermediate refractive index and high radiation absorption for wavelengths of
300–800 nm significantly improves the optical transmission of light into the sub-cells
[16].

This work is aimed at experimental research on the optical and structural properties
of organometal halide perovskite layers on planar and nanotextured (with a b-Si layer)
Si substrates for tandem solar cell applications. The main practical purpose is to obtain a
perovskite layer with maximum crystal grain and surface coverage on a nanostructured
Si substrate, as well as to improve the antireflective properties of tandem structures.

2 Experimental Details

The metal halide perovskite CH3NH3PbI3-xClx, which is a suitable candidate for the
absorber role of the top solar cell in tandem applications, was used [1, 2]. This perovskite
exhibits a high absorption coefficient with a sharp optical absorption edge and has a low
production cost, good stability, and relatively low toxicity. One important advantage of
CH3NH3PbI3-xClx absorbers for solar cell applications is that they can be prepared using
a variety of different techniques, particularly the evaporation method.

Experimental samples of tandem structures were manufactured on planar and nanos-
tructured (with a b-Si layer) Si substrates. To perform transmission measurements to
optimize the perovskite formation and annealing processes, we also used planar glass
substrates. The b-Si layers were produced by the reactive ion etching (RIE) process using
SF6/O2 plasma on the front surface of Si substrates. In this study, those values of the RIE
process parameters that were previously chosen as the best for single-junction Si solar
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cells were used [14]. The process pressure was 55 mTorr, and the gas flow rates were
75 cm3/min and 40 cm3/min for SF6 and O2, respectively. The etching time was kept
constant at 10 min. After plasma processing, the samples were washed with distilled
water and dried in air. The average period, height, and diameter of the b-Si needles were
150, 640, and 100 nm, respectively.

A 30 nm thick TiO2 film deposited by the low-temperature atomic layer deposition
(ALD) method was used as an electron transport layer between the substrate and the
perovskite layer. Titanium tetrachloride (TiCl4) andDIH2O precursor systemswith pure
N2 as the carrier gas were used, similar to those reported in Ref. [14]. The samples were
subsequently annealed at 300 °C in N2 for 15 min.

The deposition of perovskite layers was carried out using the vacuum evaporation
technique via two methods: sequentially (layer-by-layer) and jointly (co-evaporated).
Methylammonium chloride (CH3NH3Cl, MACI) and lead iodide (PbI2) were used as
the raw precursors. To improve the stability of the layers, 2.3% cesium iodide (CsI) was
added to the PbI2 precursor. The temperatures of the crucibles of these precursors were
maintained at 200 and 350 °C. At a precursor composition of 4:1 (MACl:PbI2) and a
process pressure of 1.3 × 10–5 mbar, the evaporation rate of MACl was maintained at a
level of 1.2 Å/s, while that of PbI2 was kept at 0.4 Å/s. The duration of the evaporation
process was varied to obtain layers of different thicknesses. After sequential evaporation,
the obtained layers were annealed at 100 °C for 10, 20, and 30 min. The thicknesses
of the perovskite layers were 210, 330, 500, and 720 nm. Figure 1 shows schematic
illustrations of the experimental samples.

Fig. 1. Schematic illustrations of the experimental samples on planar glass (a), planar Si (b), and
nanostructured Si (c) substrates.

A JEOL JSM-6700F Scanning Electron Microscope (SEM) and Solver Pro Atomic
Force Microscope (AFM) were used for microstructural and surface investigations of
the experimental samples. The open-source software Gwyddion was used to calculate
the surface root mean square (RMS) roughness. The optical properties were measured
by a UV-3101 PC spectrometer with an integrating sphere. The crystal structure of the
perovskite layers was assessed by powder X-ray diffraction (XRD) using an Empyrean
diffractometer equipped with a CuKα source with a wavelength of 1.54178 Å.

3 Results and Discussion

Figure 2 shows the transmission spectra of the initial (curve 1) and after annealing (curves
2–4) sequentially evaporated, as well as co-evaporated (curve 5) perovskite layers on
planar glass substrates. Photographic images of the same layers are also presented.
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The research showed that after annealing, the optical transmission spectrum of
successively evaporated initial layers changes significantly, especially in the short-
wavelength region of the spectrum. After long-term annealing (30 min), the transmit-
tance spectra of sequentially evaporated and co-evaporated layers almost coincide. They
acquire a dark brown color, typical of CH3NH3PbI3-xClx perovskite layers. We also
note that, as further studies showed, sequentially evaporated (after long-term annealing)
and co-evaporated layers had practically the same structural, optical, and other proper-
ties. Therefore, the study results are presented below only for co-evaporated perovskite
layers.

Fig. 2. Transmission spectra of the sequentially and co-evaporated perovskite layers on planar
glass substrates.

The in-plane XRD patterns of the perovskite layers on the planar and nanotextured Si
substrates are illustrated in Fig. 3. The perovskite layers on both substrates yield similar
XRD patterns. Consequently, the structural and phase quality of these perovskite layers
is the same. The perovskite layers have strong diffraction peaks at 14.2, 28.5, and 31.9°.
These peaks are assigned to the (110), (220), and (310) crystal planes, respectively. The
absence of clear peaks in the XRD spectra belonging to MACI and PbI2 indicates that
the perovskite is structurally well formed. The XRD patterns indicate the presence of
a tetragonal crystal structure for the obtained layers, which is in good agreement with
previous reports [1, 17, 18].

Figure 4 shows typical SEM images and grain size distribution of the perovskite
layers on planar and nanotextured Si substrates. The obtained perovskite layers, regard-
less of the original substrate, are dense, without pores or cracks, and are formed by
spherical-like crystallites. There are 2–3 grains located across the entire thickness of the
perovskite layer from bottom to top. The characteristic grain size of perovskite on planar
substrates was 87 nm. In the case of the nanotextured substrates, the average grain size
was slightly larger (98 nm). It should be noted that the average grain size was also cal-
culated from the corresponding XRD patterns using Scherrer’s equation, but the results
obtained were 10–15 nm smaller than the SEM results. A close-packed structure with
large grains favors charge transfer, as more photogenerated charges without significant
recombination at grain boundaries can successfully reach the electrodes. In the case
of a nanotextured substrate, perovskite crystallites filled the interneedle spaces of b-Si.
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The b-Si nanoscaffold, due to its high wettability [19], promotes the vertical growth of
perovskite. Moreover, the b-Si texture with a certain degree of smoothing transferred to
the upper surface of the perovskite. It should be noted that during the post-annealing of
the sequentially evaporated perovskite layers, the structural properties of the initial b-Si
layers remain almost unchanged due to the relatively low temperature of such treatment
[20].

Fig. 3. Typical in-plane XRD patterns of the perovskite layers on the planar and nanotextured Si
substrates.

Fig. 4. Typical top view (a, c) and cross-sectional (b, d) SEM images and grain size distribution
(e, f) of the perovskite layers on planar (a, b, e) and nanotextured (c, d, f) Si substrates.

The RMS roughness of the experimental samples supports the SEM observations
(see Fig. 5). These results indicate that the obtained perovskite layers on planar sub-
strates were very smooth. As expected, the presence of a b-Si layer leads to a significant
increase in the RMS roughness of the perovskite layers. However, as the thickness of per-
ovskite layers on nanotextured substrates increases, their top surface becomes noticeably
smoother. In the case of planar substrates, the opposite structural evolution variations
are observed, i.e., thicker layers have greater RMS roughness. This is because the thick
perovskite layers tend to have larger grains, resulting in a rougher surface.
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Fig. 5. RMS roughness of perovskite layers with various thicknesses on nanotextured and planar
Si substrates.

Figure 6 illustrates the total optical reflection spectra of the surfaces of the obtained
samples.

Fig. 6. Reflection spectra of the surfaces of the obtained samples.

The b-Si interlayer significantly reduces the reflection of tandem structures. The
observed reflection suppression of samples on nanotextured substrates is associated with
two mechanisms [16]. First, the rough surfaces of the perovskite and between the sub-
cells will obliquely couple light into the semiconductor material and, as such, increase
the optical path. Second, the b-Si layer is an “optically matching” medium, the refractive
index of which is between perovskite and Si. It is well known that a gradual change in
the refractive index in multilayer structures leads to a decrease in reflection.

4 Conclusion

In this work, metal halide perovskite absorber layers for tandem solar cell applications
were deposited by vacuum thermal sequential evaporation and co-evaporation methods
on planar and Si substrates with a b-Si layer. The structural and optical properties of
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the layers were characterized by SEM, X-ray diffraction, and reflection spectra mea-
surements. The experimental results show that the b-Si interlayer in tandem structures
does not prevent the formation of a perovskite layer with a high-quality structure and
phase composition. In addition, optical reflection losses are significantly reduced. This
antireflective behavior is explained by the high roughness of the sub-cell surfaces and
the gradual change in the refractive index between perovskite and Si.

Acknowledgments. This work was supported by the Higher Education and Science Committee
of the Republic of Armenia under project 21AG-2B011.
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Abstract. Spin relaxation times of electrons spatially separated from holes were
evaluated by polarization and time resolved pump and probe reflection measure-
ments. A coupled quantum well (CQW) with a structure in which two quantum
wells with a width of 10 nm and 15 nm are separated by 11 nm barrier layers were
used to separate electrons and holes spatially. We found that the spin relaxation
time was longer in CQW compared to that of isolated well. This was attributed
to the fact that the CQW had a thin (11 nm) barrier layer between the 10 nm and
15 nm wells in width, so that electrons excited in the 10 nm well tunnel into the
15 nm well, but holes do not tunnel because of their large effective mass. In other
words, the electron-hole exchange interaction is weakened because the electrons
and holes can be spatially separated. Suppression of the electron spin relaxation
by separating electrons from holes spatially is clearly demonstrated. These results
are important to control the electron spin state in semiconductor nano structure.

Keywords: spin relaxation · coupled quantum well · electron-hole exchange
interaction

1 Introduction

Spin, one of the internal degrees of freedom of quanta such as electrons and holes, has
a two-level system with up and down states and their superposition states. Therefore,
spin is expected to be applied to quantum bit for quantum information technology [1, 2].
Electron and hole spin relaxation in a semiconductor nano structure, such as quantum
wells and quantum dots has been reported by means of time resolved photolumines-
cence (PL) and non-linear reflectivity measurements. A lot of studies for electron spin
have been performed [3–7], and they are mainly related to the electron spin relaxation
phenomena, for example band mixing of conduction and valence band [the Eliott-Yafet,
(EY) process] [8], electron spin splitting in non-centrosymmetric media [the Dyakonov-
Perel’, (DP) process] [9], and electron-hole exchange interaction [the Bir-Aronov-Pikus,
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(BAP) process] [10]. Contrast to the electron, the hole spin relaxation time is difficult to
measure and evaluate because it is shorter than electron because of strong band mixing
effect in valence band due to complex band structure [11–13]. Short relaxation time of
hole spin may affect to the electron spin through the electron-hole exchange interaction
[10].

In this study, we focus on the electron-hole exchange interaction, which is one of the
causes of spin relaxation. Expecting to suppress this electron-hole exchange interaction,
we evaluated the spin relaxation time in a coupled quantumwell (CQW) structure sample,
in which electrons and holes can be spatially separated. The electron spin relaxation time
was observed to be longer in CQW compared to that of isolated wells which indicate
that the electron-hole exchange interaction is weakened in CQW by spatial separation
of electrons and holes.

2 Experimental Methods

In the measurements, we used a coupled quantum well (CQW) sample in which two
well layers (GaAs) with widths of 10 nm and 15 nm are separated by a barrier layer
(Al0.1Ga0.9As) with a width of 11 nm and a single quantum well (SQW) sample in
which two well layers (GaAs) with the same width as the CQW are separated by a
barrier layer with a width of 50 nm. Schematic images of the structures are shown in the
inset of Fig. 1. The CQW and SQW samples were illuminated by a Ti-doped sapphire
laser with an excitation power density of 40 W/cm2 at 4.7 K. The duration was 2 ps
and the repetition rate was 80 MHz. PL spectra of CQW (a) and SQW (b) with an
excitation photon energy of 1.5895 eV are shown in Fig. 1. Figure 2 shows temperature
and emitted photon energy dependence of the PL intensity. The peak photon energy of
the PL decreases with increasing temperature under Varshni’s law [14]. The peak around
1.530 and 1.543 eV correspond to the heavy-hole (HH) emission from 15 and 10 nm
wells, respectively. Each peak shifted 2.57 meV to lower energy by changing the sample
temperature from 5 to 50 K.

The PL intensity from the 15 nm well for CQW and SQW were monitored in pho-
toluminescence excitation (PLE) measurements to identify the HH resonance level of
each well. The PLE spectra are shown in Fig. 3. Detected photon energies were 1.5284
and 1.5291 eV for CQW and SQW, respectively and polarization was anti-parallel com-
ponent to excitation light (σ−). Using peak levels obtained from Fig. 3 as a reference,
we performed the polarization- and time-resolved measurements by pump and probe
(PP) method. The laser pulse was divided into pump and probe pulses by beam splitter.
Polarization of the pump pulse was converted to circularly polarization by quarter wave
plate to generate spin polarization in the quantum wells. Linearly polarized probe pulse
was focused to the area where the pump pulse was illuminated with a delay time relative
to the pump pulse. Polarization of the probe pulse reflected form sample was examined
as a function of delay time between pump and probe pulses. The electron- or hole-spin
state can be detected from polarization of the probe pulse. We evaluated the polarization
of σ+ and σ− obtained by PP measurements for the CQW and SQW samples, where
σ+ and σ− are parallel and anti-parallel component to pump pulse, respectively.
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Fig. 1. PL spectra of (a) CQW and (b) SQW with an excitation photon energy of 1.5895 eV at
4.7 K. Excitation power density is 40 W/cm2. Each sample structure images are shown in the
inset.

1.525 1.530 1.535 1.540 1.545 1.550 1.555 1.560
5

10
15
20
25
30
35
40
45
50

Photon energy (eV)

Te
m

pe
ra

tu
re

 (K
)

0.000
327.5
655.0
982.5
1310
1638
1965
2293
2620

Intensity (a.u.)

(a)
10 nm15 nm

CQW
810 805 800 795

Wavelength (nm)

1.525 1.530 1.535 1.540 1.545 1.550 1.555 1.560
5

10
15
20
25
30
35
40
45
50

Photon energy (eV)

Te
m

pe
ra

tu
re

 (K
)

0.000
827.5
1655
2483
3310
4138
4965
5793
6620

Intensity (a.u.)

(b)
15 nm 10 nm

SQW
810 805 800 795

Wavelength (nm)

Fig. 2. Temperature and emitted photon energy dependence of the PL intensity of (a) CQW and
(b) SQW with an excitation photon energy of 1.5895 eV. Excitation power density is 40 W/cm2.
Rectangular area in (a) is ten times magnified in intensity.



14 K. Shimada et al.

1.530 1.535 1.540 1.545 1.550 1.555
0

500

1000

1500

2000

2500

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Excitation energy (eV)

 CQW
 SQW15nm HH

15nm LH 10nm HH

10nm LH

810 808 806 804 802 800 798
Excitation wavelength (nm)

Fig. 3. PLE spectra of CQW (solid curve) and SQW (dashed curve). Detected photon energies
were 1.5284 and 1.5291 eV for CQW and SQW, respectively and polarization was anti-parallel
component to excitation light (σ−). Arrows indicate HH resonance revel of 10 nm well for each
sample.

3 Results and Discussion

The energies of the HH resonance levels for each sample were obtained from Fig. 3. The
four peaks represent, from left to right, the 15 nm HH level, the 15 nm light-hole (LH)
level, the 10 nm HH level, and the 10 nm LH level, respectively. Two peaks originate
from 10 nm well are observed in CQW but not in SQW. This indicate that illumination
at a resonance energy of 10 nm also emits photon in the 15 nm well. This also suggests
that electrons tunneled from the 10 nm well to the 15 nm well in the CQW. In SQW the
electrons couldn’t tunnel because of thick barrier layer.
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Figure 4 shows time traces of degree of polarization (DOP) in the CQW and SQW
obtained by PP measurements at the HH resonance levels of the 10 nm well as shown
arrows in Fig. 3. DOP was obtained by |σ+ − σ−|/|σ+ + σ−|. They were both fitted
with a duble exponential function (DOP(t) = A1exp(−2t/τshort) + A2exp(−2t/τlong))
as solid curves in Fig. 4. Two relaxation components are observed in time traces of DOP.
They are generally considered to be hole spin relaxation for the short component and
electron spin relaxation for the long component because the hole spin relaxation time is
short due to complex structure in valence bands [11–13].

Spin relaxation mechanisms, EY [8] and DP process [9] show different temperature
dependence for spin relaxation time. Spin up- and down- states are mixed by band
mixing in the high energy region. So, the spin relaxation time decrease with increase the
temperature because of thermal energy distribution change of electrons and holes. The
band mixing is strong in valence band because of small energy difference between each
state. This is the main reason for shorter spin relaxation time of hole than electron [11–
13]. The strength of themixing of electron is smaller than that of hole because conduction
band is isolated from other band such as HH, LH band in energy domain. The electron
spin relaxation mechanism caused by the band mixing between conduction and valence
band is investigated as EY process [8]. In addition to the EY process, the electron spin in
quantum well is affected by DP process. DP process is that the spin direction is changed
by effective magnetic field caused by non-centrosymmetric crystal structure [4]. The
electron spin flip by the effective magnetic field is reduced with increasing temperature
because of motional narrowing [9]. This effect leads to the increasing of electron spin
relaxation time.

To identify the origin of two decay components in Fig. 4 we examined temperature
dependence of the relaxation time. Pump photon energy was determined from temper-
ature dependence of the PL peak shown in Fig. 2. Band gap energy shifted 2.57 meV
to lower energy by changing the sample temperature from 5 to 50 K. The polarization-
and time-resolved measurements were performed considering this energy shift. Decay
signals with two components like that in Fig. 4 were observed for each temperature
and double exponential decay function fitting were performed for each signal. Figure 5
shows temperature dependence of long and short relaxation time for CQW and SQW.
The short components of the relaxation time shown in Fig. 5(b) and (d) were decreased
with increasing the temperature for 10 and 15 nm well in CQW and SQW. This behaver
can be well described by strong band mixing effect in valence band. So, the origin of
the short components is considered to be hole spin. On the other hand, the long com-
ponents were constant or slightly increased with increasing the temperature. This trend
can be described by the characteristics of the temperature dependence of the electron
spin relaxation time which is both affected by EY and DP process [15, 16]. The effect
of increasing the spin relaxation time with increasing the temperature by DP process
is comparable or slightly stronger than that of decreasing spin relaxation time by EP
process in this sample and this temperature region. The long and short components in
Fig. 4 is corresponding to electron and hole spin relaxation, respectively.



16 K. Shimada et al.

Comparing the two relaxation components in CQW and SQW shown in Fig. 4, we
can see that the relaxation time for the short component (holes) is almost same, but that
for the long component (electrons) is longer in CQW than in SQW. The PL intensity
of 10 nm well of CQW was smaller than that of 15 nm as shown in Fig. 1 and 2. This
indicate that carriers created in 10 nmwell transfer to the 15 nmwell by tunneling effect.
The electrons easily tunneled from the 10 nm well to the 15 nm well in the CQW, but
the holes were difficult to tunnel to 15 nm well because of large effective mass. These
electrons in 15 nm well are considered to be less susceptible to exchange interaction
[10] with holes in 10 nm well. Suppression of the electron spin relaxation by separating
electrons from holes spatially is observed in coupled quantum wells.
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Fig. 4. Delay time variation of degree of polarization for 10 nm well in CQW (solid square) and
SQW (solid circle) are shown on logarithmic axis. Curves indicate results of double exponential
function (DOP(t) = A1exp(−2t/τshort) + A2exp(−2t/τlong)) fitting for each sample.
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Fig. 5. Temperature dependence of spin relaxation time of CQW (solid symbol) and SQW (open
symbol). Long and short component of 10 nm well HH resonance excitation are shown in (a) and
(b), respectively. Those of 15 nm well are shown in (c) and (d). Arrows are guide for eyes.
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4 Conclusion

The long and short component in spin relaxation signal correspond to the electron and
hole spin relaxation, respectively. PL and PLE measurements suggest that the coupled
quantum well structure allowed spatial separation of the electron-hole distance, as elec-
trons were thought to tunnel from the 10 nm well of the CQW to the 15 nm well.
Separation of electrons and holes tended to increase the spin relaxation time of elec-
trons. The electrons tunneled from the 10 nm well to the 15 nm well are less susceptible
to exchange interactions with holes. The electron spin relaxation time can be controlled
by spatially separating electrons and holes.
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Abstract. Nuclear fusion is one of the promising options for the global energy
supply. In a fusion reactor, tritium (T) is produced by the Li(n, α)T reaction.
Lithium ceramics, e.g., Li2TiO3, Li4SiO4, are regarded as candidate materials for
tritium breeding. In this study, the tritium release behavior of Li2TiO3-Li4SiO4
biphasic ceramic was investigated. Especially, the content of Li4SiO4 was con-
trolled at 12.5% and 25%. The Li2TiO3-xLi4SiO4 (x = 0.125, 0.25) ceramic
powders were prepared by the solution combustion synthesis. The neutron irra-
diation was conducted using Kyoto University Research Reactor (KUR) with a
neutron flux of 5.5 × 1012 n cm−2 s−1. The tritium thermal desorption spec-
troscopy (Tritium-TDS) device at Shizuoka University was upgraded to recover
tritium under various conditions. It was found that the tritium desorption rate
at higher temperatures was increased with increasing Li4SiO4 content and the
amount of tritium was also increased. The tritium recovery process was signifi-
cantly improved using the purge gas with water vapor. The tritium-TDS spectra
were shifted to the lower temperature side with a higher desorption rate. Besides,
the tritiated water (HTO) and tritium gas (HT) were separated successfully. The
desorption rate of HTO was increased and the HT desorption was shifted to the
high temperature for the ceramic irradiated under higher neutron fluence.

Keywords: Tritium · Nuclear fusion · Lithium ceramic · Neutron irradiation

1 Introduction

Tritium (T) and deuterium (D) are the fuels for the D-T fusion reactors. The deuterium
can be extracted from the sea water. Tritium is formed at upper atmosphere by cosmic
radiation from space and exists in our environment, but the amounts of tritium on earth
are rare. Therefore, tritium has to be produced artificially. In the fusion reactors, the
14.1 meV neutron, which is produced by the fusion reaction, would be slowed down and
reacts with lithium (Li) in the blanket to produce tritium based on the 6Li(n, α)T nuclear
reaction. Lithium ceramics are regarded as the candidate materials for tritium breeding.
In recent years, ternary lithium ceramics have been intensively studied owing to their
higher chemical inertness compared with Li2O. Among them, Li2TiO3 draws attention
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due to its stability. On the other hand, Li4SiO4 also gains acceptance due to the relatively
higher lithium density. From the viewpoint of nuclear reaction, higher lithium density
would result in higher tritium amounts. Hence, the Li2TiO3-Li4SiO4 mixture, biphasic
system, and core-shell structure were proposed [1–4]. However, most of the available
reports are focused on material design, ceramic preparation, and mechanical properties.
The information on tritium release behavior is scarce because of the difficulties in neutron
irradiation and tritium experiments. The reasons are as follows. On one hand, tritium (T
or 3H) is a radioactive isotope of hydrogen, which emits β-ray with an average energy
of 5.7 keV during its decay. Hence, tritium should be handled in the radiation-controlled
area. On the other hand, the neutron source is needed to generate tritium in the lithium
ceramics. It is urgent to obtain tritium data to evaluate the tritium release property of the
Li2TiO3-Li4SiO4 ceramics.

In our previous research, the Kyoto University Research Reactor (KUR) was used
for neutron irradiation [5]. The tritium release behavior of single-phase ceramics and
Li2TiO3-Li4SiO4 biphasic ceramics with different phase ratios was investigated. It was
confirmed that the tritium release amount of Li4SiO4 was higher than that of Li2TiO3,
but the major desorption peaks were located at higher temperatures. For the case of
Li2TiO3-Li4SiO4 with a phase ratio of 1: 2, the tritium desorption rate at the higher
temperature was decreased. With the further reduction of the phase ratio to 2: 1, most of
the tritium can be desorbed as a major desorption peak at the low temperature side. This
study focused on the discussion of tritium release behavior for Li2TiO3-xLi4SiO4 (x =
0.125, 0.25) biphasic ceramics with low Li4SiO4 contents. The separation of tritiated
water and tritium gas was attempted. A new purge line was equipped into the tritium
thermal desorption spectroscopy (Tritium-TDS) system to introduce water vapor. The
effect of water vapor on the tritium release behavior was also investigated.

2 Experimental

2.1 Preparation of Ceramic

Li2TiO3-xLi4SiO4 (x = 0.125, 0.25) biphasic ceramic powders were prepared using
the solution combustion synthesis (SCS) system at Wuhan University of Technology.
The SCS is a wet-chemical route for the quick synthesis of oxide ceramics with high
purity. The aqueous solutions of lithium nitrate, silicate nitrate, and titanium nitrate were
prepared in advance and were mixed with the citric acid that acted as the fuel for the
combustion reaction. Thereafter, the mixture solution was heated by the microwave with
a output power of 1100 W, which led to the combustion reaction. Based on the reaction,
the white ceramic powders were obtained. To control the Li4SiO4 content, the dosage
ratios of Ti and Si were set at 8: 1 and 4: 1 respectively, to achieve the x = 0.125,
0.25 in Li2TiO3-xLi4SiO4. The flowchart of the SCS process is shown in Fig. 1. The
preparation of silicate nitrate, titanium nitrate and detailed dosages can be found in the
previous reports [6, 7].
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2.2 Neutron Irradiation

The as-prepared samples were sealed into capsules under an argon atmosphere. The
capsules were introduced into the core of KUR reactor. The KUR reactor is a light-
water moderated tank-type reactor operated at the maximum rated thermal power of
5 MW. The temperature of the cooling water was about 328 K. In the experiment, the
KUR was operated at 1 MWwith a thermal neutron flux of 5.5× 1012 n cm−2 s−1. The
irradiation time was changed to achieve different neutron fluence, which was listed in
Table 1.

Table 1. Neutron irradiation parameters.

Neutron flux (n cm−2 s−1) Irradiation time (h) Fluence (n cm−2)

5.5 × 1012 2 4.0 × 1016

5.5 × 1012 4 8.0 × 1016

Fig. 1. The preparation flowchart of the Li2TiO3-Li4SiO4 biphasic ceramics by the solution
combustion synthesis.

2.3 Tritium Release Experiment

Tritium was generated in the ceramics after neutron irradiation. These samples were
transported to the radiation-controlled area at Shizuoka University. Tritium thermal
desorption spectroscopy (Tritium-TDS) was used for the tritium release experiments.
Figure 2 shows the schematic and photo of the tritium-TDS device in the radiation-
controlled area. The neutron-irradiated sample was placed in the reactor quartz tube and
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was heated with a ramping rate of 30 K min−1 to 1113 K. Argon (Ar) was used as the
purge and CH4 was used as the counting gas. The systemwas equipped with two propor-
tional counters for the monitoring of tritium release. The first water bubbler downstream
trapped the HTO, and the HT was oxidized by CuO, which was trapped subsequently
by the third bubbler. The tritium concentration in the water bubblers was measured by a
liquid scintillation counter (LSC) to calculate the tritium release amount. The detailed
information can be found in our previous report [8]. In the present work, a new water
bubbler line was set upstream which can introduce water vapor in the Ar purge gas for
the complete recovery of tritium released from the sample. Humid and dry purge gas can
be switched. Besides, humid Ar+H2 was purged after the sample was heated at 1113 K
for 25 min for the recovery of the tritium absorbed on the surface of the quartz tube. In
the experiment, some CuO was reduced into Cu by tritium and hydrogen. Therefore, O2
gas was purged through CuO tubing to oxide Cu after the tritium release experiment.

Fig. 2. The schematic and photo of tritium-TDS device.

3 Results

Figure 3 shows the tritium-TDS spectra of the Li2TiO3-xLi4SiO4 (x = 0.125, 0.25)
biphasic ceramic in the case of different irradiation conditions. It can be seen that tritium
started to desorb at a low temperature of 400 K for the Li2TiO3-0.25Li4SiO4 sample
which has a higher Li4SiO4, indicating that some tritium was weakly adsorbed on the
ceramic surface. In most cases, the tritium desorption rate increased significantly when
the samples were heated above 500 K and the major desorption peaks were formed at
around 610 K. It can be noticed that there was a shoulder peak at the high-temperature
side. By comparing the TDS for Li2TiO3-0.125Li4SiO4 irradiated with different neutron
fluence, it can be found that the intensity of the shoulder peak at 800Kwas increasedwith
the irradiation time, which means that this peak is associated to the desorption of tritium
trapped by the irradiation defects. On the other hand, there was no clear change for the
peak at 610 K. Besides, an additional peak only existed for the Li2TiO3-0.25Li4SiO4
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sample, indicating that this peak can be ascribed to the desorption of tritium fromLi4SiO4
phase. It was also found in our previous study [5] that there were two major desorption
peaks for Li4SiO4 in the temperature range of 550–700 K.

Table 2 shows the tritium release amount of different samples measured by the
liquid scintillation counters. It can be found that the tritium release amount of Li2TiO3-
0.25Li4SiO4 was higher than that ofLi2TiO3-0.125Li4SiO4 because of the higher lithium
atom density in Li4SiO4. Also, the tritium release amount was linearly dependent on the
irradiation time which showed that irradiation dose was not saturated. Besides, for the
samples with the irradiation time of 2 h, the tritium retention in Li2TiO3-0.25Li4SiO4
was lower which can be ascribed to the tritium release during the neutron irradiation.
Some tritium weakly trapped on the surface would be desorbed because of the heat
generated by the (n, α) reaction.

Fig. 3. Tritium-TDS spectra of the Li2TiO3-xLi4SiO4 (x = 0.125, 0.25) biphasic ceramic in the
case of different irradiation conditions.

Table 2. Tritium release amounts measured by LSC.

Sample Irradiation and purge condition Amount (MBq g−1)

Li2TiO3-0.25Li4SiO4 1 MW 4 h, pure Ar 6.2

Li2TiO3-0.25Li4SiO4 1 MW 2 h, pure Ar 2.7

Li2TiO3-0.125Li4SiO4 1 MW 4 h, pure Ar 6.0

Li2TiO3-0.125Li4SiO4 1 MW 2 h, pure Ar 3.5
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Figure 4 shows the effects of water vapor on the tritium-TDS spectra. The tritium
recovery behavior for Li2TiO3-0.125Li4SiO4 is used as a typical example for the dis-
cussion. By passing through the water bubbler upstream, Ar became humid. The H2O in
the humid Ar gas can enhance the tritium desorption process, especially tritiated water,
known as HTO, owing to the hydrogen isotope exchange. From the experimental result,
it can be seen that the tritium desorption rate was increased significantly for the case of
Ar+H2O. The desorption was also shifted toward the lower temperature side. Besides,
it can be also seen that the intensity of the desorption peak at 800 K, was not increased.
Apart from the hydrogen isotope exchange effect, the H2O would dissociate at higher
temperatures and the hydrogen atom would diffuse into the bulk region and occupy the
irradiation defects [9]. However, from the current experimental results, it was known that
there was no clear change in the peak intensity corresponding to the strongly trapped tri-
tium at irradiation defects, indicating that the diffusion of hydrogen into the bulk region
was limited. Further, it can be seen that the tritium was almost recovered completely
within 1000 K for the case of Ar+H2O, while the reduction of the desorption rate at the
higher temperature side was slow in the case of Ar. This phenomenon shows that some
tritium was constantly trapped and de-trapping from the inner surface of the quartz tube.
In the case of Ar+H2O, the trapping sites in the quartz tube were occupied by hydrogen
which facilitated the tritium recovery.

Fig. 4. Tritium-TDS spectra of the Li2TiO3-0.125Li4SiO4 biphasic ceramic using the dry Ar and
humid Ar as the purge gas.

Figure 5 shows the separation result of the tritiated water and tritium gas, known
as HTO and HT, respectively. Compared with HTO, HT was mainly desorbed at higher
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temperature side. Besides, different from the intense increase in the desorption rate
of HTO, the HT desorption rate increased slowly and then dropped significantly at
900 K. There were twomajor desorption peaks in the HT-TDS spectrum. One small peak
emerged at 630 K, which was slightly higher than the main desorption peak of HTO.
Another large desorption peak was located at 820 K, which was near the temperature
for the shoulder peak in HTO spectra. Tritium migrates as atoms or ions in the ceramic
bulk, therefore tritium releases asHTO associatedwith the surface reactionswith oxygen
atoms. After the HTO desorption reached the maximum rate, the amount of trapping
sites associated with the oxygen atoms was reduced, which facilitated the tritium release
as HT gas. The HT desorption peak at higher temperatures can be also attributed to the
tritium trapped in the bulk region because most of tritium in the surface region had been
desorbed as HTO at lower temperatures.

Fig. 5. Tritiated water (HTO) and tritium gas (HT) TDS spectra of the Li2TiO3-0.125Li4SiO4
biphasic ceramic.

To evaluate the effect of neutron fluence on the tritium release behavior, the tritium-
TDS experiments were performed for the samples irradiated under different neutron
fluences, which were noted as 1MW 2h and 1MW 4h. Figure 6 shows the tritium spectra
of the Li2TiO3-0.125Li4SiO4 irradiated with different neutron fluence. Clear neutron
fluence dependence can be found in theTDS spectra. The neutron fluence in the condition
of 1MW 4h was twice higher than that of 1MW 2h. It can be seen that the intensity of
the major desorption peak in HTO spectrum was twice higher. On the other hand, for the
peak at 800 K, the desorption rate was also higher in the case of higher fluence. These
results confirmed that higher neutron fluence not only increased the tritium generation
amounts in the ceramic but also increased the density of trapping sites in the ceramic
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bulk. Besides, it can be seen that there was no clear peak shift for the peak position,
indicating the binding energy for the tritium trapped at irradiation defects was not so
high that most of tritium can be released at a temperature higher than 610 K. For the case
of HT desorption, it can be seen that HT-TDS spectrum also shows a clear dependence
on the irradiation condition. The desorption rates for both peaks were increased at higher
neutron fluence. Most interestingly, it was found that the desorption peaks were shifted
toward higher temperature side with increasing the neutron fluence, which was different
from that of HTO results. This phenomenon can be explained as the amount of tritium
trapped in the bulk region was increased in the case of higher neutron fluence with the
stabilization of the irradiation defects related to oxygen atoms, e.g., O−-center. With the
further increase of temperature, these defects were quickly recovered which led to the
tritium release as HT gas.

Fig. 6. Tritiated water (HTO) and tritium gas (HT) TDS spectra of Li2TiO3-0.125Li4SiO4
biphasic ceramic irradiated with different neutron fluence.

4 Summary

The tritium release experimental data of the Li2TiO3-Li4SiO4 biphasic ceramic with low
Li4SiO4 content were obtained. There were two major desorption temperature regions
for both samples. The desorption peak at around 610 K can be ascribed to the tritium
diffusion process, and the peak at high temperature can be associated with the tritium
de-trapping from irradiation defects. It was found that the Li4SiO4 content affects the
distribution of tritium desorption peaks. There was another peak aside from the major
desorption peaks in the case of higher Li4SiO4 content. The water vapor in Ar purge gas
enhanced the tritium desorption in the near-surface region of the ceramic, while it had
little effect on thede-trappingprocess. Theneutronfluence affected the tritiumdesorption
rate due to the change in the tritium generation amount, but it showed little effect on
the desorption temperature of tritiated water. The desorption rate and temperature of HT
gas are dependent on the neutron fluence. With increasing the neutron fluence, the HT
desorption was shifted toward higher temperature side. In future work, the investigation
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on the tritium release kinetics and annihilationbehavior of irradiationdefects is scheduled
to have an overall understanding of the tritium migration process in biphasic ceramics.
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Abstract. New photosensitizers based on tetracarboxy- and octacarboxy- ZnPc
derivatives conjugated to natural polymers for photodynamic therapy (PDT)
are proposed. The tetracarboxy- and octacarboxy- ZnPc powders prepared by
the direct condensation and hydrolysis were conjugated to chitosan (Ch). The
ZnPc(COOH)4 andZnPc(COOH)8 powderswere solubilized inDMSO:H2Omix-
ture solvent, ratio 1:1 and then self-assembled with degraded chitosan solution.
The resulting ZnPc(COOH)4/Ch and ZnPc(COOH)8/Ch solutions were used for
the investigation of the some photophysics properties. The UV-Vis spectra of both
solutions showQbroadbands red shifted in comparisonwith unsubstituted ofZnPc
inDMSOsolution.At the excitation of theZnPc(COOH)4/Chwith 643…702 nma
single band structure centered at 710 nmwas revealed. For the (ZnPc(COOH)8/Ch,
at the excitation with 363 nm and 707 nm the band centered only at 480 nm was
observed. Thefluorescence decay of (ZnPc(COOH)8/Ch shows2.04 ns and9.54 ns
lifetimes of excited states, while for ZnPc(COOH)4/Ch indicates 2.77 ns.

Keywords: tetracarboxy · octacarboxy · ZnPc · chitosan · photophysics
properties

1 Introduction

The combination of valuable photophysical characteristics and high (thermo) chemical
stability allows us to obtain various optoelectronic devices based on phthalocyanines
such as: charge memory and the active layer of CD/DVD disks [1], gas sensors [2–4],
light-emitting devices [5], optical limiters and photorefractive materials [6, 7]. A num-
ber of phthalocyanine derivatives are used catalysts for the purification of hydrocarbons
from sulfur compounds and in the neutralization of toxic wastes [8, 9], and as sensitizers
in preparations for photodynamic therapy (PDT) of oncological diseases [10–12]. Metal
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Phthalocyanines (MPcs) and their derivatives have been considered excellent photosen-
sitizers (PSs) (second generation) for PDT in numerous types of tumors. This type of
molecule strongly absorbs in the red and near infrared regions of the visible spectrum,
which corresponds to the tissue optical window. In addition, Pcs present high photo and
chemical stability. Zinc phthalocyanine (ZnPc) is an attractive material to use in phar-
maceutical medicine due to the photoactivity that exhibits under irradiation in the near
infrared (NIR) region. The potential application of ZnPc lies in the inherent properties
such as fluorescence, for optical imaging, and singlet oxygen generation, for their use
in a broad variety of technologies such as PDT. ZnPc is insoluble in water. Chemical
substitution at the periphery or axial positions of the macrocycle allows fine-tuning their
solubility, aggregation, and optoelectronic properties. Themain anionic functional group
comprises carboxylate functionalities, directly attached to the macrocycle or linked
through various spacers. Solubility of Pcs substituted by hydrophilic groups depends on
the number of such groups in a macroheterocycle molecule. The hydrophilicity provided
by these groups is strongly pH-dependent. Recently, the phthalocyanine-polymer com-
posites have been attracted much attention, either main-chain or side-chain type offer a
unique combination of good properties of polymers and phthalocyanines [13]. Therefore,
improving the effectiveness and tolerability of the applied PS is a constant need. In the
current study, we designed ZnPc(COOH)4 -chitosan, ZnPc(COOH)8-chitosan systems
for the first time and subsequently studied its photophysical properties in DMSO/H2O
solvent. In addition, the fluorescence quantumyield and lifetime of systems are presented
for the comparison.

2 Materials and Methods

1, 2, 4-Benzene tricarboxylic anhydride (trimellitic anhydride) and pyromellitic dianhy-
dride or (1, 2, 4, 5-tetracyanobenzene) and other chemicals were purchased fromAldrich
and used as received for the synthesis. Mechanical and magnetic stirring methods are
used for reaction processes. Tetracarboxy- and octacarboxy- zinc phthalocyanine were
prepared according to the well reported procedure with slight modification.

FTIR spectra of the compounds were recorded in KBr pellets on Bruker ALPHA
Platinum-ATR spectrometer in the wavelength range of 4000–400 cm−1. Electronic
spectra of the complexes are recorded in DMSO/H2O solution by using UV-Vis Perkin
Elmer LS 55 spectrophotometer, quartz cells, 1 cm thick.

3 Synthesis of ZnPc(COOH)4 and ZnPc(COOH)8

The carboxylic groups in ZnPc molecules make the compound well soluble in water
[14]. The zinc tetracarboxy-phthalocyanine (ZnPc(COOH)4) was prepared by the direct
condensation of trimellitic acid anhydride, urea and zinc chloride as the nucleationmetal.
Nitrobenzene was used as solvent. Aminimum amount of DBUwas used as the catalyst.
The mass of Zn phthalocyanine containing COOH groups is 0.62 g (79%) (Fig. 1).

The zinc octacarboxy- phthalocyanine (ZnPc(COOH)8) is synthesized by conden-
sation of pyromellitic dianhydride or 1,2,4,5-tetracyanobenzene in presence of urea, the
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Fig. 1. Synthesis of ZnPc(COOH)4.

Fig. 2. Synthesis of ZnPc(COOH)8.

corresponding metal salt, and DBU or aluminum molybdate, respectively. The resulting
tetraimide phthalocyanine is subsequently hydrolyzed in acid or basic media (Fig. 2).

FTIR spectra of the ZnPc derivatives measured in the region 400 cm−1 to 4000 cm−1

are presented in the Fig. 3. The presence of peaks at 1615 – 1686 cm−1 and 1516 cm−1

are assigned to aromatic – C=N– and –C=C– in plane skeletal vibrations of the phthalo-
cyanine core respectively. The FTIR spectrum of tetracarboxy-ZnPc synthesized from
trimellitic acid anhydride exhibited a band at 1623 cm−1, which corresponds to a char-
acteristic C=O vibration. In addition, FTIR vibrations, ν, cm−1: 3397, 1702, 1578, 1524,
1420, 1343, 1282, 1250, 1049, 928, 861, 832, 766, 740, 672 were observed. The FTIR
spectrum of octacarboxy-ZnPc gave a characteristic imide group pattern in the region
from 1600 – 1800 cm−1. Also, are present C-H vibrations at 3300 cm−1, 2900 cm−1,
C–O vibrations at 1750 cm−1 and 1720 cm−1, and C–C vibration at 1480 cm−1. The
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FTIR spectrum of synthesized from pyromellitic dianhydride gave a characteristic pat-
tern of imide groups in the region of 1600–1800 cm−1. In the FTIR spectra of the both
Zn subsituted phthalocyanine derivatives, very similar spectra were obtained except for
small shifts.

Fig. 3. FTIR Spectra of ZnPc(COOH)4 and ZnPc(COOH)8 derivatives.

4 Synthesis of Zinc ZnPc Derivatives/chitosan Systems

The above-mentioned ZnPc derivatives are able to immobilize on chitosan, forming sys-
temswith new useful properties. Chitosan is a biodegradable, biocompatible polysaccha-
ride and, in comparisonwithmany other polymers, hasmany free –OH and –NH2 groups
that can serve as anchors for conjugation of therapeutics and targeting ligands. Conjuga-
tion were formed between ZnPc(COOH)4, ZnPc(COOH)8 and chitosan (Ch). Chitosan
was degraded in aqueous solution formed from1%concentrated acetic acid and3%H2O2
mixture. The FTIR spectrum of the chitosan showed vibrational bands at 3340 cm−1

(OH/NH), 2871 cm−1 (C–H), 1644 cm−1 (C–C), 1568 cm−1 (NH2), 1373 cm−1 (C–N)
and 1023 cm−1 (C–O) and ZnPc(COOH)4–Ch shows bands at 3251 cm−1 (OH/NH),
2917 cm−1 (C–H), 1639 cm−1 (C–C), 1550 cm−1 (O= C–NH), 1370 cm−1 (C–N) and
1022 cm−1 (C–O). The observed shifts in the FTIR bands of both systems confirm the
binding of chitosan to ZnPc(COOH)4 and ZnPc(COOH)8. The Fig. 4 compare the FTIR
shifts in both chitosan systems based on ZnPc substituted with different COOH group.

5 Photophysical Properties

The UV-vis spectroscopy provides more information than other spectroscopic tech-
niques, because phthalocyanines are rich in π-electron. The bands exzibited by ZnPc
are the result of π–π* and deeper π–π* transitions [15]. These are Q-band occurring
between 800 and 500 nm and B or Soret band seen between 450 and 285 nm and in
some molecules, charge transfer transitions caused by metal–ligand or ligand–metal
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Fig. 4. FTIR Spectra of ZnPc(COOH)4/Ch (left) and ZnPc(COOH)8/Ch (right) systems.

transitions can also be observed. The absorption spectra were recorded in DMSO/H2O
at different concentrations 1.08 mol/m3… 0.042 mol/m3 (Fig. 5). The absorption max-
ima recorded in the Q band are due to the π–π* transitions that can occur within the
molecule. The characteristic Q-bands of these ZnPc(COOH)4/Ch system appeared at
640 nm and 695 nm, respectively and depend on the concentration of ZnPc(COOH)4 in
the system.
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Fig. 5. Electronic spectra of ZnPc(COOH)4/Ch system at different concentration values.

For the comparison the UV-Vis spectra of both ZnPc(COOH)4/Ch and
ZnPc(COOH)8/Ch systems presented in Fig. 6. The UV-Vis spectra of both
ZnPc(COOH)4/Ch and ZnPc(COOH)8/Ch systems show Q broad band red shifted in
comparison with unsubstituted of ZnPc in DMSO solution [16]. The UV-Vis spectra of
ZnPc(COOH)8/Ch showmore aggregation compared to ZnPc(COOH)4/Ch (Fig. 6). The
molar absorption coefficient valuematches the values of 5.47 104 M−1cm−1 atmaximum
intensity 702 nm for ZnPc(COOH)4/Ch and 8.52 104 M−1cm−1 for ZnPc(COOH)8/Ch
at 707 nm.

The fluorescence emission parameters for both systems are shown in Table 1. At
the excitation of the ZnPc(COOH)4/Ch with 643 nm a single band structure centered
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Fig. 6. Electronic spectra of ZnPc(COOH)4/Ch and ZnPc(COOH)8/Ch systems.

Table 1. Fluorescence quantum yields and lifetimes of the carboxy substituted ZnPc/chitosan
systems.

Photosensitezers λabs, nm λemis, nm �F, % τ1F, ns τ 2F, ns

ZnPc(COOH)4/Ch 643
702

710
–

9.31 2.77 –

ZnPc(COOH)8/Ch 363 480 0.17 2.04 9.54

at 710 nm was revealed. For the ZnPc(COOH)8/Ch, at the excitation with 363 nm, the
band centered at 480 nm was observed. The steady state and time-resolved fluorescence
emission studies, indicate that theZnPc(COOH)4/Ch ismonomericwith the fluorescence
lifetime of 2.77 ns. The fluorescence decay of ZnPc(COOH)8/Ch is best fitted by two-
exponential curves with a times constant of 2.04 ns and 9.54 ns (Table 1). Our results
indicate that ZnPc(COOH)4 incorporated in chitosan ismonomeric, while for conjugated
ZnPc(COOH)8, aggregation appear to occur. The number of substituent groups has an
effect on the fluorescence lifetime values of both substituted ZnPc/chitosan systems.

6 Conclusion

The red-shift of the absorbance in substituted ZnPc(COOH)4/Ch and ZnPc(COOH)8/Ch
systems makes them attractive as potential photosensitizers in PDT as the Q-band lies
firmly in the range of the optical window of 650–800 nm, providing deeper penetration
of light into biological tissues. The ZnPc(COOH)4/Ch and ZnPc(COOH)8/Ch solutions
exhibit fluorescence at 710 nm and 480 nm, respectively. In the case of total fluorescence
decay curves, the fitting was performed on the basis of the multiexponential decay law.
The time-resolved fluorescence decay of ZnPc(COOH)4/Ch is monoexponential, while
for ZnPc(COOH)8/Ch system is biexponential. This fact indicates that interactions occur
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between the carboxy substituted ZnPc and chitosan polymer. The presence of natural
polymer in systems leads to an elongation of the excited state.
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Abstract. To improve the radioluminescence performances of ZnS-based phos-
phors various thermal and non-thermal methods have been tested to control the
phase composition and structure. Particle surface and size and phase composition
of phosphors are significantly affected either by treatment of the initial batches
with high-energy electron flow and nitrogen plasma or by changes in atmosphere
of synthesis. The correlations between phosphors phase content and their spec-
tral radioluminescent characteristics have been established in ZnS:Cu, Br phos-
phors. The electron-beam treatment (EBT) of the initial charge and the ready
phosphor forms the mixed sphalerite-wurtzite phosphor structure and increases
the brightness of radioluminescence by 80%. Designed laboratory prototypes of
solid-state radioluminescent light sources (SRLS) turned to be as effective as
industrial gas-filled RLS, but considerably more compact.

Keywords: Radioluminescence · ZnS modification · Phosphor structure ·
Electron-beam treatment · Spectral content · Brightness · Sphalerite ·Wurtzite

1 Introduction

In our work we’re looking for improving the radioluminescence performances of ZnS-
based phosphors to develop more safe and efficient radioluminescent light sources. For
zinc sulfide radioluminescent phosphors the performance characteristics will be deter-
mined not only by the physicochemical but also by the structural properties of the phos-
phor. Thus, it is important to create luminescent materials with optimal structure and
optical properties. To increase the brightness of radioluminescent phosphors, various
methods of modifying the crystal structure of the phosphor by changing the synthe-
sis conditions and the concentration of the activator can be effective. The authors of
[1] developed a method for increasing the brightness of zinc sulfide electrolumines-
cent phosphors by performing solid-phase synthesis in a quasi-closed space, creating
increased pressure and more reducing medium in the reaction volume and prevent the
reactant gases removal. In our previous works [2, 3] it was reported that electron-beam
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and plasmochemical treatment allows to increase the effectiveness of ZnS electrolumi-
nescent phosphors. So, these thermal and non-thermal methods were also considered for
the radioluminescent phosphors.

2 Materials and Methods

Several series of radioluminescent phosphors ZnS:Cu (0.005–0.1%wt), Br (0.8%wt)
were prepared by solid-phase method. Powders were synthesized from the charge by
annealing of the initial blend for 1.5 h in an alumina crucible at 950 °C under a layer
of active carbon as a reducing medium. The quasi-closed space was realized when a
crucible with a charge for synthesis is placed inside another crucible filled with active
carbon. Electron beam processing of the charge mixtures and ready phosphors was car-
ried out using a resonance-transforming electron accelerator RTE-1V (Efremov Institute
of Electrophysical Apparatus, Saint-Petersburg, Russia) under the following conditions:
electron energy 900 keV, absorbed dose about 600 kGy. Plasma modification of phos-
phorswas carried out in nitrogen plasma using the vacuum installationBulat NNV-6.6-I1
with arc discharge: 1500 V; 20 s. Radioluminescence of the synthesized phosphors were
excited by the tritium β-source (Khlopin Radium Institute, Saint-Petersburg, Russia)
comprising a tritium-containing titanium layer with incorporated activity <0.4 Ci. The
radioluminescence spectra were measured using a spectrofluorimeter AvaSpec-3648.
Obtained spectra were analyzed by Gaussian deconvolution. The radioluminescence
brightness was measured using a radiometer IL-1700. XRD phase analysis was per-
formed using a Rigaku SmartLab 3 X-ray diffractometer. A quantitative analysis of the
phase composition was carried out using the Rietveld method.

3 Results and Discussion

3.1 Radiophosphor Treatment

The initial charges were treated before synthesis with high-energy electron flow and
nitrogen plasma. The initial charges of phosphors synthesized in a quasi-closed space
weren’t treated before annealing.

Microphotographs (Fig. 1) of the synthesized phosphors show that all phosphors
have good crystalline shape without distinct tendency to aggregation, except only the
pressure-treated sample (Fig. 1b). Plasma and electron-beam treatment visually reduces
the grain size of the phosphors from 5–7 to 1–3μm, but the pressure treatment increases
it up to 10 μm.

Increasing of dispersity of the phosphors may reveal more luminescence centers
from the grain volume to the surface and may help the low-energetic tritium β-particles
to reach the larger surface area of the phosphor grains.

Figure 2 represents the radioluminescence spectra of the brightest phosphors in the
series synthesized without treatment (Cu 0.03%wt) and under pressure (Cu 0.01%wt),
plasma (Cu 0.01%wt) and electron-beam (Cu 0.03%wt) treatment. Radioluminescence
spectra on the Fig. 2 shows the prevailing blue spectral band on 430 nm for the non-
treated phosphors. This band corresponds to the Zinc vacancies and Cu(Zn)-Cu(i) asso-
ciate luminescence centers [4]. All ways of treatment reduces the blue band intensity
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Fig. 1. Microphotographs of radioluminescent phosphors synthesized: a – without treatment;
b – with pressure treatment; c – with plasma treatment; d – with EB treatment.

and likely helps Cu to replace Zinc vacancies. Green spectral band corresponds to the
Cu(Zn)-Br(S) associate luminescence centers and activated Sulfur vacancies. Obviously,
treatment restructurates the crystal lattice and helps the activator (Cu) and co-activator
(Br) incorporation into the ZnS matrix.

Fig. 2. Radioluminescence emission spectra of ZnS:Cu, Br phosphors synthesized under various
modifying conditions (without treatment, under pressure treatment, under plasma treatment and
under electron-beam treatment (EBT)).

According to XRD analysis, all synthesized phosphors has two-phase sphalerite-
wurtzite structure. Earlier [5] it was found that radioluminescence brightness increases
by 80% after EBT and correlates with the phase content. The analysis of phase and
spectral content of radioluminescence for processed and non-processed ZnS:Cu,Br radi-
oluminescent phosphors helped us to reveal the correlation between phosphors phase
content and their spectral characteristics of tritium radioluminescence (Fig. 3). Besides
the EBT, plasmochemical treatment and Increasing pressure during synthesis promotes
the same correlation. Increasing of the wurtzite content in sphalerite crystal matrix of
ZnS raises the intensity of radioluminescence. Brightness of radioluminescence (Fig. 4)
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demonstrates good agreement with the «green» 524 nm intensity data and confirms the
EBT optimity for the radioluminescence performance enhancement.
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Fig. 3. Correlation of wurtzite-to-sphalerite phase ratio and relative intensity of the «green»
(524 nm) band in radioluminescence emission spectra for the phosphors synthesized under various
modifying conditions (without treatment, under pressure treatment, under plasma treatment and
under electron-beam treatment (EBT)).

Fig. 4. Brightness of radioluminescence for the phosphors synthesized under various modify-
ing conditions (without treatment, under pressure treatment, under plasma treatment and under
electron-beam treatment (EBT)).
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3.2 SRLS Manufacturing

Technique of coating the phosphor screens was described in our previous studies [6].
Using this techniquewe have designed the SRLSprototypes as a tritiated 0.5μmtitanium
layer on the steel plate, saturatedwith tritium under vacuum and coveredwith a phosphor
screen of optimal thickness. SRLS prototype design scheme is given in Fig. 5. Phosphor
screen of optimal thickness (3.5–4.5 mg/cm2) was deposited directly on the solid-state
tritium source with area 1 cm2 and activity of 0.4 Ci. Table 1 gives the comparison of
our SRLS prototypes characteristics and commercial gas-filled RLS produced by PO
“Mayak” [7].

Fig. 5. SRLS prototype design scheme.

Table 1. Characteristics of SRLS prototypes and commercial radioluminescent devices

RLS Enabled activity
Amax, Ci

Source volume,
cm3

Brightness,
Cd/cm2

Effectiveness,
Lm/Wt

Gas-filled RLS
tube PO “Mayak”

2.2–19.8 10.9–43.7 0.2 10–40

SRLS prototype 0.40 0.2 0.15 37

It is obvious that our SRLS have less incorporated activity, greater reliability and
safety, smaller dimensions. Gaseous radioactive phase is absent. The efficiency of SRLS
is close to efficiency of industrial gas-filled RLS. Photographs of SRLS prototypes given
in Fig. 6 helps to realize the way of using SRLS as alarm marks or light boundary lines
by simply being sticked to a wall, floor or other surface.
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Fig. 6. Photograph of SRLS prototypes.

4 Conclusion

ZnS matrix non-thermal treatment before synthesis changes the dispersity and phase
content of the phosphors, synthesized below the phase transition temperature. Forma-
tion of mixed sphalerite-wurtzite crystal structure of zinc sulfide increases the inten-
sity of the “green” band in the spectra and affects the brightness improvement due to
the activator redistribution in the ZnS matrix. Electron-beam treatment shows the best
results in enhancement of spectral and brightness radioluminescent performances. The
improved radioluminescent phosphors allows to create safe and compact SRLS with
good efficiency.
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Abstract. In this study, two types of silicon (Si) nanoscale-channel transistors
were fabricatedwith high-concentration doping and their low-temperature current-
voltage characteristics were evaluated in order to clarify the influence of channel
design and doping conditions on the electrical conduction. The measured results
of the resistance for nano-channels doped by phosphorus (P) donors were ana-
lyzed as a function of the actual channel width estimated from scanning elec-
tron microscope (SEM) images to reveal the impact of low dimensionality on
the electrical properties of Si nanostructures. Although some weak signatures of
Coulomb blockade transport are observed in a few devices doped with P-donors,
these devices mostly behave as metallic resistors. On the other hand, devices with
the nano-channels codoped with both P-donors and boron (B) acceptors exhibit
Coulomb blockade features with high yield. These results can lead to further
studies towards single-charge tunneling in silicon nano-transistors in which both
donors and acceptors interplay in the formation of quantum dots (QDs).

Keywords: silicon-on-insulator (SOI) nano-transistors · low temperature
characterization · coulomb blockade · codoping · silicon-on-insulator

1 Introduction

In recent years, as the Moore’s Law is approaching its limits [1], single-electron tun-
neling (SET) using dopants as quantum dots (QDs) has attracted attention because this
mechanism allows the development of atomic- and molecular-level electronics, i.e.,
dopant-based electronics [2, 3], while devices are still based on CMOS (complemen-
tary metal-oxide-semiconductor) technology. In addition, silicon (Si) transistors have
become increasingly miniaturized so that their electrical characteristics can be signif-
icantly affected by random dopant fluctuations [4]. For obtaining low-resistance elec-
trodes, high doping concentration is also necessary, but this would make the channels as
well doped with a large number of dopants. Therefore, it becomes important to explore
the possibility of SET operation in such devices, in which QDs would be formed due
to the random distribution of dopants in nanoscale, while doping is raised at levels well
above the metal-insulator transition (MIT), which is on the order of 4 × 1018 cm−3.
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In previous works, we have reported the observation of SET operation, even at room
temperature, in a few nanoscale silicon-on-insulator field-effect transistors (SOI-FETs)
in which the channel was doped at high concentration with phosphorus (P) donors [5, 6].
It was statistically demonstrated that high-concentration doping can allow the formation
ofQDswith deep energy levels due to the clustering of P-donors. However, suchQDs can
dominate electrical transport only when the dimensions of the channel are also reduced
significantly, to avoid unwanted ohmic current paths. If such a QD controls the current in
a nanoscale-channel SOI-FET, its larger barrier height can suppress thermally-activated
transport, thus allowing the observation of SET mechanism, in some cases even at room
temperature.

For extending this research and understanding the degree of controllability of such
devices, we explore here two types of SOI transistors, doped at even higher doping
concentrations: (i) transistors doped only with P-donors; (ii) transistors codoped with
both P-donors and B-acceptors. The electrical resistance is measured mainly at low
temperatures and plotted against the width of the channel, as evaluated from scanning
electron microscope (SEM) measurements.

2 Experimental Details

In this study, as mentioned above, we fabricated two types of nanoscale-channel SOI
transistors: onehighly dopedonlywithP-donors and another codopedwith bothP-donors
and B-acceptors. Both doping concentrations are high and comparable:ND ≈ 1.8× 1020

cm−3 and NA ≈ 1.2 × 1020 cm−3, as estimated from four-point probe measurements
on reference samples. The device structure of such SOI-FETs is shown schematically in
Fig. 1, together with a basic electrical measurement setup. Figure 2 shows two examples
of SEM images of the channel area for the two types of devices: (a) only-P-doped; (b)
doped with P and B (codoped). The devices shown by the SEM images are designed
with the same dimensions: channel length (Lch) of 20 nm and channel width (W ch) of
40 nm.

The devices were characterized by low-temperature (T ≈ 8.0 K) current-voltage
(I-V) measurements, mainly by monitoring drain current (ID) as a function of drain
voltage (VD), in order to evaluate the electrical resistance of such channels. Typically,
gate voltage (VG) was not applied for such measurements (top gate was left floating).

The final channel width (different from the designed channel width) was estimated
by SEM analysis at high resolution, with two examples shown in Fig. 2 for devices of
the same design dimensions but different doping conditions: doped only with P-donors,
in Fig. 2(a), and codoped with P-donors and B-acceptors, in Fig. 2(b). By plotting
the measurement results for the low-temperature resistance against this actual channel
width, the resistance can be correlatedwith the geometry of the nanoscale channels. From
Fig. 2, it can be seen that the conditions of the two types of devices are similar, so that
the effect of codoping can be, in principle, understood from the analysis of the electrical
characteristics. Such analysis can reveal the importance of the doping configuration for
controlling the transport in nanoscale SOI devices.
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Fig. 1. Schematic device structure of an SOI-FET and its electrical measurement circuit. For
electrical resistancemeasurements, source is grounded, while the top gate is left floating. Substrate
Si is also grounded.

Fig. 2. Examples of SEM images of the channel area for devices with the same design parameters
(Lch = 20 nm,Wch = 40 nm), but different doping configurations: (a) only-P-doped; (b) P and B
doped (codoped).

3 Results and Discussion

The results of low-temperature current-voltage measurements (ID-VD characteristics)
for 12 SOI-FETs doped only with P-donors are shown in Fig. 3(a). For this set, channel
length isLch =20nmandchannelwidth (W ch)was varied, but similar setswere also taken
for other channel lengths (Lch = 0, 40, 1000 nm), raising the total number of measured
devices of this type to 48. Since the curves are practically linear, it is understood that the
nanoscale channels behave as metallic (ohmic) resistors. Thus, the electrical resistance
(R) is easily estimated from the slope of the ID-VD characteristics. In order to have an
accurate representation of the channel dimensionality, the resistance is plotted against
the final (actual) channel width (assuming that channel length and thickness are the
same for all devices designed in the same chip). As shown in Fig. 3(b), the electrical
resistance R generally decreases as the channel width W ch increases, and the devices
generally exhibit clear ohmic properties. However, when W ch ≤ 50–60 nm, the current
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is significantly reduced, which corresponds to a noticeable increase of the resistance. It
can be considered that this is due to the fact that the ohmic current path is restricted as
W ch becomes smaller. In addition, it can be seen from Fig. 3(b) (and from the inset at
low W ch) that the resistance is several times higher for long-channel transistors (Lch =
1000 nm, as designed) than for short-channel transistors (Lch = 0–40 nm, as designed).
This confirms the controllability of the resistance by the geometric parameters.

Other previous reports in the literature illustrated the importance of low-
dimensionality of nanowires doped with P-donors [7], with the doping done precisely
using a scanning tunneling microscope (STM) atomic manipulation technique. A com-
parisonwith suchworks is beyond the scope of this paper andwill be reported elsewhere.
It should be noted, however, that the resistance increases significantly for the smallest
nano-transistors.

Fig. 3. (a) Low-temperature (T = 8.0 K) ID-VD characteristics for SOI-FETs doped only with
P-donors at high concentration, as a function of Wch for a fixed channel length, designed to be
Lch = 20 nm. (b) Analysis of electrical resistance R as a function of the final channel width (Wch)
estimated from SEM images. The inset shows the results of significant increase of resistance as
width becomes lower than 50–60 nm.

For these devices, the ID-VD characteristics presented in Fig. 3(a) do not exhibit
visible signatures of the Coulomb blockade effect, which would manifest as a low-
current gap at low biases. However, in some devices of comparable parameters (albeit
slightly lower doping concentration), it was shown that it is statistically possible that the
smallest nano-channels (with all dimensions on the order of 10 nm or less) can contain
one or just a few donor-induced QDs that dominate the electrical transport. This way,
such QDs also possess sufficiently high tunnel barriers to preserve the SET operation
even at practical temperatures, such as room temperature [6].

The results presented in thiswork indicate that such conditions are not easily achieved
in highly-doped (only with P-donors) nanoscale transistors with even slightly larger
dimensions, which generally exhibit ohmic conductance. One reason for such behavior
may be the fact that dimensions are not sufficiently small to isolate the SET transport
via one or a few QD(s) in this batch of devices.

In order to understand the possibility of using other approaches to further control
of electrical properties of nanoscale highly-doped transistors, we also show here some
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results of the electrical characteristics of codoped nanoscale transistors, with comparable
dimensionality. The analysis is limited to measuring the ID-VD characteristics for a set
of 12 codoped SOI-FETs in a manner similar to the measurements for only-P-doped
transistors. The results are shown in Fig. 4 as a function of the designed channel width
(W ch).

Fig. 4. Low-temperature (T = 8.0 K) ID-VD characteristics for SOI-FETs doped with both
P-donors and B-acceptors (codoped) at high concentration. The characteristics are shown as a
function of Wch for a fixed channel length, designed to be Lch = 20 nm.

The low-temperature (T = 8.0 K) ID-VD characteristics for these codoped SOI-
FETs exhibit a clearly different behavior as compared to the SOI-FETs doped only
with P-donors. The characteristics are not linear, but exhibit a low-current gap at low
biases. This suggests that there is a mechanism that limits current flow at such low
biases. One possibility is that Coulomb blockade works effectively in such codoped
(highly compensated) nanoscale channels. Due to the fact that doping concentrations
for P-donors and B-acceptors are comparable, the effective concentration (|ND-NA|) is
actually significantly reduced if we assume that P-donors and B-acceptors compensate
each other if they are in close proximity.

Resistance (R) is not evaluated from these non-linear curves and remains to be ana-
lyzed after the transport mechanism is clarified. In a previous work [8], it was shown
that ID-VG characteristics for a large number of codoped SOI-FETs (with dimensions
comparable to the devices shown in Fig. 4) exhibit clear current peaks, while the stability
diagrams exhibit so-called Coulomb diamonds. These are clear signatures of Coulomb
blockade working for single-electron tunneling (SET) operation in such devices. How-
ever, further study, including a statistical analysis of experimental and simulation data,
is necessary to fully clarify the origin and demonstrate the SET transport mechanism.

Finally, it should be noted that, for each particular set of parameters (Lch,W ch, doping
configuration), only one device was measured in this work. Although the reproducibility
of the data for the same device was confirmed by multiple consecutive measurements,
the repeatability on other devices with the same fabrication parameters has not been
fully studied. Relatively large dispersion is expected due to the intrinsic randomness of
the dopant distributions.
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4 Conclusions

From the analysis of the current-voltage characteristics at low temperature for nanoscale
SOI-FETs, differences are identified between devices doped only with P-donors and
devices that are codoped (doped with both P-donors and B-acceptors). Codoping with
comparable concentrations leads to a strong compensation effect, which results in a
transition to a non-metallic (non-ohmic) behavior in transport. It is likely that QDs are
formed due to the interaction between donors and acceptors, but further studies are
needed for clarifying this point.

This study opens up new possibilities for investigating the effect of codoping in
silicon nano-transistors, with multiple functionalities for dopant-based optoelectronics.
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Abstract. The paper analyzes the measurements results of the electrical and pho-
toelectric properties of the barrier structures created by laser implantation of In
into the surface region of high-resistivity detector-grade p-CdTe:Cl crystals. The I-
V characteristics and spectral photosensitivity measured in the photovoltaic mode
of the formed structures are discussed. The conversion of the conductivity type of
a thin surface layer in p-CdTe:Cl and formation of a shallow steep p-n junction at
the p-CdTe:Cl/n-CdTe:In interface was approved. Etching of the CdTe:In surface
region led to the disappearance of the photovoltaic effect in the barrier structures.
The fabricated p-n junction diodes with high photosensitivity and low reverse dark
current are promising as X/γ -ray sensors.

Keywords: CdTe semiconductor · (photo)electrical properties · spectral
photosensitivity · high energy radiation detectors

1 Introduction

Semiconductors of the AIIBVI group, such as Cd(Zn)Te, are among the most common
materials used for ionizing radiation detectors, photodetectors, infrared (IR) sensors, etc.
[1–8]. The advantage of X- and γ -radiation detectors based on semi-insulating semicon-
ductors Cd(Zn)Te is the high efficiency of radiation detection and the ability to operate at
room temperature. The use of a potential barrier such as a Schottky diode or a p-n junc-
tion in these materials leads to a decrease in the dark current compared to homogeneous
(barrier-free) detectors at the same bias voltages [2]. A decrease of the dark current in the
detector usually ensures its noise reduction, which expands the implementation of the
X/γ photon counting mode and spectroscopy. Considering the technological aspects of
the detector material fabrication, specifically doping with Cl impurity followed by com-
pensating thermal annealing [2], the formation of high-quality diffusion p-n junctions is
complicated due to the limitation of the diffusion temperature and the self-compensation
effect. Therefore, diode structures on such materials are created either with a Schottky
barrier [3–5] or with a p-n junction, in particular formed by the method of laser doping
of an In donor impurity into p-CdTe crystal [5–8].
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It is known that laser irradiation of metal-semiconductor structures can change the
Schottky contact properties [8, 9] and introducemetal atoms into the surface semiconduc-
tor region, providing doping of its thin layer [5–8]. There is a problem of distinguishing
the effects of a laser-induced p-n junction or a laser-modified Schottky barrier. There-
fore, the present study aims to find clear evidences of laser-induced doping with In and
creation of CdTe-based diodes with a p-n junction, not only with a modified In/CdTe
Schottky barrier.

2 Experimental Details

The electrical and photoelectric properties of p-n junctions at T = 293 K formed by laser
implantation of In in high-resistance (ρ ≈ 2 · 109 � · cm) p-type CdTe single crystals
doped with Cl (p-CdTe:Cl) are studied. Experimental samples with sizes of 6 × 6 ×
0.5 mm3 were made of semi-insulating p-CdTe:Cl wafers with a diameter of 25 mm and
a thickness of 1 mm, which were cut from the ingot using an abrasive string cutter. Later,
the damaged layer on both sides of the plates was removed on a chemical-mechanical
polishingmachine using bromine-containing polishing etchants. Thin (0.8μm)Au films
(with an area of 5 × 5 mm2) were sputtered on one side of the samples. Thermal
annealing of the Au/p-CdTe:Cl structure in a pure hydrogen atmosphere at T = 280◦ C
for 8–10 min. Provided ohmic contact and increased the stoichiometry of the sample
surface. Then thin (~0.5 μm) In films of similar size were sputtered onto the opposite
surface. The entire area of the In film was irradiated with a nanosecond single pulse
of a Nd laser with an energy density of 0.11 J/cm2. Later, the In films were dissolved
in hydrochloric acid solutions, and gold contact pads with a diameter of 0.8 mm were
deposited onto the middle of the surface for electrical connection and measurements.
Removal of the In film after laser irradiation ensured that the structure was a p-n junction
diode rather than a Schottky one. The contact pads were shaded while measuring the
spectral photosensitivity ofmultilayered structuresAu/p-CdTe:Cl/n-CdTe:In/Au (barrier
structures) in the photovoltaic mode.

3 Results and Discussion

The current-voltage (I-V ) characteristics of the Au/p-CdTe:Cl/In structures in linear
coordinates are shown inFig. 1.A clear diode character can be seen. The negative polarity
of the applied voltage to the In contact corresponds to the direct I-V characteristic. The
resistivity of detector grade p-CdTe:Cl crystals is high (~1 G�). The forward current
in the initial forward voltage range (0–8 V) was determined by a reverse biased low
Schottky barrier at the Au/p-CdTe:Cl interface. Then (V > 8 V), the forward current
obeyed the Ohm law. However, the lateral current component also affected.

Both bulk and surface components contributed to the total reverse dark current of
the barrier structures. The measured value of the total reverse current was much lower
than the current estimated on the base of the CdTe crystal resistivity because of the p-n
junction barrier effect. Perhaps, the lateral surface component of the current dominated
and determined the reverse dark current at low bias voltages (Fig. 1). Low reverse bulk
current was determined by the generation-recombination mechanism in the space charge
region of the barrier structures [3, 10].
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Fig. 1. I-V characteristic of the Au/p-CdTe:Cl/In structure after laser irradiation plotted in linear
coordinates.

Fig. 2. I-V characteristic of the Au/p-CdTe:Cl/In structure after laser irradiation plotted in semi-
logarithmic coordinates.

The reverse I-V curve does not have a region of dark current saturation (Fig. 1). At
higher bias voltages, an additional increase in reverse current can be attributed to the
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process of electron injection from the forward-biased Au/CdTe Schottky contact to the
bulk of the CdTe crystal and hence into the reverse-biased p-n junction [3].

In the Fig. 2, forward (curve 1) and reverse (curve 2) I-V characteristics are given in
semi-logarithmic coordinates. It can be seen that the experimental results of the direct
I-V (curve 1) at bias voltages V ≥ 6 V are satisfactorily linearized, which indicates the
exponential nature of the I-V behavior at significant injection of charge carriers into
the i-region of the structures, according to the theory of n-i-p transitions [4]. At low
bias voltages curve 2 corresponds to the carrier generation in the space charge region
according to the Sah-Noyce-Shockley theory [11], then at higher voltages, an additional
increase in the dark current is observed and it is attributed to injection ofminority carriers
(electrons) from the Au/CdTe ohmic contact (it is actually a low barrier Schottky contact
which is forward-biased) to the reverse-biased p-n junction (at the p-CdTe:Cl/n-CdTe:In
interface) through the CdTe crystal.

The typical spectral photosensitivity of the structure when illuminated from the side
of the darkened In contact, measured in the photovoltaic mode, is shown in Fig. 3. High
photosensitivity is evidence of the high photoelectric properties of the diode structures.
The wide sensitivity range and non-selective nature of the spectrum are the result of the
formation of an effective barrier structure with a low surface recombination rate [8].

It can be seen that in the spectral range of photosensitivity λ = 0.40–0.86 μm, the
polarity of the photoresponse signal does not change its sign and a negative polarity is
generated at the In contact, which indicates the presence of only one potential barrier in
the studied structures. The maximum saturated photo-EMF (photo-electromotive force)
generated in the structures illuminated by directed radiation from a quartz-halogen lamp
with a power of 250 W was Ux = (90 ± 5 mV) at T = 293 K. The spectra were
normalized relative to the radiation source spectrum in order to avoid the effect of
spectral inhomogeneity of quartz-halogen lamp radiation [12].

Fig. 3. Spectral photosensitivity (photo-EMF) of the Au/p-CdTe:Cl/In structure.
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To determine the In-doped CdTe region thickness and the depth of the p-n junction
formation, samples were subjected to polishing etching using a bromine-containing
solution. The I-V characteristics of the laser-formed structures after chemical etching
had a linear-like shape showing ohmic dependance, similar to the I-V curves of the
initial Au/p-CdTe:Cl/In structures (before laser irradiation). Thus, etching of theCdTe:In
surface region with a depth of ~0.12 μm led to the disappearance of the photovoltaic
effect in the barrier structures and significantly changed their I-V characteristics reducing
rectification. This evidenced laser irradiation of In-coated p-CdTe:Cl crystals resulted
in n-type doping of the surface region and formation of a shallow steep p-n junction.

4 Conclusion

Using deposition of an In film on the p-CdTe:Cl crystal surface layer and removal of
this film after laser irradiation of the In/p-CdTe:Cl structure allowed us to ensure that
the obtained barrier structure is not a modified Schottky diode but a p-n junction diode
created by laser-induced doping of a thin semiconductor layer by an In impurity. The
obtained characteristics of the fabricated structures, such as low leakage current andwide
spectral range indicate about high barrier characteristics. High photosensitivity of the
fabricated barrier structures makes them promising for X/γ -ray detection. To decrease
the leakage current in the p-n junction diodes, the ways of modification of the surface
state of CdTe crystals before Au electrode deposition will be elaborated.
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Abstract. The Ni/CdTe/Au Schottky diode X/γ-ray sensors, fabricated using the
Ar-ion bombarding technique, exhibit low leakage current density (~20 nA/cm2

at 1000 V) and high energy resolution (~1.0%@662 keV). We present and ana-
lyze the dependencies of the 137Cs isotope energy spectra on the applied bias,
the distance between the sensor and the radiation source, and the operation time.
Despite the small (1mm)CdTe crystal thickness, resulting in low radiation absorp-
tion and, therefore, a low probability of γ-photon capture and thus generation of
electron-hole pairs, the sensors demonstrated high detection efficiency. This can
be attributed to a high potential barrier at the Ni/CdTe Schottky contact, allow-
ing the application of high bias voltages and ensuring a complete charge carrier
collection.

Keywords: CdTe crystal · Schottky diode · I-V characteristic · charge transport ·
X/γ-ray sensor · isotope spectrum · energy resolution

1 Introduction

Demand for ionizing radiation detection instruments increases due to threats of radiation
contamination arising from nuclear and radiological incidents. Optimal characteristics
of semi-insulating CdTe crystals continue to make this semiconductor effective and
attractive for compact solid-state room temperature high energy radiation detectors used
in environment monitoring and other fields [1–3]. However, the resistivity of CdTe is
not high enough that can result in a larger leakage current of the CdTe-based sensors and
thus lead to deterioration in detection efficiency and spectral resolution. To overcome
the problem of charge losses due to incomplete photogenerated carrier collection by
applying a higher bias voltage, expanding thereby the depletion region in a diode to
obtain high energy resolution, we have developed diode-type sensors based on either a
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heterostructure [4], a p-n junction formed by laser-induced doping [5–7], or a Schottky
barrier created using Ar plasma surface processing [7–10]. The spectroscopic properties
of theNi/CdTe/Au diode structureswith a high-barrier Schottky and near-ohmic contacts
at the Ni/CdTe and Au/CdTe interfaces, respectively, have been studied. The obtained
dependencies of the 137Cs isotope energy spectra, taken with the Ni/CdTe/Au Schottky
diode sensors, on the applied bias, the distance to the radiation source, and the operation
time have been analyzed.

2 Experimental Techniques and Procedures

Detector-grade Cl-compensated (111) oriented p-like CdTe semiconductor single crystal
wafers produced by Acrorad Co. were used [3]. The shape and sizes (a), structural
features (b), and characteristics of the CdTe samples (c) are shown in Fig. 1. The polar
A- and B-faces, so-called Cd- and Te-terminated surfaces of a CdTe(111) crystal, differ
in their physical and chemical properties, which are exhibited during various surface
treatments (chemical etching, annealing, laser irradiation, plasma processing, etc.), and
in measurements of optical and photoluminescence characteristics [11, 12].

The technique of Schottky barrier formation, based on Ar-ion bombardment of the
CdTe(111)B surface, was developed and used to fabricate diode-type X/γ-ray sensors
[8–10]. The result of different surface treatments (chemical polishing (a) and Ar-ion
(b) etching) is shown in Fig. 2. The high-barrier Schottky contact was formed on the
modified CdTe surface (Fig. 2(b)).

Fig. 1. Schematic illustration of the CdTe(111) single crystal wafer (a), its crystalline structure
(b) and CdTe electrical parameters (c).

The key point of Ar plasma treatment is the formation of a high potential barrier at the
Ni/CdTe interface after the metal deposition and decrease of the surface recombination
velocity in the created metal-semiconductor structure [13].

Both the rectifying (Ni/CdTe) and near ohmic (Au/CdTe) contacts were formed after
preliminary polishing etching of the parallelepiped-like CdTe wafers with sizes of 5× 5
× 1 mm3 in a Br-methanol solution, washing in methanol and following treatment with
an Ar plasma at different regimes (ion energy, beam density, processing duration, etc.)
for the B- and A-faces, respectively [8]. A Ni electrode was created on the CdTe(111)B
surface by vacuum evaporation using a Mo mask with sizes of 3.16× 3.16 mm2. An Au
electrode was formed on the entire CdTe(111)A surface by chemical deposition from
a gold-chloride solution, i.e., the surface was entirely coated by an Au film (Fig. 3).
Passivation of the lateral faces of the Ni/CdTe/Au diode structures was employed to
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Fig. 2. AFM topomicrographs of the CdTe crystal with the mirror surface (a) after chemical pol-
ishing etching in a Br-methanol solution and with the modified surface (b), obtained by additional
(after chemical etching) processing of the CdTe surface in an Ar-ion plasma under special regimes
(at voltage of 500–550 V and current of 10–15 mA during 20–25 min).

eliminate leakage currents. The developed Ni/CdTe/Au Schottky diode sensors were
studied by electrical and spectroscopic measurements carried out at room temperature.
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Fig. 3. Fabrication of Schottky-diode sensors: surface processing of the crystal (a); etching of the
CdTe(111)B by Ar-ion bombardment with parameters (I) (b); thermal vacuum deposition of a Cr,
Ti, or Ni electrode on the CdTe(111)B surface and formation of a Schottky barrier (c), etching of
the CdTe(111)A by Ar-ion bombardment with parameters (II) (d); chemical deposition of an Au
electrode on the CdTe(111)A surface and formation of a near ohmic contact (e).

The fabricated Ni/CdTe/Au structures were connected to the measuring electronic
devices by clamping contacts using a conductive soft material. The X/γ-ray spectra
were taken with a compact USB stick form factor spectrometer ANS-MNT004-GTK,
produced byANSeeN Inc. [14], using a collimated γ-ray source based on a 137Cs isotope.
TheNi/CdTe/Au sensorswere exposed to 137Csγ-ray radiation from theNi electrode side
and the spectra were taken at applied bias voltage V = 100–1000 V with the acquisition
time of 5 min.

3 Results and Discussion

The diode-type X/γ-ray-sensors operated in a reverse mode, i.e., the Ni contact was posi-
tively biasedwith respect to theAu one. The I-V characteristics ofNi/CdTe/Au structures
with a Schottky barrier were similar to those of Cr/CdTe/Au diodes manufactured using
the same Ar-ion bombardment technique [8, 10]. Having the rectifying contact area of
about 10 mm2, the Ni/CdTe/Au diodes demonstrated reverse dark currents I ~ 2–3 nA
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at V = 1000 V at room temperature. The dominant charge carrier transport mechanisms
were determined as: generation-recombination in the space-charge region (SCR) at V
= 1–100 V, charge transport in the conditions when the SCR width exceeded the semi-
conductor crystal thickness at elevated voltages, and finally, currents limited by space
charge at even higher bias voltages [15].

The energy spectra of a 137Cs isotope, taken with the Ni/CdTe/Au Schottky-diode,
were measured at different bias voltages, distances to the radiation source, and operation
times of the biased sensor. These results are shown in Figs. 4, 5, and 6, respectively. The
intensity (number of counts), shape and position of the 662 keV peak in the 137Cs
isotope spectra depended on the applied bias voltage (Fig. 4). The broad shoulder and
tail, extending toward the low-energy side from the peak, were due to the Compton
scattering effect [3].

The number of counts and energy resolution increased with increasing applied bias
voltage from 100 V to 1000 V (Fig. 4). As observed, V = 1000 V was the optimal oper-
ation voltage, providing the highest number of counts and excellent energy resolution,
i.e., a low full width at half maximum (FWHM) value, demonstrating the best spectro-
scopic performance (FWHM ~1% for the 662 keV line). It should be noted that the peak
position was not changing over a wide bias voltage range (200–1000 V), indicating a
nearly complete collection of photogenerated charge carriers (Fig. 4).
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Fig. 4. The dependence of the 137Cs isotope energy spectra, taken with the Ni/CdTe/Au Schottky
diode sensor, on the applied bias voltage.

The dependence of the 662 keV peak height (number of counts) on the distance
between the Ni/CdTe/Au sensor and the radiation source had a somewhat non-standard
character, differing from the well-known inverse square law (Fig. 5). This could be due
to the radiation source not being perfectly collimated or other reasons that require further
investigation.

It is known that diode-type semiconductor X/γ-ray sensors suffer from the charge
polarization effect, which leads to deterioration of detector parameters over operation
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time and limits their application at room temperature [1–3]. This phenomenon is spe-
cific to semiconductor barrier structures with blocking contacts, either Schottky or p-n
junctions, which are usually used to suppress leakage current of sensors. A progressive
decrease of the spectrum peak height, degradation of energy resolution, and the shifting
of the peak toward lower energies over time after applying the bias can be explained by
the non-uniform electric field due to the charge accumulation [16].
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Fig. 5. The dependence of the 137Cs isotope energy spectra, taken with the Ni/CdTe/Au Schottky
diode sensor, on the distance to the radiation source.
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Fig. 6. Time evolution of the 137Cs isotope energy spectrum, taken with the Ni/CdTe/Au
Schottky-diode sensor just at applying bias V = 1000 V, after operation during 90 min, 140 min,
and 160 min (before the last measurement, the bias was switched off for a few seconds).

Thus, the development of CdTe-based diode-type sensors operating at room temper-
ature with negligible polarization and low leakage current remains a challenging task
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for practical applications [1–3]. As observed from the time transformation of the 137Cs
isotope energy spectrum, the Ni/CdTe/Au Schottky diode sensor exhibited quite high
time tolerance. The spectrum did not deteriorate much during sensor operation for more
than 2 h; moreover, the spectrum completely restored itself when the bias was turned off
for a few seconds (Fig. 6).

It would be of interest to employ the elaborated plasma-assisted technology of Schot-
tky diode formation in the development and fabrication ofX/γ-ray pixel sensors for imag-
ing applications. Such kind of sensors is generally formed on large-area CdTe wafers [1,
3]. It is well-known that the primary criterion influencing the quality and, thus, applica-
tion fields of imaging detectors is the semiconductor homogeneity and equalization of the
electrical and photoelectric characteristics across the entire area [1, 2]. The challenges of
achieving homogeneous treatment of the CdTe crystal surface before Schottky contact
formation, ensuring the time stability of spectroscopic characteristics in Ni/CdTe/Au
diode X/γ-ray sensors, and addressing high flux tolerance and degradation resistance,
continue to pose hurdles in themanufacturing of high-performance detectors for imaging
applications and require future studies.

4 Conclusion

The obtained dependencies of the spectroscopic characteristics of theNi/CdTe/AuSchot-
tky diode X/γ-ray sensors, fabricated using the Ar-ion bombarding technique for high-
barrier rectifying contact formation, showed quite a high detection efficiency and energy
resolution (FWHM = 0.7–1.5%@662 keV). This was due to the sharp rectification of
the Ni/CdTe Schottky contact that allowed us to apply high bias voltages (up to 1000 V)
and thus enabled a complete collection of photogenerated charge carriers. The sensors
exhibited sufficiently high electrical and spectroscopic characteristics, as well as time
stability and degradation resistance under prolonged X/γ-ray irradiation. These quali-
ties make the Ni/CdTe/Au diode-type sensors promising for spectroscopic and imaging
applications, particularly for the localization and identification of radioactive sources.
However, the issue of the time stability of spectroscopic characteristics still needs to be
addressed.
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Abstract. Carbon nanotubes (CNTs) can be used as channel material in a
nanoscale or microscale gap between conducting electrodes. The contact poten-
tial of CNT-bundles deposited by inkjet-printing was measured by KFM (Kelvin
probe force microscopy) using Pt-coated Si tips in ultra-high vacuum (~10–8 Pa).
By comparing these results with electrical characteristics, SEM (scanning elec-
tron microscopy) and AFM (atomic force microscopy) measurements, we con-
firmed that the inkjet-printed CNT-bundles bridged the nanogap between dif-
ferent electrodes. Using this KFM technique, it can be shown how the poten-
tial of the CNT-bundles changes under the application of voltages. Combining
these results, we investigate the electrical properties of CNT-networks deposited
on CMOS-compatible platforms, aiming towards the development of hybrid
nanoelectronics.

Keywords: carbon nanotubes (CNTs) · Kelvin Probe Force Microscopy
(KFM) · Atomic Force Microscopy (AFM) · scanning electron microscope
(SEM) · nanodevice · CMOS

1 Introduction

Miniaturization of silicon (Si) transistors has been a major driver for many advances in
electronics, following theMoore’s law [1] that indicates the trend of doubling the number
of transistors per integrated circuit (IC) chip every approximately two years. However,
Si-based transistors are reaching nanoscale limits since the size of the minimum feature
(gate length) is well below 10 nm recently. In order to overcome the issues that may arise
due to the need for lithography control at nanoscale size [2, 3], newmaterials intrinsically
havingdimensions in nanoscale are being actively investigated for transistor applications.

One of the most promising alternative materials are single-walled carbon nanotubes
(SW-CNTs). SW-CNTs have excellent transport properties, high flexibility and are nat-
urally formed in nanoscale [4]. It is known that, depending on their chirality and purity,
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SW-CNTs exhibit metallic or semiconducting properties [5–7]. In our previous work,
we have explored the possibility of fabricating hybrid devices in which the deposi-
tion of CNTs (CNT networks) was done by inkjet-printing between Al electrodes on
a Si/SiO2 surface, i.e., on a platform compatible with the complementary metal-oxide-
semiconductor (CMOS) technology [8]. In this work, we extend this study by providing
a comparative analysis to evaluate the electrical properties of CNTs (CNT-bundles) from
different perspectives, especially by analyzing their electrostatic potential in the devices.

Kelvin probe forcemicroscopy (KFM),which is based onmeasuring the electrostatic
force existing between a sample and a probe (cantilever), was used previously to observe
and analyze the properties of dopant-induced quantum dots (QDs) in nanoscale silicon-
on-insulator (SOI) devices under operation [9–13]. Therefore, it can be considered a
suitable method to characterize the electrical properties of other small devices, such
as CNT-devices. In this research, we focus on measurements by KFM of the contact
potential of CNT-bundles deposited by inkjet-printing, using for the KFMmeasurements
a Pt-coated Si tip, while the sample is placed in ultra-high vacuum (~10–8 Pa). Also, we
compare the results with SEM (scanning electron microscopy) and AFM (atomic force
microscopy) measurements, while also confirming the current flow by current-voltage
characterization.

2 Experimental Methods

Before the preparation of the CNTs, the CMOS-platform was prepared using cleanroom
technology, namely oxidation, electron beam lithography (EBL), metal deposition and
lift-off process. A 20-nm-thick SiO2 layer was formed by thermal oxidation of the Si
substrate, cleaned by a prior chemical treatment. This film serves as the gate oxide
when the substrate-Si is used as a back gate. An Al film (approximately 70 nm thick)
was deposited by an evaporation method onto a resist film that was priorly patterned
using EBL processing, followed by lift-off. Depending on the EBL parameters, the gaps
were opened between the Al electrodes with the width designed to be in the range of
500–3000 nm.

Dimethylformamide (DMF) was used as a solvent for highly-purified (99.9% purity)
semiconductor-CNTs (NanoIntegris). The homogeneity and dispersion conditions of the
SW-CNT solution were optimized for inkjet-printing, considering that the CNTs tend
to strongly bundle. Thus, long-time, high-power sonication is needed (typically, 4 h
immediately before inkjet-printing). Itmust bementioned thatCNT-bundles are expected
to remain in the solution and, furthermore, re-agglomeration of CNTs may also occur,
as the time between sonication and inkjet-printing becomes longer. When compared to
regular depositionmethods, such as spin coating, inkjet-printing allows the deposition of
the CNT networks with relatively higher position control. Droplets of the CNT-solution
(CNT-ink) were dispersed by the inkjet-printing system (SIJ-S050, SIJTechnology Inc.,
Tsukuba, Japan) with a sub-nL volume through a piezoelectric nozzle, using a sine wave
at a frequency of 500 Hz and an amplitude of 300 V [8]. Based on the above conditions,
it can be stated that inkjet-printing was used successfully to deposit the CNT-bundles in
the gaps between the Al electrodes.

In Figs. 1(a)-(b), camera views are shown for an area of the sample containing
several devices. However, the nozzle filled with the CNT-solution (CNT-ink) is aligned
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just above the gap for a selected device (marked by the green arrow) and brought in
close proximity to the surface. Figure 1(a) shows the situation before the deposition.
Figure 1(b) shows the droplet formed on the surface on an area of several tens of µm,
but the droplet dries within a time of a few seconds. The schematic diagram of the device
structure and the AFM/KFM measurement approach is shown in Fig. 1(c). During the
KFMmeasurement, the cantilever follows the device structure and can detect the surface
topography and corresponding electrostatic potential.

Fig. 1. (a)-(b) Camera views of several devices, with the gap between electrodes for one device
aligned below a nozzle filled with CNT-ink, just before [(a)] and just after [(b)] inkjet-printing.
The DMF/CNT droplet formed on the surface dries in a few seconds. (c) Schematic diagram of the
device structure (note that the Si substrate is ~500 µm thick, i.e., not drawn to scale) prepared for
AFM/KFMmeasurement by scanning a cantilever over the gap containingCNTs (orCNT-bundles)
bridging the electrodes.

Measurements were taken at room temperature, while the substrate (labeled Sub-
Si in Fig. 1(c)) was grounded or, alternatively, biased by a voltage (V sub). Although
the substrate is weakly p-type doped, it can still allow the control of the potential of
the semiconducting-CNT structures deposited on top of the 20-nm-thick SiO2 film.
Since there is no control over the number and precise distribution of the CNTs or CNT-
bundles by our method of deposition, a network of CNT-bundles is formed with random
positions and layout patterns. A significant fraction of themeasurement time is dedicated
to locating CNT-bundles that bridge the two electrodes (potentially forming a conducting
channel), rather than be connected to only one electrode or another.

The KFMmeasurements are supplemented by scanning electron microscope (SEM)
measurements for direct observation of the distribution of the CNT-networks. Then,
atomic force microscope (AFM) measurements, taken simultaneously to KFM mea-
surements, allow us to identify the position of the measurement spot in a broader map
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of the devices (note that the AFM/KFM measurement area is only a few µm2 while the
SEM measurements can be taken on much larger areas). For each device, drain current
vs drain voltage (ID-VD) measurements were also taken in a vacuum prober system to
confirm the fact that current flows between the electrodes only after the CNT-networks
were deposited by inkjet-printing.

3 Results and Discussion

SEM measurements were performed to observe the surface conditions of nanogaps
containing CNT-bundles and to confirm that they form bridges between electrodes. An
SEM image of a CNT-transistor with a few CNT-bridges deposited in a nanoscale gap
(designed W = 500 nm) is shown in Fig. 2(a). CNT-bundles can be seen arranged as
a random network not only in the gap between the electrodes, but also on top of the
electrodes, as well. The tilted SEM image in Fig. 2(b) marks a few CNT-bundles as
bridges.

Fig. 2. (a) SEM image of a CNT-network deposited by inkjet-printing in a gap (designed width
of 500 nm) between Al source and drain electrodes. The actual width is slightly smaller than the
designed width of the gap due to specific issues related to the lift-off processes. (b) Zoom-in:
close-up SEM image taken at a 30° tilt angle, showing a few CNT-bundles bridging source and
drain. (c) Room-temperature (T = 300 K) ID-VD characteristics for a CNT-transistor, showing
two consecutive measurements.

A low-density CNT-network is visibly formed by the inkjet-printing method pre-
sented above. Since the lateral size of each structure is, on average, about 20 nm, it is
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considered that the network is mainly containing CNT-bundles formed by a few to sev-
eral tens of CNTs, since each CNT has a diameter of approximately 2 nm. This suggests
that the sonication can be further continued and that time between loading the nozzle
and inkjet-printing should be minimized in order to obtain a network formed dominantly
of CNTs (not CNT-bundles) between the electrodes. Nevertheless, the CNT-bundles can
conduct current between the two electrodes in a transistor configuration.

To confirm the current flow, as a first step, we measured the current-voltage charac-
teristics of such devices, as shown in Fig. 2(c). The measurements were taken at T =
300 K (room temperature) by sweeping the drain voltage (VD) and measuring the drain
current (ID), shown in the log scale on the left vertical axis and in the linear scale on the
right vertical axis. For this device, the current gradually increases above the noise level
(approximately 10–14 ~ 10–13 A) from a low voltage. In a previous work [8], measure-
ments carried out on other devices with a lower number of CNT-bundles and at lower
temperatures also reveal the fact that current switching frequently occurs in such devices,
an indication of the possible interaction among the multiple CNT-bundles embedded in
the network.

In the second step, we observe the surface topography and the electrostatic potential
in the nanoscale gap and the adjacent electrodes (labeled source and drain), using the
AFM and KFM techniques. Figure 3 shows the AFM images [Figs. 3(a)-(b)] and KFM
images [Figs. 3(c)-(d)] for two different substrate voltages, V sub = 0 V (upper maps)
and V sub = 3 V (lower maps).

In Fig. 3(a) and 3(b), the white dotted lines follow the topography of a CNT-bundle
between two arrows, across the gap between the Al source and drain. From Fig. 3(a),
the topography suggests that the CNT-bundles are attached to both electrodes, but also
to the SiO2 layer above the substrate, as schematically illustrated in Fig. 1(c). This can
be confirmed for the upper area by the line profiles (black and red) shown in Fig. 3(e),
from which a difference in height of about 65 ± 5 nm is observed. This is consistent
with the height of the Al electrodes (~70 nm). The two AFMmaps and line profiles also
demonstrate good reproducibility in mapping the topography of the device. On the other
hand, the potential maps shown in Figs. 3(c) and 3(d) suggest that the potential on the
CNT-bundles is comparable to the potential on theAl electrodes (and significantly higher
than for the SiO2 regions where CNT-bundles are not deposited). This can be confirmed
by the line profiles (green and blue) shown in Fig. 3(e) which are averaged from 10
adjacent lines in the KFMmaps. Despite the relatively high noise, the line profiles show
that the potential is practically equal across the segments indicated by dashed lines in
Figs. 3(c) and 3(d). KFM noise is still relatively higher than the AFM noise, which may
be due to the different measurement methodology, but the overall potential can clearly be
controlled by V sub. From this analysis, extended to multiple positions across the device,
it was confirmed that CNT-bundles deposited by inkjet-printing can act as transistor
channels even though they are not perfectly suspended bridges, but rather fallen bridges
contacting the SiO2 surface.

Figure 3 shows a CNT-bundle tilted at an angle relative to the direction normal to
the gap, which may not be an optimal layout. As a proof-of-concept, it was previously
shown on similar devices [8] that manipulation of such CNT-bundles is possible using
an AFM tip moved over the area where CNT-bundles are found. Repositioning, rotating



Comparative Evaluation of Electrical Properties 69

Fig. 3. (a)-(b) AFM images of a CNT-transistor where CNT-bundles bridge Al source and drain
electrodes, as indicated by arrows and dashed lines. Different substrate voltages, V sub, are applied
(0 V in (a) and 3 V in (b)). (c)-(d) KFM images of same CNT-transistor taken simultaneously
with (a) and, respectively, (b) at different V sub. Source/drain electrodes and CNT-bundles marked
by arrows and dashed lines are observed to have the same electrostatic potential. (c) Line profiles
taken from the AFM and KFM images shown in (a)-(b) and (c)-(d).
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and cutting of CNT-bundles are all feasible operations that provide further versatility to
the design of the CNT-transistors in the future.

The analysis illustrated in Figs. 2 and 3 on an inkjet-printed CNT-transistor shows
how a set of complementary measurements, such as SEM, current-voltage characteri-
zation, AFM, and KFM, can reveal the properties of CNT-bundles (and, eventually, of
individual CNTs) when acting as channels between two electrodes with a nanoscale gap
in between. In particular, it can be shown how CNT-bundles bridging the two electrodes
with different configurations allow conducting paths to be formed in the transistor. Sub-
strate voltage (V sub) effect has also been investigated, showing that the electrostatic
potential of the CNT-bundles is sensitive to V sub. However, the detailed analysis of this
effect is beyond the scope of the present work and will be presented elsewhere.

Repeatability is difficult to demonstrate in our devices because each device contains
a unique CNT-bundle network, with its specific properties. It should be mentioned,
however, that several devices have been measured with nominally the same (or similar)
fabrication conditions. Although the details are different due to the reason explained
above, all devices contain similar complex CNT-bundle networks and the types of the
layouts of the CNT-bundles are basically the same.

4 Conclusions

CNT-bundles were deposited on a CMOS-compatible platform using inkjet-printing,
with a relatively high degree of control at µm-scale. We relied on the current-voltage,
i.e., ID-VD, characteristics to describe howmuch current can flow through the network of
CNT-bundles, while we relied on KFM (supported by AFM and SEM) measurements to
describe how the electrostatic potential is distributed locally within sections of the CNT
network across the gap between Al source and drain. The combined methods provide
a set of complementary information related to the layout and conducting properties of
the CNT-bundles. As a result, it was confirmed that the CNT-bundles can function as
channels of transistors formed largely by CMOS-compatible technology.

This analysis may enable the development of hybrid devices, leveraging the naturally
small dimensions of organic structures, like the CNTs in this case, and the advanced
CMOS technology based on Si. In the future, this research can be extended to CNT-
networks deposited by a similar method in nano-gaps formed between highly-doped Si
nano-leads.
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Abstract. Research has been conducted to investigate the selection of initial
organic silicon compounds and the conditions for the formation of sol-gel coat-
ings to achieve surface planarization. Experiments were conducted to determine
the optimal modes of depositing the film-forming solution through spin-coating
and themodes of heat treating the resulting coatings. The roughness and planariza-
tion of sol-gel coatings deposited on the integrated circuit surface with aluminum
tracks were investigated using profilometry and scanning microscopy methods.
The studies analyzed the thickness and homogeneity of the structure of the result-
ing materials using a scanning electron microscope. The capacitance-voltage and
current-voltage dependences have been established. The dielectric constant, the
value of the voltage shift of the flat zones, and the capacitance of the flat zones
have been calculated.

Keywords: sol-gel · coating thickness · profilogram · planarization ·
capacitance-voltage characteristics · leakage current · dielectric constant

1 Introduction

The contemporary advancement of capacitor and transistor elements of integrated cir-
cuits requires the introduction of novel thin-film materials into the microelectronics
industry. In order to increase the number of transistor structures without altering techno-
logical processes, it is necessary to develop accessible materials for multilevel systems.
For such purposes, a coating is required to assure smoothing of the lower level of the
completed integrated circuit, so that another integrated layer can be formed on the surface
[1]. Currently, vacuum-formed thin layers (phosphosilicate glass, borophospho-silicate
glass, etc.) are used to produce the required dielectric layer.

Sol-gel materials synthesised by a chemical method based on a set of various initial
silicon compounds, such as methyltriethoxysilane, phenyltriethoxysilane, venyltrieth-
oxysilane, etc., are of considerable interest due to their simplicity and low cost. The
introduction of additives into the SiO2 structure enables the creation of a material with a
set of predetermined properties: thermal, plastic, electrophysical, mechanical, etc. [2–4].

In recent times, significant advancements have been achieved in the field of organic-
inorganic hybrids, with a specific focus on materials based on modified compounds of
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silicon, titanium, phosphorus, and other substances [5, 6]. Within these coatings, frag-
ments of organic compounds are incorporated into the structure of the initial matrix,
exhibiting resistance to the thermal expansion of the composite surface of the micro-
circuit. Therefore, obtaining dielectric planarizing sol-gel coatings for microelectronic
integrated circuits is a pressing matter.

2 Preparation of Materials

Currently, themain component for the production of organosiliconmaterials is tetroethy-
lorthosilicate, which is confirmed by publications that describe a method for producing
stable coatings based on the hydrolysis of TEOS [3]. However, such coatings are charac-
terized by a lack of plasticity, which makes it possible to smooth out large differences in
metallization up to 2 microns. To impart plasticity to the resulting coatings and modify
their coefficient of thermal expansion, it is necessary to develop hybrid compositions
in which organic compounds such as phenyltriethoxysilane, venylriethoxysilane, and
methyltriethoxysilanewill be used together with TEOS. It was experimentally found that
the most promising for microelectronics is the use of methyltriethoxysilane (MTES). In
thiswork, the optimal compositionwas experimentally selectedbasedonorganome-tallic
silicon compounds, i.e., methyltriethoxysialane and tetraethyl orthosilicate produced by
Sigma-Aldrich.

To establish the way the methyltriethoxysilane (MTES) concentration in a
tetraethylor-thosilicate (TEOS)-based solution affects the planarizing and electrical
properties, a set of film-forming solutions were prepared. These solutions consisted
of different mass ratios of MTES:TEOS (2:1, 5:3, 4: 3, 1:1). A classic TEOS-based
solution was prepared as well. Hydrolysis of the resulting solutions was carried out in an
acidic medium; iso-propyl alcohol and isobutyl alcohol were used as solvents. In order
to achieve complete maturation, the solutions were kept at room temperature (22 ± 2)
°C for 2–3 days.

It is well known that solutions of film-forming substances used in the formation of
homogeneous coatings must have a specific viscosity, with the optimal value ranging
between 3 mm2/s and 9 mm2/s. At higher viscosity, the spreading of the solution is
impeded, resulting in the creation of a film with nonuniform thickness. Conversely, at
lower viscosity, a thin coating is produced that is inadequate for its intended purpose as a
planarizing and interlayer dielectric. The research findings show that the resulting film-
forming solutions have a viscosity in the range from 4.5 mm2/s to 5.5 mm2/s, making
them suitable for the formation of uniform coatings on the surface of silicon wafers in
integrated microelectronics. Experimentally determined modes for depositing sol-gel
films via the centrifugation method were chosen to produce homogenous coatings of
the required thickness. The process of selecting deposition modes was conducted via
an Apogee Cee 200X thin film centrifuge. The resulting film-forming solutions were
deposited on silicon wafers KDB-4 and KDB-12 with a diameter of 100 mm. After
deposition, the wafers were placed in a muffle furnace and annealed in air. During heat
treatment, there occurs evaporation of solvent and enhancement of polycondensation
processes, formation of spatial structure of an organosilicon polymer. The only way to
obtain a uniform coating on the substrate surface is to uniformly heat the component. The
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heat treatment mode was chosen to prevent the occurrence of cracks in the metallization
areas and the transitions between non-metallized areas. The wafer in the oven was
heated to 400 °C for 120 min (heating rate ≈ 3.3 °C per minute) and maintained at this
temperature for 60 min. Then, the deposited substrate experiences a cooling process that
occurs simultaneously with the oven for 60–80min. After undergoing heat treatment and
cooling, the wafers are removed from the furnace and placed in special plastic containers
for further examination of their properties.

3 Results and Discussion

The thickness and uniformity of the resulting sol-gel coatings were studied by chipping
a silicon wafer with the formed sol-gel coating using an S-4800 scanning electronmicro-
scope (Hitachi, Japan). The obtained SEM images clearly show the resulting layers of
sol-gel coatings, which have a uniform structure throughout the entire thickness without
visible inclusions and defects (Fig. 1). The thickness of the resulting coatings varies from
400 nm (for a coating based on TEOS) to 980 nm (for a coating with a MTES:TEOS
ratio of 2:1).

MTES:TEOS ratio of 2:1 Coating based on TEOS

Fig. 1. Images of longitudinal chips of the studied samples

The dielectric layer thicknesses that have been acquired will be necessary for the
computation of the electrophysical values of the resulting sol-gel coatings.

Initial studies of the planarization of the resulting sol-gel coatings were carried out
using a Surtronic 25 profilometer (Taylor Hobson, UK). This profilometer enables rapid
evaluation of the planarization and surface roughness of the resulting samples (Fig. 2–3).

The results of studying the surface roughness of the resulting coatings using a pro-
filometer show that the deposition of nanostructured sol-gel coatings can reduce the
surface roughness of aluminum metallization from 46.5 nm to 9.3 nm.

A study of the metallization profile height in the wafer area with a metallization
width of 15 μm at intervals of 15 μm indicates a smoothing of these areas with a height
from 1 μm to a height of 0.4–0.5 μm.

The results of studying the profile height indicate a smoothing of the transition
areas from the silicon base wafer to metallization from 1 μm (uncoated wafer) to 0.4–
0.5 μm (sol-gel-coated wafer). Using a single-layer sol-gel coating improves surface
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Fig. 2. The profilogramof the Sect. 1mmwith aluminummetallization: a –without cover, b –with
sol-gel coating
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Fig. 3. The profilogram of the study area: a – without cover, b – with sol-gel coating

planarization by a factor of 2 due to the efficient solution filling of intermetallization
gaps.

In order to conduct a comprehensive investigation on the planarization of integrated
circuits using sol-gel coatings, surface analyses were performed via a scanning probe
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microscope SOLVER P47-PRO (NT-MDT LLC) and a scanning electron microscope
S-4800.

Fig. 4. Images of a test section of a wafer with a metallization width of 3 μm and a gap width of
3 μm

TheAFManalysis of the specific area (Fig. 4, a-b) reveals smoothing of the structural
area surface from 900 nm to 400 nm after depositing one layer of a sol-gel coating. After
the formation of a two-layer sol-gel coating, smoothing occurs up to 150 nm, which is
satisfactory and signifies that the film-forming solution has completely filled the gaps
betweenmetallization. TheSEMimages (Fig. 4, c) clearly depict the layers being formed,
i.e., the silicon substrate, aluminum metallization and a sol-gel layer.

Irrespective of the number of layers employed, the sol-gel coatings exhibit a uniform
structure over their entire thickness, devoid of any visible inclusions or defects. More-
over, they effectively fill the areas between metallization:

– thickness of a single-layer sol-gel coating: 306 nm in the metallization areas and
652 nm in the silicon substrate areas;

– thickness of a two-layer sol-gel coating: 1.16 μm in the metallization areas and
2.23 μm in the silicon substrate areas.

The investigational study of the electrical properties of capacitance-voltage (CV)
and current-voltage characteristics was performed on a stand with a probe station using
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Fig. 5. Current-voltage characteristics of the obtained dielectric sol-gel coatings (4measurements
each).

a Keithley 4200A-SCS 3 parametric analyzer (Fig. 5). Additionally, to determine the
capacitance of flat zones and the voltage of flat zones, we used formulas andmethods that
have been extensively presented and tested in the academic literature [6]. It is noteworthy
that the outcomes of flat zone capacitance and flat zone stress estimation derived from the
acquired graphs exhibit slight discrepancies when calculated using the arithmetic mean,
as compared to the formula-based calculations. This discrepancy may be attributed to
the use of an averaging approach based on a series of four measurements. The tabular
values of certain quantities and constants were used to calculate the main characteristics
of the resulting dielectric coatings (Table 1).

The dielectric constant of the SiO2 layer was calculated using the following formula:

ε = Cmaxd

ε0S
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Table 1. Values of the quantities used.

Calculated values Designation Value

Vacuum permittivity ε0 8,854 pF/m

Metal-semiconductor contact area S 0,72 · 10–9 m2

Permittivity Si εSi 11,7

Capacity SiO2 CSiO2 425,81 pF

where Cmax is the dielectric capacitance, ε is the effective dielectric constant of the
resulting coating, d is the thickness of the dielectric layer, S is the metal-semiconductor
contact area, ε0 is the dielectric constant of vacuum.

The main electrical characteristics of the resulting dielectric sol-gel coatings are
presented in Table 2.

Table 2. CV characteristics of the resulting sol-gel coatings.

Calculated values Designation Result

Ratio 2:1 Ratio 4:3

Dielectric capacity (maximum value according to CV
characteristics)

Cmax 19,59 pF 13,56 pF

Dielectric capacity (minimum value according to CV
characteristics)

Cmin 17,39 pF 10,45 pF

Dielectric thickness d 979 nm 729 nm

Dielectric constant of the coating ε 2,51 1,85

Shear stress of flat zones (calculated) Vfb −6 V −0,5 V

Shear stress of flat zones (from graph) Vfb-gpafik −9,6 V −6,0 V

The dielectric constant of the resulting coatings varies from 1.53 to 2.51, which
is good for organic-inorganic vitreous dielectrics up to 1 μm thick. An increase in
the MTES concentration leads to an increase in the dielectric constant of the resulting
coatings, which may be due to the formation of organic-inorganic compounds that have
a higher dielectric constant compared to the standard SiO2-based oxide. The results of
the study of capacitance-voltage characteristics show that the magnitude of the voltage
shift of flat zones is negative and at the maximum value is about minus 9.6 V, which
corresponds to a change in the effective charge density at the interface of 7.2 × 10–8 m2

and is a small and acceptable value for a given thickness of the dielectric layer. Using
the measured characteristics (Table 2), theoretical calculations of the magnitude of the
voltage shift of flat zones were made. For all samples, this value is less than that obtained
in the experiment and does not exceed 7 V, which is the optimal value for a dielectric
with a thickness of (0.7–1.0) microns.
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To determine the leakage currents, the current-voltage characteristics of the resulting
coatings were plotted (Fig. 6).

Fig. 6. Current-voltage characteristics of the obtained sol-gel coatings

The maximal values of currents for coatings derived from hybrid solutions based on
TEOS + MTES are one order of magnitude less than for TEOS-based coatings. In this
case, the increase in leakage current is clearly visible at U > 75 V (Fig. 6). The aver-age
values of leakage currents for the coatings under study are presented in Table 3.

Table 3. The obtained data on the leakage current value.

Ratio (MTES:TEOS) Curve number on the
graph (Fig. 5)

Average leakage
current at voltage +
5 V, nA

Average leakage
current at voltage +
50 V, nA

2:1 4 0,9 2,0

5:3 5 0,9 2,1

4:3 3 0,9 1,9

1:1 2 1,0 2,7

without MTES 1 6,0 20

The results of studying the current-voltage characteristic reveals that the TEOS-
based coating has is a significant leakage current, which is 20 nA at U = 50 V. For other
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samples, the leakage current is considerably lower, i.e., less than 1 nA for a voltage of
plus 5 V and less than 3 nA for a voltage plus 50 V.

4 Conclusion

The results of studying the surface roughness of the resulting coatings using a profilome-
ter show that the deposition of nanostructured sol-gel coatings can reduce the surface
roughness of aluminum metallization from 46.5 nm to 9.3 nm. A study of the metal-
lization profile height in the wafer area with a metallization width of 15 μm at intervals
of 15 μm indicates a smoothing of these areas with a height from 1 μm to a height of
0.4–0.5 μm.

The results of studying of three-dimensional AFM images of the surface of structural
elements show that the formation of a single-layer sol-gel coating makes it possible to
reduce the difference in metallization heights from 900 nm to 500 nm, and the formation
of a two-layer coating – 100 nm.

The dielectric constant of the resulting coatings varies from 1.53 to 2.51, which is a
good result for organic-inorganic glassy dielectrics up to 1 μm thick.

For all samples, this value is less than that obtained in the experiment and does not
exceed 7 V, which is the optimal value for a dielectric with a thickness of (0.7–1.0)
microns.

The results of studying the current-voltage characteristic show that in the TEOS-
based coating there is a large leakage current, which is 20 nA at U = 50 V. For other
samples, the leakage current is significantly less, i.e., less than 1 nA for a voltage of plus
5 V and less than 3 nA for voltage plus 50 V.
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Abstract. Band-to-band tunneling (BTBT) has attracted increasing attention as a
mechanism for tunnel field-effect transistors (TFETs), promising higher switching
speed than silicon (Si) metal-oxide-semiconductor field-effect transistors (MOS-
FETs). To investigate the BTBT mechanism in Si nanodevices, we fabricated and
characterized nanoscale tunnel (Esaki) diodes based on silicon-on-insulator (SOI)
substrates. Characteristics of Esaki diodes were observed in devices with large
widths, but not in the target nanoscale devices. This can be related to the short-
time rapid thermal annealing (RTA) process used in the fabrication of these diodes.
This study presents the technological challenges and competing processes that can
be tuned for fabrication of nanowire tunnel diodes in Si.

Keywords: tunnel (Esaki) diode · rapid thermal annealing (RTA) · band-to-band
tunneling (BTBT) · doping · silicon-on-insulator (SOI)

1 Introduction

Conventional switching devices, in particular metal-oxide-semiconductor field-effect
transistors (MOSFETs), have limited switching speed.This is due to the specific transport
mechanism used in suchMOSFETs, which involves thermally-activated carrier transport
in the same band (conduction band or valence band, depending on the type of transistor).
In recent decades, tunnel field-effect transistors (TFETs) have been proposed as an
alternative because they use interband or band-to-band tunneling (BTBT) as their main
mechanism [1–3]. Because of such design, thermally-activated carriers are eliminated
from contributing to the current, a condition which makes TFETs more attractive due to
their faster switching speed than MOSFETs in an ideal situation.

However, silicon (Si) TFETs suffer due to the indirect-bandgap nature of Si, which
makes the BTBT rates relatively low. For such indirect semiconductors, BTBT requires
phonon assistance, which subsequently limits the current level [4–7]. Previous studies by
our group have suggested that dopants present at the pn junction (in the depletion layer)
can affect the BTBT current in nanoscale (practically two-dimensional) Esaki diodes
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[8, 9]. Therefore, it can be expected that dopant-induced energy states can localize the
carrier wavefunctions and implicitly relax the BTBT conditions. However, an abrupt
tunnel junction with nanoscale depletion layer must be achieved first.

It is known that rapid thermal annealing (RTA) can be used for a number of modifi-
cations in the semiconductor device fabrication and material optimization. For instance,
RTA has been recently reported to be used to form homogeneousmetal alloys in different
phases [8]. RTA has also been reported as a technique to passivate interface traps and
other defects, such as in compound-semiconductor diodes [9]. In Si/SiO2 systems, low-
temperature hydrogen annealing or rapid thermal oxidation are also used to passivate
the interface traps [10]. However, for the purpose of maintaining an abrupt pn junction,
RTA can be applied for the high-temperature drive-in of dopants into Si nanodevices.

In this study, we focus on the fabrication and characterization of such nanoscale
tunnel diodes based on silicon-on-insulator (SOI) substrates using a short-time (few tens
of seconds) rapid thermal annealing (RTA) process for the drive-in of dopants during
the doping process. Tunnel-diode behavior is observed in large devices, but not in nano-
patterned devices, which were the main purpose of the nano-fabrication. This suggests
that the fabrication including short-time RTA drive-in process must be optimized.

2 Experimental Details

We fabricate lateral nanoscale tunnel (Esaki) diodes based on SOI substrates, as shown
in Fig. 1. The left panel shows a schematic top view of the p+ − n+ diode (central
area), while the right panel shows a 3D view of the device, also including the biasing
circuit. All fabrication processes are carried out in a cleanroom environment, based on
CMOS-compatible technologies, similarly to other previous reports [11, 12]. However,
in order to fabricate diodes with steep pn junctions at high doping concentrations, the
drive-in process of doping was performed at 1050 °C for approximately 20 s, carried
out using a RTA unit (MILA-5050 mini-lamp annealer from Advance Riko, Japan).
Temperature is gradually increased/decreased from/to 600 °C at a rate of usually 20 °C/s.
The concentrations of doping obtained for the n-type and p-type areas were: ND ≈ 2.2
× 1020 cm−3 and NA ≈ 2.0 × 1020 cm−3, which are, in principle, sufficiently high to
ensure that both sides are degenerately doped. It should be mentioned, however, that a
study of the effect of the RTA drive-in time is necessary to confirm the suitable balance
between the competitive effects of side diffusion of dopants (detrimental for an abrupt pn
junction) and diffusion of dopants in the entire depth (advantageous for a homogeneous
pn junction).

Device parameters were changed systematically, with the width of the SOI nanos-
tructure designed to be W = 100–7000 nm. The devices with designed width W =
7000 nm are patterned only before doping and nano-patterning is not carried out after-
wards. For other devices, nano-patterning was carried out after the doping; this is an
important factor in the operation of the devices, as will be discussed later.

Figure 2 shows two devices by the optical microscope and scanning electron micro-
scope (SEM) images. The left figure in Fig. 2(a) shows a micrograph of a 7000-nm-wide
device, and the SEM image of the device is shown on the right, focused on the central
area. Similarly, Fig. 2(b) shows a micrograph and SEM image of a device designed
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Fig. 1. Device structure for a SOI p+ − n+ diode (top view in the left panel and 3D view in the
right panel), together with its measurement circuit. The approximate thicknesses of the layers are
also indicated.

with a 100-nm-wide constriction. A codoped region (so-called overlap region), where
P-donors and B-acceptors are both doped, was designed to be 0–500 nm, in order to
increase the likelihood of the formation of the pn junction within the nanostructure. As
references, pin diodes were also fabricated with the i-layer designed to be 100–500 nm.
The analysis of these pin diodes is beyond the scope of this work and will be reported
elsewhere.

Fig. 2. (a) A device with a width of 7000 nm (without nano-patterning) shown by a microscope
image (left) and by an SEM image (right). (b) A device with a width designed to be 100 nm shown
by a microscope image (left) and by an SEM image (right).

From Fig. 2, the steps left in the thickness of the SOI layer can be used to identify
the edges of the doping masks. In general, control of the doping masks can be achieved
within a range of hundred-nm. The depth of doping inside the SOI layer is unknown,
but it is expected that doping concentrations are significantly higher at the corners of
the structures, where the doping sources surround the Si surface from multiple sides.
For the nano-patterned device (as seen in the right panel of Fig. 2(b)), weak line edge
roughness (LER) is observable, which may also influence the electrical characteristics.
However, this observed LER is still small and it is only affected by the electron-beam
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(EB) lithography conditions (not by the RTA conditions). In fact, the EB nano-patterning
is subsequent to both doping processes (first with P-donors and then with B-acceptors).

To confirm the electrical properties of such devices, current-voltage (Ip − Vp) mea-
surements were performed under low temperature conditions (≈ 8.3 K) in a vacuum
prober system, using a circuit as illustrated schematically in Fig. 1 (right).

3 Results and Discussion

Electrical characterization was performed by measuring Ip − Vp characteristics while
the n-lead and the substrate Si are grounded. The Ip − Vp characteristics are measured
in both reverse (Vp < 0 V) and forward (Vp > 0 V) regimes.

For devices with a width of 7000 nm, typical tunnel (Esaki) diode behavior is
observed, i.e., the current increases rapidly in both the forward and reverse directions
around Vp ≈ 0 V, and a negative differential conductance (NDC) peak is observed at Vp
≈ 100 mV, as shown for one example in Fig. 3.

This indicates that high-concentration doping was successfully achieved, even
though only 20-s drive-in was used for both P-doping and B-doping. According to our
rough estimations, considering the drive-in temperature and time, the diffusion length
for P-donors and B-acceptors is about 100 ± 50 nm, larger for P-donors because they
are exposed to twice the thermal budget (P-doping is done first, followed by B-doping).

The device shown in Fig. 3, although exhibiting the basic features of an Esaki diode,
also exhibits many current inflections in the low forward-bias regime. It can be expected
that phonon-assisted BTBT current inflections are mixed with other features, likely due
to the 2D quantization of the thin codoped SOI film.

For a clearer analysis, Fig. 4 shows a different device, with the same designed width
(W = 7000 nm) but a larger overlap area (500 nm instead of 200 nm for the device shown
in Fig. 2). The first-derivative curve is also shown along with the Ip − Vp characteristics
in forward-bias regime in the zoom-in panel.

The NDC peak can be observed more clearly, but also some current inflections are
more prominently noticeable. In particular, the first derivative has peaks around 20 and
60 mV of Vp, which are consistent with the values expected for TA (transverse acoustic)
and TO (transverse optical) phonons in Si. The clearer observation of such features for
this device suggests that the indirect-bandgap nature of Si is preserved, even though the
thickness of the SOI layer is below 20 nm. Therefore, the quantum-size effect is not
sufficiently activated to modify the indirect-bandgap nature of Si for this device.

From the examples shown above, it can be understood that high doping concentra-
tions are achieved in such lateral SOI diodes, at least for the case when nano-patterning is
not performed after doping. As explained above, higher doping concentration is expected
along the corners (edges) of the SOI layer.

For fabricating smaller devices – with the target being nanowire tunnel diodes – we
use a subsequent electron-beam lithography (EBL) technique to pattern the nanostruc-
tures to 100–3000 nm. By this process, the sides of the central regions are etched away
using a reactive ion etching (RIE) process, and current flows only through the core part
of the region that had an initial width of 7000 nm.
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Fig. 3. Low-temperature (T ≈ 8.3 K) Ip − Vp characteristics of a device with a co-doped region
designed to be 200 nm and a width designed to be 7000 nm, in reverse- and forward-bias regimes.
The device exhibits the features of Esaki diodes.

Interestingly, the vastmajority of the nanostructured devices do not exhibit the behav-
ior of tunnel (Esaki) diodes. Figure 5 illustrates two examples of the characteristics that
are obtained, with some not flowing any current in a wide range of bias, as shown in
Fig. 5(a), and with others showing a current increase only after a no-current region
at low biases, as shown in Fig. 5(b). We hypothesize that such a low yield is due to
shallow doping as a result of the short-time drive-in processes. Current pathways are
mainly formed at the edges of the large (non-patterned) area. These edges are removed
by nano-patterning, which leaves behind only the lower-doped core parts available for
transport. Another reason for such low yield can be related to the non-uniformity of
the dopant distribution (either of P-donors or B-acceptors) which can make the local
doping concentration much lower than designed. It is also possible that subsequent
thermal processing of the sample can affect the doping concentrations further (e.g., for
P-doping, one should take into account that B-doping is carried out later at the same
thermal-budget conditions, while for B-doping, a short thermal-oxidation process for
surface passivation may induce B-acceptor segregation into the oxide). Finally, strong
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Fig. 4. (a) Low-temperature (T ≈ 8.3 K) Ip − Vp characteristics of a device with a co-doped
region designed to be 500 nm and a width designed to be 7000 nm. (b) Forward-bias Ip − Vp and
dIp/dVp − Vp (first derivative) characteristics. Features that can be ascribed to TA (transverse
acoustic) and TO (transverse optical) phonon-assisted BTBT are marked.

compensation between P-donors and B-acceptors, especially in the overlap region, may
result in an effective doping concentration much lower than ND or NA taken separately
(i.e., in a much higher resistance). Such challenges require further study to clarify the
key processes to optimize for high-yield nanowire Esaki diode fabrication [13].

The findings obtained from this work imply that, in order to fabricate nanowire
Esaki diodes with full doping in such structures, the nano-patterning process should be
optimized in the future to ensure full and homogeneous doping of such structures.
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Fig. 5. (a)–(b) Low-temperature (T ≈ 8.3 K) Ip − Vp characteristics for two devices with nano-
patterned central regions (designed width W < 200 nm) containing an overlap region, exhibiting
no features resembling tunnel-diode features, but with different behavior: (a) practically no current
in a wide range of bias; (b) current starting to flow at higher bias, beyond a no-current low-bias
region.

4 Conclusions

Based on the measurements of devices with a width of 7000 nm (without nano-
patterning), it can be concluded that we have successfully fabricated tunnel (Esaki)
diodes. However, current flow was absent or limited in our target nanoscale devices.
A most likely reason is the removal of the highly-doped edges of the central region
by the nano-patterning process. This problem can be improved by doping after nano-
patterning, although further research will be needed for optimizing other processes, as
well, for fabrication of Si nanowire highly-doped tunnel diodes.
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Abstract. Number of transdermal patches is growing ever year. However, not
every drug is possible deliver through the skin effectively. This creates pressure
on searching a newmethod able to deliver drugs transdermal pathway. One of such
methods is treatment of the skin by device producing plasma affecting barrier func-
tion of the skin. In our study, permeability of sodium fluorescein through the most
upper part of the skin, stratum corneum was demonstrated. Permeability of stra-
tum corneum was enhanced by argon microplasma treatment or air microplasma
treatment. Lipid oxidation inside stratum corneum was proved by presence of
lipid peroxides using fluorescent dye LiperFluo by performing a frozen section
of the full thickness skin. FTIR measurement showed correlation between lipid
disordered structures in lipid matrix of stratum corneum and presence of lipid
peroxides.

Keywords: stratum corneum · microplasma · permeability

1 Introduction

Number of studies dedicated to transdermal delivery using plasma is increasing [1–4].
Permeability of several drugs through the skin has been already tested [5–8]. However,
the principle of this drug delivery method is not fully understood, yet. Molecules deliv-
ered into a body have to pass through the two main barriers of the skin. The first barrier
is stratum corneum, composed of dead corneocytes with lipid matrix in between them.
This lipid matrix creates the first layer of skin defense. The second layer of the defense
presents stratum granulosumwith its tight junctions. Previous research focused on study
of the second barrier defense showed that tight junctions are “opened” temporally for
approximately three hours [9, 10]. Previously was also shown that plasma can lead to
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disordered lipid structure in stratum corneum [11, 12] or their oxidation [13, 14]. In
this study, we will focus on stratum corneum and its permeability depending on treat-
ment method by argon or air microplasma. Presence of lipid peroxides will be shown
depending treatment method will be shown, too.

2 Experiment

2.1 Microplasma Treatment

Dielectric barrier discharge was generated by a thin-film electrode. Atmospheric argon
or air microplasma was maintained at frequency of 24 kHz (in the case of argon) and
35 kHz (in the case of air). A sinus-shape function of the voltage was set by a function
generator (Tektronix, AFG3102) and amplified by high voltage amplifier (Trek, model
5/80). Power delivered to dischargewas 2.5W. The flow of argon or air was set at 5 L/min
by a flow meter (Yamato). The skin treatment lasted for 5 min. The distance between
the electrode and the skin was 1 mm. Experimental set-up is shown in Fig. 1.

Fig. 1. Experimental set-up.

2.2 Penetration Study

Sample Preparation. The hairless Yucatan micropig’s skin was ordered from Charles
River Japan, Inc. (Yokohama, Japan). The skin samples were stored at −80 °C prior
the experiment. In the day of experiment, the fat layer was removed by knife before
cutting the skin into pieces of dimensions 2 cm× 2 cm. And then the skin samples were
placed in 60 °C distilled water for 1 min after 3 h of soaking of the cut pieces at 4 °C in
phosphate buffered saline (PBS). Finally, the epidermal layer was peeled off. Epidermis
was placed on filter paper inside a culture dish and soaked by 0.5% (w/v) of Trypsin in
5.3 mmol/L EDTA·4Na solution for 2 h. Stratum corneum was separated by washing
out in distilled water.
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Franz Diffusion Cell. Franz diffusion cells were used to investigate the permeability of
stratumcorneum.Stratumcorneumwas used as amembrane between the receptor and the
donor compartment. The diffusion area was equal to 1.65 cm2. The donor compartment
was filled with 1 ml of Sodium fluorescein solution dissolved in water at a concentration
of 0.15 mg/ml. The receptor compartment with a volume equal to 10 ml was filled with
PBS. The Franz cell was kept in a water bath at 37 °C with constant stirring.

2.3 ATR-FTIR Study

ATR-FTIR can tell us about the structures of lipids in stratum corneum. Lipids of the
stratum corneum were characterized by the bandwidth of the methylene symmetric
stretching vibration at 2,850 cm−1. The bandwidth of a vibration is connected to the
structural changes of the lipids. Usually, an increase in bandwidth means an increase in
the interaction between functional groups. The increased interaction can be connected
to disordering of lipid structure in stratum corneum. ATR-FTIR (Jasco FT/IR 6300 with
ATR PRO610P-S) with a diamond prism was used to observe the upper layer of stratum
corneum of full thickness pig skin with dimensions of 1 cm × 1 cm. Spectra were
recorded with a resolution of 4 cm−1 and by accumulating 150 scans.

2.4 Frozen Section

The full thickness of the skin samplewithout the fat layerwere cut down to smaller pieces
(approximately 2.5 cm × 2.5 cm). The skin was cut to pieces of 5 mm wide and frozen
in white tissue-coat at −80 °C for microscopic observation (skin sectioning). A frozen
section of 10µm thick were done by a microtome (NX70, Cryostar). Sectioned skin was
placed on microslide glass for microscopic observation. Frozen section was dried for 10
min, then 1 ml of LiperFluo (Dojindo) was applied on skin section for 1 h. After 1 h, dye
was washed in tap water and cover glass was mounted. Solution of distilled water and
glycerol (50:50) was used as a mounting medium. Slide was measured by Nanozoomer
S60, Hamamatsu Photonics. LipierFluo is fluorescent dye, selective for the detection of
lipid peroxides. The excitation and emission wavelengths of the oxidized Liperfluo are
524 nm and 535 nm, respectively.

3 Results

3.1 Penetration Study

Figure 2 shows amount of Sodium fluorescein permeated through stratum corneum after
24 h.

Control represents non-treated stratum corneum. After argon plasma treatment,
Sodium fluorescein permeation was increased by 48% in comparison to control stratum
corneum. Using air microplasma treatment increased permeation of Sodium fluorescein
by 117% in comparison to control stratum corneum. These results demonstrate that
plasma affects most probably stratum corneum lipids as it was demonstrated in Fig. 2.
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Fig. 2. Amount of permeated Sodium fluorescein through the non-treated (control), argon
microplasma treated (Ar MP) and air microplasma treated (air MP) stratum corneum.

3.2 ATR-FTIR Study

Weobserved changes in the symmetricmethylene stretching band in the stratumcorneum
after 5 min of treatment (Fig. 3 A, B). Symmetric CH2 stretching band is component
of several vibrational transitions. All these transitions were fitted by gaussian function.
Bandwidth of symmetric CH2 was after finding the best fit (Fig. 3A). Bandwidth of
non-treated sample (control) was 14.8 ± 0.3 cm−1 (Fig. 3B). After argon microplasma
treatment (Ar MP of Fig. 3B) of stratum corneum, the bandwidth increased to 15.6 ±
0.2 cm−1. When stratum corneum was treated by air microplasma (air MP of Fig. 3B),
the bandwidth increased to 16.0 ± 0.2 cm−1. Observation of increasing of bandwidth
after plasma treatment indicates increased disordering of stratum corneum lipids. This
disordering of lipid structure is more effective after air microplasma treatment that argon
microplasma treatment.

3.3 Frozen Section Study

Microplasma treatment of stratum corneum can lead to lipid peroxidation of lipid barrier
and creation of lipid peroxides. Fluorescent dye LiperFluo was used to detect presence
of lipid peroxides as a proof of lipid peroxidation. Figure 4 demonstrates presence of
lipid peroxides in stratum corneum. Non-treated skin sample (Fig. 4A) does not indicate
presence of any lipid peroxides. Argonmicroplasma treated skin sample (Fig. 4B) shows
presence of lipid peroxides in upper part of stratum corneum. Air microplasma treated
skin sample (Fig. 4C) display presence of lipid peroxides also in deeper layers when
compare to argon microplasma treated skin. These results demonstrate that lipid perox-
idation can be reason of higher permeability of stratum corneum after air microplasma
treated stratum corneum.
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Fig. 3. A:Example of the best fit of experimental FTIR-ATR spectrum (symmetricCH2 stretching
depicted as green and other transitions depicted as orange) of vibrational transitions. B: Bandwidth
of symmetric stretching band of CH2 of the non-treated (control), argon microplasma treated (Ar
MP) and air microplasma treated (air MP) stratum corneum.
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Fig. 4. Skin sections stained by LiperFluo. A: non-treated skin B: argonmicroplasma treated skin
C: air microplasma treated skin.

4 Conclusion

Permeability of Microplasma treatment of stratum corneum was investigated. Compar-
ison amount of Sodium fluorescein permeated through non-treated, argon microplasma
treated and airmicroplasma treated stratum corneum showed thatmicroplasma enhanced
stratum corneum permeability. Air microplasma increased stratum corneum pemeability
most effectively. ATR-FTIR confirmed lipid disordering after microplasma treatment of
stratum corneum with higher disordering in the case of air microplasma treatment. Skin
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sectioning of treated skin revealed presence of lipid peroxides. Lipid peroxides were
observed in deeper layer of stratum corneum in air microplasma treatment when com-
pare to argon microplasma treatment. This observation can be possible reason that air
microplasma treatment was more effective.
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Abstract. To address the problems with brain drug delivery we aim to deliver the
large molecular weight drug into the brain by opening intercellular junctions (e. g.
tight junction) of blood brain barrier (BBB) using cold atmospheric plasma (CAP).
The CAP produces reactive oxygen and nitrogen species (RONS) that include
hydroxyl (HO•), superoxide (O2

•−), peroxyl (ROO•), nitric oxide (NO•), ozone
(O3), hydrogen peroxide (H2O2), and singlet oxygen (1O2). In this study,BBBcell
model containing endothelial cells, pericytes and astrocytes was purchased from
pharmaco-cell company Ltd. (Japan) and cultured using DMEM medium on 24-
transwell plate. Upon confluency of the cells, fluorescein isothiocyanate dextran
(FD-4) drug was added, and plasma was applied to the culture. The plasma Jet
was prepared as follow (carrier gas: Argon, gas flow: 3 L/min, irradiation time:
60 s, irradiation distance: 20 mm, voltage: 2.2 k Pp., frequency: 10 kHz). After 1 h
incubation at 37 ºC with 5% CO2, trans-endothelial electrical resistance (TEER)
was measured. The TEER value was reduced in plasma-treated cells compared to
non-treated cells. It indicates that this plasma condition produced reactive species
(RONS) that are involved in breaking proteins of intercellular junction. Because
the lower the TEER value, the more permeability in the intercellular junction.
FD-4 drug was added to the apical part (insert) of trans-well plate, and after
plasma treatment with 1 h incubation, florescence intensity was measured from
the basal side. The higher florescence intensity was detected in plasma treated
cells compared to non-treated cells. This result may provide a valuable insight
into a new strategy for brain drug delivery.

Keywords: Blood-brain barrier · Plasma Jet · Permeability · Brain drug delivery
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1 Introduction

The blood-brain barrier (BBB) is a protective barrier in the brain that preventsmost drugs
from entering brain [1, 2]. This barrier is made up of tight junctions in the endothelial
cells of brain capillaries [3]. Its main job is to keep the brain’s internal environment
stable by controlling what goes in and out, preventing it from harmful agents [4].

TheBBB is composedof endothelial cells, pericyte, and astrocyte [5]. The continuous
layer of endothelial cells is held together by tight junctions, adherent junctions, and
gap junctions. Among these, tight junctions are the most important for maintaining the
barrier’s resistance and controlling the passage of drugs [6].

Recently, cold atmospheric plasma (CAP) has become popular in medical science. It
has various uses, such as treating wounds [7], drug delivery [8], sterilizing surfaces, and
even cancer therapy [9]. CAP generates reactive oxygen and nitrogen species (RONS)
like superoxide radical, proximities anion, and nitric oxide radical [10].

In our research, we want to use CAP-generated reactive species (RONS), especially
nitric oxide (NO) to disrupt the cell membrane and tight junctions of the BBB, as well
as other intercellular junctions like adherents junctions [11]. This will help drugs to pass
through the BBB and reach the brain more effectively. By leveraging CAP’s ability to
produce these reactive species, we aim to improve drug delivery to the brain and enhance
medical treatments.

2 Experiments

2.1 Cell Culture Conditions

In this study, BBB cell model containing endothelial cells, pericytes and astrocytes
was purchased from pharmaco-cell company Ltd. (Nagasaki, Japan, http://www.pharma
cocell.co.jp/, BBB kit (RBT-24H)) Japan) and cultured using DMEM medium on 24-
transwell plate at 37 ºC with 5% CO2. The BBB kit was prepared by co-cultivating
primary Wistar rat BCECs, brain pericytes, and astrocytes on trans-well membranes.
This kit was stored at −80 °C and have a one-month shelf life. To prepare the BBB
kit for use, it must be thawed and activated as per the protocol. The medium should
be thawed by immersing it in a 37 °C water bath and then promptly added to both the
brain-side and blood-side chambers. Subsequently, the BBB kit should be placed in an
incubator, with daily medium changes.

2.2 Trans-Endothelial Electrical Resistance (TEER) Measurement

For checking the growth, trans-endothelial electrical resistance-TEER (millicell ERS-2
voltohmmeter)) was measured everyday. Each of two electrodes of the EVOM voltam-
meter were placed on insert (top side) and well (bottom side) of the trans-wells. Along
with cell culture on the transwell plate, one transwell plate was filled with only medium.
The TEER value was calculated using the following formula:

TEER
(
� × cm2

)
= (Total R− Blank R) × 0.33.

http://www.pharmacocell.co.jp/
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Here, total R denotes the relative resistance value of each cell culture, blank R signifies
the resistance of the medium alone, and 0.33 cm2 is the growth area of the cells on insert.
When the TEER reaches 150 �-cm2, it indicates the confluency of the cells and strong
barrier of intercellular tight junction.

2.3 Florescence Intensity Measurement

Upon confluency of the cells, fluorescein isothiocyanate dextran (FD-4) drug was added
to the cells with the concentration of 3 µM. The molecular weight of this drug was
4.4 kDa. The drug was added to the insert (apical/top side) and florescence intensity was
measured from the top side.

2.4 Plasma Irradiation

When the TEER reached 150 �-cm2 or more and FD-4 drug was added to cells, the
cells were incubated at 37 ºC with 5% CO2. Then plasma was irradiated. For this,
plasma Jet was prepared with Argon (Ar) gas with the flow of 3 L/min. The voltage and
frequency were set as 2.2 kV peak-to-peak and 10 kHz respectively. The duration of
plasma irradiation was 60 s, and the irradiation distance between plasma discharge to
cell was 20 mm (Fig. 1).

Fig. 1. Plasma Jet application on cells.
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3 Results and Discussions

3.1 Permeability Assay

After plasma irradiation, the cells were incubated again for 60 min to allow the plasma
components (e.g., reactive oxygen and nitrogen species etc.) to interact with intercellular
tight junction. The TEER was measured again to check if the tight junction was broken.
The TEER value was reduced in plasma-treated cells compared to non-treated cells. It
indicates that this plasma condition produced reactive species (RONS) that are involved
in breaking proteins of intercellular junction. Because the lower the TEER value, the
more permeability in the intercellular junction (Fig. 1).

The experiment was run in 3 set of cells. First is the control cell where no drug was
applied. In second cells and third cells, only FD-4 drug was applied. Since drug was
added in top side of the trans-well plate, florescence intensity was measured from top
side. Therefore, these two cells show higher florescence compared to control.

After plasma irradiation, the higher florescence intensity was measured from the
bottom side of the plate. Since the plasma irradiation breaks the tight junction barrier,
the drug may pass from the insert (top) to the well (bottom). The higher florescence
intensity was detected in plasma treated cells compared to non-treated cells. The higher
florescence intensity indicates the higher amount of drug in basal sites of the plates
(Fig. 2).

Fig. 2. Florescence Intensity before plasma (left) and after plasma (right)

On the other hand, TEER was measured every day. On day 4 when it reached more
than 250 �-cm2, plasma was applied and incubated for 1 h. Then TEER was measured
again, and the TEER value was reduced in the plasma-treated cell compared to control
and FD-4 treated cells. The lower TEER value in the plasma-treated cell indicates more
permeability in the intercellular junction (Fig. 3).
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Fig. 3. TEER measurement before plasma (left and middle) and after plasma (right)

4 Conclusion

We aimed to deliver the drug through the tight junction of blood brain barrier (BBB).
To confirm it, we measured TEER and florescence intensity. The reduced TEER and
increased florescence intensity compared to control cell confirms successful drug deliv-
ery. This result may provide a valuable insight into a new strategy for brain drug
delivery.
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Abstract. Aging and maturation with oak contacts improves color stability and
gives smoothness, roundness and flavor to wine. These wines are preferred by
many consumers due to their complex sensory profile but it usually have a higher
price, traditional maturation being expensive. The tendency of consumers to focus
on innovative products with a complex, rich, interesting sensory profile, but at
reduced prices. On this line, this paper focuses on reducing maturation period and
costs using ultrasounds waves (35 kHz) and different French oak fragments (with
varying degrees of roasting) to improve wines sensory profile. Considering that
most studies focus on the influence of wood on the quality of red wines, white
wines obtained from the Sauvignon blanc variety (from Iasi-Romania) are used in
this study. The results highlight a significant impact on wine sensory profile in a
shorter time. A woody and spicy note was better expressed when oak chips were
used. Variables such as the shape of the oak fragment (granulated vs. chips), the
used dosage (1 vs. 2 gL−1) and the contact time (15 min. With ultrasounds vs.
10 and 20 days in traditional maturation) have a major effect on the quality of the
wines. The results contribute to the optimization of winemaking process.

Keywords: Optimization · Ultrasounds · Oak Fragments ·White Wines

1 Introduction

Contemporary winemaking has continuously evolved by embracing diverse techniques
and technologies aimed at enhancing wine quality [1]. The aging of wine represents
an extended temporal trajectory, occasionally contrasting with the exigencies of con-
sumers, consequently posing substantial financial burdens on wineries. Tomitigate these
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challenges, strategic interventions necessitate consideration to expedite vinification pro-
cesses while upholding the requisite standards of wine quality [2]. Wine aging in con-
tact with wood leads to assortments diversification by obtaining wines with a complex
sensory profile. Oak fragments are often used in winemaking for wine enrichment in
phenolic and aroma compounds. Concurrently, controlled oxidation and the alteration of
tannins and anthocyanins are recognized for enhancing the intensity, stability, and struc-
tural attributes of wines. Consequently, wines subjected to barrel aging are commonly
perceived to possess superior quality, consequently commanding higher market valua-
tions. Although maturing and aging in barrels involves a long time and high costs, oak
chips are an advantageous alternative. The oak species usually used forwine aging belong
to theQuercus genus, as follows:Quercus alba (American white oak),Quercus petraea,
andQuercus robur (French oak). The characteristics of the used chips (the species used,
origin, porosity, granularity, permeability, toasting degree) and contact time significantly
influence the quality of the final product. Several papers have studied the evolution of
oak-derived volatiles and organoleptic properties in wine, but few of them refer to white
wines [3–6]. The exploration of innovative techniques for wine aging presents the poten-
tial to reduce the customary aging duration, enabling expedited availability of wines in
the market. Further research endeavors are imperative to conclusively ascertain the via-
bility and efficacy of ultrasonic, electric field, and gamma irradiation applications as
substitutes for conventional wine aging processes [1]. Some studies have also explored
combinations with micro-oxygenation, trying to imitate maturation conditions akin to
traditional barrel aging [7–9].

Ultrasound represents an economical and environmentally sustainable technological
approach applicable across various domains within food technology. Despite the abun-
dance of research in this domain, the translation of findings to industrial-scale operations
has been limited, primarily due to the absence of standardized design protocols and scal-
able strategies [2]. Recently, the International Organization of Vine and Wine has offi-
cially allowed the application of ultrasound for expediting the extraction of compounds
from grapes in the pre-fermentationmaceration phase, following destemming and crush-
ing [10]. A critical consideration in advancing ultrasound technology is ensuring seam-
less translation from laboratory-scale experimentation to industrial application—a fun-
damental aspect within the realm of sonochemistry that has intrigued researchers for
a considerable duration. Sonication within the low-frequency range (20–100 kHz) has
exhibited advantageous impacts on a multitude of food products, particularly those that
are fermented. Numerous comprehensive studies have consistently demonstrated that
ultrasound exhibits the potential to enhance the polysaccharide composition of wine
while concurrently reducing the requisite aging period. In a broader context, ultrasound
showcases its efficacy in facilitating a spectrum of crucial chemical reactions pivotal
to the maturation and aging processes of fermented foods. These encompass oxida-
tion, esterification, and proteolysis. Furthermore, ultrasound significantly contributes to
elevating the overall quality of such food products by fostering favorable attributes con-
cerning texture, chromatic characteristics, flavor, and taste [2]. For instance, Mărgean &
Pădureanu [11] conducted an assessment of ultrasound treatment on must fermentation,
reporting a notable increase in phenolic compounds content. Likewise, Ruiz-Rodriguez
et al. [12] provided empirical evidence illustrating that ultrasound treatments facilitate
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the extraction of volatile compounds in wines. Additionally, Gracin et al. [13] proposed
the utilization of high-power ultrasound treatment and thermosonication for the inacti-
vation of Brettanomyces bruxellensis in red wines.Moreover, Xie et al. [14] documented
a significant augmentation in antioxidant activity within wines treated with ultrasound
in combination with reduced temperatures.

Phenolic compounds manifest a major role in wine sensory characteristics and aging
process. Non-enzymatic oxidative reactions play an essential role in inducing significant
sensory changes during the aging process. This involves the transfer of an electron (or
hydrogen atom) from the oxidized compound to oxygen or another acceptor. In the con-
text of bottled wines, reactions involving molecular oxygen proceed slowly and depend
on oxygen content and the catalyzers-substratum ratio. The cavitation phenomenon leads
to temperature increases, accompanied by a slight pH elevation, and the phenolic content
plays a substantial role in influencing oxidative potential. Ultrasound has the potential
to facilitate various reactions during aging, including both oxidative reactions (with or
without molecular oxygen) and reductive reactions. A key transformation during aging
is the gradual enhancement and stabilization of color, attributed to copigment antho-
cyanin complexes, the development of new pigments, and the progressive formation of
tannin–tannin and anthocyanin–tannin complexes [15].

On this line, this study examines the influence of oak aging and ultrasound treatment
on the sensory profile of Sauvignon blancwhitewines. Furthermore, the research focuses
on finding the optimal convergence of wood variety and aging methodologies in order to
produce a high-grade wine enriched with innovative sensory dimensions, all the while
preserving the distinctive primary and secondary aromas intrinsic to individual grape
varietals.

2 Materials and Methods

2.1 Materials

For this experiment, French granular oak fragments and French chips oak fragments
(Quercus robus and Quercus sessiflora), light toasted, fresh and medium toasted were
purchased from Lamothe-Abiet (Bordeaux, France). For the determination of pheno-
lic compounds, the following standards were used: epicatechin, catechin, syringic acid,
gallic acid, protocatechuic acid, procyanidin B1, procyanidin B2, procyanidin B3, pro-
cyanidin B4, esculetin, syringaldehyde, caftaric acid, caffeic acid, p-coumaric acid,
trans-resveratrol, cis-resveratrol (from Merck, Darmstadt, Germany).

2.2 Samples Production

Sauvignon blanc grapes from Iasi vineyard (Romania) were used. The grapes were
manually harvested (with 240 g/L total sugar) in autumn of 2021 and then processed.
A pre-fermentative maceration of the grape juice was applied (for 5 h). After the must
clarification, the sediment was removed and Saccharomyces cerevisiae yeasts were inoc-
ulated into the must (20 g/hL). Alcoholic fermentation was carried out at 14 °C. The
resulted wine was stabilized (sulphited) and divided in 38 aliquots (S0–S37), as follows:
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S0 – control sample, conventional aging; S25 – control sample, ultrasound treatment;
S1–S37 – work samples. All samples were obtained in triplicate. Variables such as oak
shapes (granular vs. chips), toasting degree (light vs. fresh vs. medium degree), dosage
(1 g/L vs. 2 g/L) and contact period (10 days vs. 20 days) were established. Oak frag-
ments presented different technological characteristics. For example, granular fresh oak
usually helps in decreasing vegetal nose; light variant gives roundness and sweetness;
medium granular oak improves complexity, length in themouth. On the other hand, fresh
oak chips gives structure to wine, medium chips gives vanilla, coconut and sweetness,
while medium toasted contribute to the intense caramel notes.

The ultrasound treatments were conducted employing a 35 kHz ultrasonic frequency
at a temperature of 20 °C. The analyzed samples displayed an ethanol level ranging
between 13.7% vol. Alc. And 14.1% vol. Alc., and a density varying from 0.9912 to
0.9921. The total acidity ranged from 7.65 to 8.10 g/L tartaric acid (in S0 and S9,
respectively), while volatile acidity ranged from 0.32 g/L acetic acid (S0) to 0.46 g/L
acetic acid.

2.3 Phenolic Compounds

The main phenolic compounds were identified using an HPLC system. The following
apparatus were used: 204 Sigma Centrifuge (Osterode am Harz, Germany); Analytical
Plus Balance (Mettler-Toledo, Switzerland); Ultrasonic bath Elma Transsonic 700/H
(Singen, Germany). The HPLC system used was an 1100 series Agilent Technologies
model (Darmstadt, Germany) consisting of a G1312A binary pump, an in-line G1379A
degasser, an G1329A autosampler, a G1316A column thermostat and an Agilent Ion
Trap Detector 1100 SL. The calibration curves were linear for all analytes in range of
0.1–50 ug/mL. The samples were analyzed in triplicates and the results represent de
arithmetic average of the obtained data.

2.4 Sensory Analysis

The sensory analysis session involved a panel of 30 experienced tasters, comprising 18
men and 12 women, with ages ranging from 25 to 65. Tasters evaluated each analyzed
descriptor on a scale of 1 to 10. A pre-established tasting sheet encompassing a total of
22 sensory attributes, including descriptors such as vegetal, hay, vanilla, sweet tobacco,
coconut, and coffee spices, was employed for the evaluation process [16–18].

2.5 Statistical Analysis

Data processing includingAnovawasmadewithXLSTATpackage for Excel (Luminevo,
Denver, USA). For the visual representation of phenolic and sensory profiles, the online
version of Heatmapper (http://www.heatmapper.ca, accessed on 23 November 2023,
Wishart Research Group, University of Alberta, Canada) was used (Table 1).

http://www.heatmapper.ca
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Table 1. Sample codification

Granular oak fragments Chips oak fragments

Sample T.D. Dosage (g/L) Time Sample T.D. Dosage (g/L) Time

S0 Control sample, conventional maturation

S1 L 1 10 days S4 L 1 10 days

S2 F S5 F

S3 M S6 M

S7 L 20 days S10 L 20 days

S8 F S11 F

S9 M S12 M

S13 L 2 10 days S16 L 2 10 days

S14 F S17 F

S15 M S18 M

S19 L 20 days S22 L 20 days

S20 F S23 F

S21 M S24 M

S25 Control sample, ultrasound treatments

S26 L 1 15 min S29 L 1 15 min

S27 F S30 F

S28 M S31 M

S32 L 2 S35 L 2

S33 F S36 F

S34 M S37 M

T.D.-Toasting degree; L-light; F-fresh; M-medium; min.-minutes

3 Results and Discussions

3.1 Phenolic Compounds

The results obtained for the determination of phenolic profile are presented in Table 2 and
Fig. 1. The samples presented different amounts of phenolic compounds, depending on
the applied treatment. In general, samples in which wood fragments were applied have
been characterized by higher values of the identified phenolic compounds. Comparative
values were obtained between the samples obtained by conventional aging and those
treated with ultrasound. Therefore, these procedures enable us to obtain similar results
in a shorter time and with minimum costs.
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As can be seen in Fig. 1, caftaric acid was predominant in all variants, but the
highest value was obtained in S27 (granular form, fresh, 1 g/L, ultrasounds, 15 min)
- 27.213 µg/mL. An important increase in gallic acid levels (the second predominant
phenolic compound) was registered in sample S20 - 4.294 µg/mL (granular form, fresh,
2 g/L, 20 days) compared to the others.

Caffeic acid was found in higher amounts in S12 (chips, medium roasted, 1 g/L,
20 days), S29 (chips, light roasted, 1 g/L, 15 min. Ultrasound), and S33 (granular, fresh,
2 g/L, 15 min. Ultrasound). We can also mention that ultrasounds enabled us to obtain
the same values again in a shorter time and with minimum costs.

According to Table 2, the higher amounts of syringaldehyde were identified in S17
- 1.429 27.213 µg/mL (granular form, fresh, 1 g/L, ultrasounds, 15 min.). The use of
ultrasound allowed the reduction of both the aging time and the amount of added wood
for syringicaldehyde.

Significant differences can be observed on phenolic compounds such as gallic acid
levels, procyanidin B1, esculetin, syringaldehyde and caftaric acid. The introduced vari-
ables did not have a significant impact on the other analysed phenolic compounds. French
oak are usually rich in those phenolic compounds. According to Glabasnia and Hofmann
[19] gallic acid and caffeic acid are found in higher amounts inQ. robur French oak com-
pared to Q. alba. Prida et al. [20] postulated that European oak is rich in syringldehyde.
Cadahía et al. [21] also reported high levels of gallic acid, esculetin and syringaldehyde
in French oak. In most cases, the granular form of the wood allowed the extraction of
larger amounts of phenolic compounds. Also, the fresh toasted products permitted a
better synthesis of the phenolic compounds. These results are in concordance with data
presented by Cerdán et al. [22].

The identified compounds manifest an important impact on sensory perception of
wine. According to Sterneder et al. [23], gallic acid, catechin and procyanidin B2 usually
give bitter taste and astringency in wines. Canas et al. [24] postulated that esculetin can
cause neutral or acidic taste in wine.
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Fig. 1. Heatmap on sensory characteristics of wines. S0 - control sample, conventional aging;
S1 - 1 g/L granular oak fragments, 10 days of maturation; S2 - 1 g/L granular oak fragments,
10 days of maturation; S3 - 1 g/L granular oak fragments, 10 days of maturation; S4 - 1 g/L chips
oak fragments, 10 days of maturation; S5 - 1 g/L chips oak fragments, 10 days of maturation;
S6 - 1 g/L chips oak fragments, 10 days of maturation; S7 - 1 g/L granular oak fragments,
20 days of maturation; S8 - 1 g/L granular oak fragments, 20 days of maturation; S9 - 1 g/L
granular oak fragments, 20 days of maturation; S10 - 1 g/L chips oak fragments, 20 days of
maturation; S11 - 1 g/L chips oak fragments, 20 days of maturation; S12 - 1 g/L chips oak
fragments, 20 days of maturation; S13 - 2 g/L granular oak fragments, 10 days of maturation; S14
- 2 g/L granular oak fragments, 10 days of maturation; S15 - 2 g/L granular oak fragments, 10 days
of maturation; S16 - 2 g/L chips oak fragments, 10 days of maturation; S17 - 2 g/L chips oak
fragments, 10 days of maturation; S18 - 2 g/L chips oak fragments, 10 days of maturation; S19 -
2 g/L granular oak fragments, 20 days of maturation; S20 - 2 g/L granular oak fragments, 20 days
of maturation; S21 - 2 g/L granular oak fragments, 20 days of maturation; S22 - 2 g/L chips oak
fragments, 20 days of maturation; S23 - 2 g/L chips oak fragments, 20 days of maturation; S24
- 2 g/L chips oak fragments, 20 days of maturation; S25 - control sample, ultrasound treatment;
S26 - 1 g/L granular oak fragments, ultrasound treatment, 15 min.; S27 - 1 g/L granular oak
fragments, ultrasound treatment, 15min.; S28 - 1 g/Lgranular oak fragments, ultrasound treatment,
15 min.; S29 - 1 g/L chips oak fragments, ultrasound treatment, 15 min.; S30 - 1 g/L chips oak
fragments, ultrasound treatment, 15 min.; S31 - 1 g/L chips oak fragments, ultrasound treatment,
15 min.; S32 - 2 g/L granular oak fragments, ultrasound treatment, 15 min.; S33 - 2 g/L granular
oak fragments, ultrasound treatment, 15 min.; S34 - 2 g/L granular oak fragments, ultrasound
treatment, 15 min.; S35 - 2 g/L chips oak fragments, ultrasound treatment; S36 - 2 g/L chips
oak fragments, ultrasound treatment; S37 - 2 g/L chips oak fragments, ultrasound treatment. 1-
epicatechin; 2-catechin; 3-syringic acid; 4-gallic acid; 5-protocatechuic acid; 6-procyanidin B1; 7-
procyanidinB2; 8-procyanidinB3; 9-procyanidinB4; 10-esculetin; 11-syringaldehide; 12-caftaric
acid; 13-caffeic acid; 14-p-coumaric acid; 15-trans-resveratrol; 16-cis-resveratrol.
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3.2 Sensory Analysis

The results showed an important influence of the oak fragment type on the sensory
profile (Figs. 2, 3 and 4). The heatmap from Fig. 5 highlights the intensity of sensory
descriptors in the analyzed samples. It can be observed that all samples were perceived
as having a good persistence and texture, but also a high acidity.

In general, wines aged with oak exhibited heightened sweet-taste intensity and gar-
nered elevated ratings concerning texture in comparison to control samples. A notable
divergence was observed, whereby the oak-aged wines displayed diminished levels of
acidity and astringency. This disparity may be ascribed to the mitigating effect of sweet-
ness on the perception of astringency. Concurrently, according to the results presented
by Yu et al. [25], tannins exhibited a progressive softening throughout the maturation
process, consequently leading to a gradual reduction in astringency.

The samples in which 1 g/L wood fragments (for 10 days) were administered in the
form of chips revealed a richer olfactory and taste profile compared to the samples in
which the granulated form was used, with more intense notes of exotic fruits, vanilla,
but also a persistent and better texture.

Increasing the contact time leads to the accentuation of the spicy sensation and vanilla
taste. From this category, S3 sample (granular, medium toasting, dosage - 1 g/L, 10 days
of maturation) was characterized by more intense spicy aromas, while S28 (granular,
medium toasting, dosage - 1 g/L, 15 min with ultrasounds) and S27 (granular, fresh
toasting, dosage - 1 g/L, 15 min with ultrasounds) by vanilla notes. According to Yu
et al. [25], the manifestation of vanilla notes in the wines is purportedly linked to an
augmented presence of 1-hexanol, a compound recognized for its association with a
vanilla olfactory perception. Additionally, compounds such as 3-hexen-1-ol and trans-
2-hexenyl-acetate are acknowledged for their contribution to the manifestation of vanilla
aroma in wines [25].

After 20 days of contact with wood fragments, vanilla, coconut and sweet tobacco
aromas were more intense in samples treated with granular forms. Variants in which
oak chips were used were defined by almond and coconut notes. According to Perreira
et al. [26], furans are responsible for the roasted almond notes in wines, while lactones
contribute to the coconut aroma.

Major differenceswere obtained between the control sample (without oak fragments)
and the oaked wines. The application of ultrasounds conducted to more intense spicy
and woody notes, but also a longer persistence. The utilization of oak fragments for
aging wine augmented its complexity, mitigated certain bitter and astringent attributes,
although at the expense of attenuated fruit aroma. Notably, wines aged with oak chips
exhibited a more prominent fruity aroma. The manifestation of fruity aroma in the wines
was more pronounced in those subjected to the aging process with oak fragments com-
pared to the control samples. As presented by Yu et al. [20], oak-chip-treated wines typi-
cally possess heightened concentrations of ethyl lactate and isopropyl acetate, imparting
an elegant fruity and creamy flavor profile.
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Fig. 2. Sensory profile of samples obtained with light toasting degree comparing to control sam-
ples. S1 - 1 g/L granular oak fragments, 10 days of maturation; S4 - 1 g/L chips oak fragments,
10 days of maturation; S7 - 1 g/L granular oak fragments, 20 days of maturation; S10 - 1 g/L chips
oak fragments, 20 days of maturation; S13 - 2 g/L granular oak fragments, 10 days of maturation;
S16 - 2 g/L chips oak fragments, 10 days ofmaturation; S19 - 2 g/L granular oak fragments, 20 days
of maturation; S22 - 2 g/L chips oak fragments, 20 days of maturation; S26 - 1 g/L granular oak
fragments, ultrasound treatment, 15 min.; S29 - 1 g/L chips oak fragments, ultrasound treatment,
15 min.; S32 - 2 g/L granular oak fragments, ultrasound treatment, 15 min.; S35 - 2 g/L chips oak
fragments, ultrasound treatment; S0 – control sample, conventional aging; S25 - control sample,
ultrasound treatment.
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Fig. 3. Sensory profile of samples obtained with fresh toasting degree comparing to control sam-
ples. S2 - 1 g/L granular oak fragments, 10 days of maturation; S5 - 1 g/L chips oak fragments,
10 days of maturation; S8 - 1 g/L granular oak fragments, 20 days of maturation; S11 - 1 g/L chips
oak fragments, 20 days of maturation; S14 - 2 g/L granular oak fragments, 10 days of maturation;
S17 - 2 g/L chips oak fragments, 10 days ofmaturation; S20 - 2 g/L granular oak fragments, 20 days
of maturation; S23 - 2 g/L chips oak fragments, 20 days of maturation; S27 - 1 g/L granular oak
fragments, ultrasound treatment, 15 min.; S30 - 1 g/L chips oak fragments, ultrasound treatment,
15 min.; S33 - 2 g/L granular oak fragments, ultrasound treatment, 15 min.; S36 - 2 g/L chips oak
fragments, ultrasound treatment; S0 – control sample, conventional aging; S25 - control sample,
ultrasound treatment.
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Fig. 4. Sensory profile of samples obtained with medium toasting degree comparing to control
samples. S3 - 1 g/L granular oak fragments, 10 days of maturation; S6 - 1 g/L chips oak fragments,
10 days of maturation; S9 - 1 g/L granular oak fragments, 20 days of maturation; S12 - 1 g/L chips
oak fragments, 20 days of maturation; S15 - 2 g/L granular oak fragments, 10 days of maturation;
S18 - 2 g/L chips oak fragments, 10 days ofmaturation; S21 - 2 g/L granular oak fragments, 20 days
of maturation; S24 - 2 g/L chips oak fragments, 20 days of maturation; S28 - 1 g/L granular oak
fragments, ultrasound treatment, 15 min.; S31 - 1 g/L chips oak fragments, ultrasound treatment,
15 min.; S34 - 2 g/L granular oak fragments, ultrasound treatment, 15 min.; S37 - 2 g/L chips oak
fragments, ultrasound treatment; S0 – control sample, conventional aging; S25 - control sample,
ultrasound treatment.
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Fig. 5. Heatmap on sensory characteristics of wines. S0 - control sample, conventional aging; S1
- 1 g/L granular oak fragments, 10 days of maturation; S2 - 1 g/L granular oak fragments, 10 days
of maturation; S3 - 1 g/L granular oak fragments, 10 days of maturation; S4 - 1 g/L chips oak
fragments, 10 days of maturation; S5 - 1 g/L chips oak fragments, 10 days of maturation; S6 -
1 g/L chips oak fragments, 10 days of maturation; S7 - 1 g/L granular oak fragments, 20 days of
maturation; S8 - 1 g/L granular oak fragments, 20 days of maturation; S9 - 1 g/L granular oak
fragments, 20 days of maturation; S10 - 1 g/L chips oak fragments, 20 days of maturation; S11
- 1 g/L chips oak fragments, 20 days of maturation; S12 - 1 g/L chips oak fragments, 20 days of
maturation; S13 - 2 g/L granular oak fragments, 10 days of maturation; S14 - 2 g/L granular oak
fragments, 10 days of maturation; S15 - 2 g/L granular oak fragments, 10 days of maturation; S16
- 2 g/L chips oak fragments, 10 days of maturation; S17 - 2 g/L chips oak fragments, 10 days
of maturation; S18 - 2 g/L chips oak fragments, 10 days of maturation; S19 - 2 g/L granular oak
fragments, 20 days of maturation; S20 - 2 g/L granular oak fragments, 20 days of maturation;
S21 - 2 g/L granular oak fragments, 20 days of maturation; S22 - 2 g/L chips oak fragments,
20 days of maturation; S23 - 2 g/L chips oak fragments, 20 days of maturation; S24 - 2 g/L
chips oak fragments, 20 days of maturation; S25 - control sample, ultrasound treatment; S26 -
1 g/L granular oak fragments, ultrasound treatment, 15 min.; S27 - 1 g/L granular oak fragments,
ultrasound treatment, 15 min.; S28 - 1 g/L granular oak fragments, ultrasound treatment, 15 min.;
S29 - 1 g/L chips oak fragments, ultrasound treatment, 15 min.; S30 - 1 g/L chips oak fragments,
ultrasound treatment, 15min.; S31 - 1 g/L chips oak fragments, ultrasound treatment, 15min.; S32
- 2 g/L granular oak fragments, ultrasound treatment, 15 min.; S33 - 2 g/L granular oak fragments,
ultrasound treatment, 15 min.; S34 - 2 g/L granular oak fragments, ultrasound treatment, 15 min.;
S35 - 2 g/L chips oak fragments, ultrasound treatment; S36 - 2 g/L chips oak fragments, ultrasound
treatment; S37 - 2 g/L chips oak fragments, ultrasound treatment.

4 Conclusions

Ageing wine in contact with wood is a complex process, which depends on numerous
variables. Oak aging and ultrasound treatment present a significant impact on wine
phenolic and sensory profile, in correlation with a shorter time of contact. The samples
obtained with oak chips were characterized by more intense fruity, but also woody
and spicy notes. The results are influenced by the type of the oak fragment, the used
dosage, and the contact time. Considering the tendency of consumers to turn to wines
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with a complex sensory profile, but at competitive prices, this paper contributes to the
optimization of winemaking process.
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Abstract. Many species of fruit are grown in Romania but their production is
limited to a certain period of the year. However, there is still no habit of the
population to consume fresh fruit, but a growing tendency of consumers to choose
food with a high nutritional value was observed. Fresh fruits can contribute to
a balanced diet and good development of metabolic processes, being valuable
sources of bioactive compounds, vitamins, and energy. Few studies were focused
on the nutritional potential of fruits cultivated in Romania and no paper refers
to the antioxidant capacity of fruits from Romania in correlation with melatonin
content. This work aims to promote the introduction of local fruits into the daily
diet, as functional foods. In this regard, 19 samples such as cherries, sour cherries,
blackberries, raspberries, strawberries, and table grapes were evaluated. On this
line, the antioxidant activity of the samples in relation to their melatonin content
and the presence of phenolic compounds were analyzed. In general, the highest
concentrations of melatonin were obtained in table grapes and cherries - Amar de
Maxut.Among the analyzed species, table grapes presented the highest antioxidant
activity, in accordance with their melatonin level.

Keywords: Melatonin · Phenolic Compounds · Antioxidant Activity · Bioactive
Compounds · Balanced-Diet

1 Introduction

Melatonin is an indoleamine, usually produced from tryptophan [1] but also from nore-
pinephrine, resulting from the conversion of serotonin. Its production is favoured by a
darker environment [2–4] and limited by hydroxyindole-O-methyltransferase activity
[5]. In plants, melatonin synthesis ensues from the conversion of tryptophan into sero-
tonin, a process that may unfold through diverse pathways. Nevertheless, noteworthy
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findings indicate a reversal in the sequence of steps governing serotonin biosynthe-
sis from tryptophan within plants. Contrary to the conventional enzymatic conversion
yielding 5-hydroxytryptophan, the initial product manifests as tryptamine, catalyzed
by tryptophan decarboxylase. Subsequently, this tryptamine is subjected to catalysis
by tryptamine 5-hydroxylase, ultimately yielding serotonin. Beyond its role in mela-
tonin and serotonin biosynthesis, tryptophan in plants serves as the precursor for other
phytohormones, such as indole-3-acetic acid and various auxins, including indole-3-
butyric and p-hydroxyphenylacetic acids. The synthesis of indole-3-acetic acid in plants
exhibits versatility through several l-tryptophan-dependent pathways involving interme-
diate products such as (a) indole-3-pyruvic acid and indole-3-acetaldehyde, (b) indole-
3-acetamide, or (c) indole-3-acetonitrile. Moreover, indole-3-acetic acid could derive
from tryptamine, catalyzed by tryptamine deaminase - a pathway directly intersecting
with serotonin and melatonin biosynthesis [6].

In the last few years, the mentioned indoleamine has been identified in many veg-
etable substrates, fruits andmicroorganisms.A correlation between yeasts andmelatonin
production has been reported [7–9]. Its concentration in food depends on many factors,
such as plant species, variety, maturation degree, soil characteristics and climate con-
ditions [10]. Melatonin was identified in high amounts in seeds and cereals, such as
soybean [11], rice [12, 13], barley [14], or wheat [15]. Also, important concentrations
can be found in many fruit species, including apples [16, 17], pears [18], peaches [19],
cherries [20], bananas [21], strawberries [22], and grapes [23]. Current studies suggest
that melatonin is implicated in the plant and fruit development processes and protects
against environmental stress from heavy metals, UV radiation, temperature variations,
and drought [10].

Beverages are important sources of essential nutrients and manifest a major contri-
bution not only to human health and nutrition but also to economic affairs, culture, and
social relations [24]. Beverages like fermented apple and orange juices, coffee, black
tea, wine [23–27], and beer [28, 29] were tested for melatonin. The occurrence of this
new bioactive compound in fermented drinks is usually low (pg/mL to ng/mL) [30], but
it presents important benefits for consumers health. Many authors reported its functional
roles being often linked to its antioxidant capacity by reducing oxidative stress [2, 30],
with positive effects on the regulation of circadian rhythm, reproduction [31, 32], and
cardiovascular function [33], with an important effect against cancer cells [8, 34, 35]
and with anti-aging properties [36], manifest neurodegenerative diseases protection [37,
38], helping in improving sleep quality [39–43], with an important anti-inflammatory
[29] and anti-depression effect [44], inhibitory action on thyroid growth and secretion
[45], positive effect on scoliosis [46], and with thermoregulatory properties [47].

As there is an increased interest in discovering natural sources of bioactive com-
pounds, existing studies do not provide sufficient information on the melatonin content
of fermented fruits and beverages. Considering the many positive actions of melatonin
on the health of consumers as well as the current trends towards functional foods, the
importance of the topic addressed is explained, as is the need to enrich drinks with bioac-
tive compounds. The study is interdisciplinary, representing a special interest in the field
of research. The nutritional potential of table grapes grown in Romania is little known.
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Most studies focus on wine varieties. No studies regarding the antioxidant capacity in
correlation to melatonin levels of fruits from Romanian cultivars were found.

2 Materials and Methods

The evaluation of table grapes quality is still a relatively underexplored area of research in
Romania, with the majority of existing studies focusing on grapevine varieties intended
for winemaking. No study was found on the antioxidant capacity of fruits grown in
Romania in relation to their melatonin content.

In order to fulfill the main purpose, a comprehensive series of determinations were
made. These determinations were centered on the quantification of melatonin content by
LC-MS. Additionally, the investigation encompassed the quantification of anthocyanin
levels using LC-MS and total anthocyanin, total polyphenols, and phenolic compounds
with reducing properties through spectrophotometric methods.

2.1 Reagents

For these experiments, standard solutions (e.g. melatonin, L-tryptophan, cyanidin-3-
glucoside, cyanidin,malvidin-3-glucoside, petunidin 3-glucoside, cyanidin 3-rutinoside,
delphinidin 3-glucoside, gallic acid – GAE, 2,2’-Diphenyl-1- picrylhydrazyl – DPPH),
and different reagents (Folin-Ciocâlteu reagent, acetonitrile, methanol, isopropanol,
acetone, formic acid, triethylamine) were purchased fromMerck (Darmstadt, Germany).

2.2 Sample Preparation

In order to fulfill the proposed purpose, 19 fruit samples were analyzed, as shown
in Table 1. The analyzed fruits were harvested at maturity for consumption by local
producers from the Iasi area, Romania (47°10′ north latitude, 27°35′ east longitude).

The samples were frozen until the analysis. A medium aliquot of each sample was
crushed with a pestle mortar. The work protocol involved organic solvent extraction of
melatonin (0.6 mL methanol and 0,05 mL internal standard solution was mixed with 1 g
of fruit), homogenization (10 min with a vortex, 15 min in a ultrasonic bath, at room
temperature), centrifugation (5 min, at 15000 rpm) and analysis.

2.3 Laboratory Analysis

The total polyphenolic content of the extracts was quantified using the D280 index.
Themeasurements weremade using a UV-VIS spectrometer Analytik Jena Specord 200,
and the absorbance was measured at 280 nm. Moreover, Folin-Ciocâlteu assay was used
for the evaluation of phenolic compounds with reducing properties. Measurements
were conducted using a UV-VIS spectrometer, at a wavelength of 750 nm. The determi-
nations were made in triplicate, the results representing the arithmetic mean of the three
determinations. The results were expressed in mg of gallic acid/100 g fruits.

The antioxidant capacity of the analyzed samples was evaluated using 1,1-
diphenyl-2-picryl hydrazyl (DPPH) assay, with absorbance measurements carried out
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Table 1. The analysed fruit samples

No. Variety Species

1. Stella Cherry

2. Boambe de Cotnari Cherry

3. Germersdorf Cherry

4. Amar de Maxut Cherry

5. Van Cherry

6. Botos,ani Sour cherry

7. Thornfree Blackberry

8. Elsanta Strawberry

9. Red Giant Rasberry

10. Muscat timpuriu de Bucures, ti Table grapes

11. Paula Table grapes

12. Coarnă neagră select,ionată Table grapes

13. Augusta Table grapes

14. Victoria Table grapes

15. Timpuriu de Pietroasa Table grapes

16. Gelu Table grapes

17. Muscat Hamburg Table grapes

18. Napoca Table grapes

19. Cardinal Table grapes

at 515 nm. A calibration curve was constructed using gallic acid, and the results
were reported as IC50 values. The determinations were made in triplicate, the results
representing the arithmetic mean of the three determinations.

Identification and quantification of melatonin and internal standard were per-
formed on a Transcend XT Ultimate 3000 UHPLC system (Thermo Scientific TM,
Waltham, Massachusetts, USA) equipped with quaternary pump RPG-3400RS (TX),
binary pump TM LPG-3400RS (LX), injection system PAL LX, thermostated column
compartment TCC-3000 RS and valve interface module (Tee). For detection, a TSQ
Access Max mass spectrometer was used. Sample cleanup was achieved on Cyclone
P – polymeric column (0,5 mm ID and 50 mm length). Elution of compounds was per-
formed on Agilent Poroshell C18 (4.6 mm ID, 100 mm length and 1.8 µm particle size).
In sample cleanup, water was used to retain the compounds on the column TX poly-
meric column (TA). Transfer was realized with water:methanol (30% (TA):70%(TD)
(v/v) mixture (in loop). TX column was cleaned with acetonitrile:isopropanol:acetone
(45%:45%:10% v/v/v) (TB) and then with 0.05% triethylamine in acetonitrile (TC). A
mobile phase with 0,1% formic acid in water (LA) and 0,1% formic acid in methanol
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(LB) was used for separation of melatonin and internal standard. Total chromatographic
time was 4.5 min and the elution program was established according to the Table 2:

Table 2. Elution program applied for the chromatographic system

Sec Flow-rate %TA %TB %TC %TD Tee Loop Flow-rate %LA %LB

60 1.5 100 == Out 0.2 80 20

30 0.7 100 == Out 0.1 80 20

60 2.5 100 T In 0.2 50 50

60 2.5 100 == Out 0.2 50 50

30 2.0 30 70 == In 0.2 80 20

30 1.5 100 == Out 0.2 80 20

In the mass spectrometry analysis, a Heated Electrospray Ionization source oper-
ated in positive mode was utilized for ionization, while a collision cell within Q2 was
employed for fragmenting and separating specific ions to enable accurate compound
identification. The ionization conditions included an ionization potential of 3 kV, an
ionization source temperature of 350 °C, a nebulization gas pressure of 35 psi, and an
auxiliary gas pressure of 10 psi. The capillary tube was maintained at a temperature of
350 °C, and the polarity was set to positive. The determinations were made in triplicate,
the results representing the arithmetic mean of the three determinations. The results were
expressed in ng melatonin/g of fruit (Fig. 1).

The anthocyanins have been quantified by Agilent Technologies 1100 HPLC Series
system (Agilent, Santa Clara, CA, USA) coupled with a mass spectrometer from Agi-
lent, model with Ion Trap 1100 SL (LC/MSD Ion Trap VL, Agilent, Santa Clara, CA,
USA). The results were expressed as µg/mL extract. The analytical procedure followed
was in accordance with the methodology detailed by Vlase et al. [48]. The analytes sub-
jected to separation and subsequent quantification included the following compounds: 1 -
delphinidin 3-glucoside, 2 - cyanidin 3-glucoside, 3 - petunidin 3-glucoside, and 4 - mal-
vidin 3-glucoside. The determinations were made in triplicate, the results representing
the arithmetic mean of the three determinations (Fig. 2).
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Fig. 1. Example of chromatogram: Evaluation of melatonin – Victoria grapes (internal standard
solution RT = 1.27 min. - upper part; melatonin RT = 2.38 min. - lower part).
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Fig. 2. Example of chromatogram – Cardinal table grapes (1 - delphinidin 3-glucoside; 2 -
cyanidin 3-glucoside; 3 - petunidin 3-glucoside; 4 - malvidin 3-glucoside)

3 Results and Discussions

The antioxidant activity of fruits is influenced by the presence and concentration of
various compounds, including melatonin, anthocyanins, total anthocyanin content, total
polyphenols, and phenol compounds with reduction properties. Fruits with higher levels
of these compounds generally exhibit stronger antioxidant activity, which is beneficial
for human health. It’s important to note that the combined effect of these compounds
contributes to the overall antioxidant capacity of fruits.

3.1 Melatonin Content

Table 3 shows the results from the analysis of melatonin content in the examined sam-
ples. Indigenous fruit serve as significant sources of melatonin, an important bioactive
compound. In general, the highest concentrations of melatonin were obtained for table
grapes (from 0.079 ± 0.01 ng/g to 1.148 ± 0.01 ng/g) and Amar de Maxut cherries
(0.302 ± 0.01 ng/g). In 2006, melatonin was initially detected in Vitis vinifera skin
grapes (Nebbiolo, Croatina, Sangiovese, Merlot, Marzemino, Cabernet Franc, Cabernet
Sauvignon, and Barbera) cultivated in Treviso, Italy, with levels ranging from 0.005 to
0.965 ng/g [49].Much higher concentrations ofmelatonin (ranging from9.3 to 17.5 ng/g)
were found in Malbec grapes from Argentina [50]. Significantly higher concentrations
of melatonin were observed in whole berries (ranging from 100 to 150 mg/g), depending
on the phenological stage, for Merlot cultivars grown in Canada [51]. However, only 1.2
and 1.5 ng/g of melatonin was observed in Sangiovese and Albana grapes, respectively
[52]. Nevertheless, in general, most studies report melatonin content in grapes to be in
the range of ng/g, which is consistent with the data obtained in this experiment.

Regarding strawberry samples, Stürtz et al. [53] reported values approximately ten
times lower for the Camarosa, Candoga, Festival, and Primoris varieties. Similarly,
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González-Goméz et al. [54] identified values ranging from 0.01 ng/g (Van) to 0.05 ng/g
(Pico Colorado). These discrepancies can be attributed primarily to variations related
to species, terroir, and the specific applied processing techniques. Samples displaying
high concentrations of melatonin typically exhibited correspondingly higher antioxidant
activity. Table grapes notably demonstrated the highest levels of antioxidant activity,
consistent with their melatonin content. In a study published by González-Goméz et al.
[54], melatonin values of up to 4.3 ng/mL were reported for cherries. The observed
differences can be ascribed to the fact that they utilized fresh fruit without previous
freezing. On this line, Arnao et al. [55] postulated that some variables such as the
plant variety, agronomic cultivation conditions, extraction protocols, and the techniques
employed for measurement purposes are influencing the melatonin concentrations in
plants.

Table 3. Melatonin determination

Variety Concentration (ng/g) Species

Stella nd Cherry

Boambe de Cotnari nd Cherry

Germersdorf 0.163 ± 0.03 Cherry

Amar de Maxut 0.302 ± 0.01 Cherry

Van 0.151 ± 0.02 Cherry

Botos,ani 0.109 ± 0.01 Sour cherry

Thornfree 0.268 ± 0.02 Blackberry

Elsanta 0.12 ± 0.03 Strawberry

Red Giant 0.095 ± 0.02 Rasberry

Muscat timpuriu de Bucures,ti 0.132 ± 0.02 Table grapes

Paula 0.626 ± 0.02 Table grapes

Coarnă neagră select,ionată 0.305 ± 0.01 Table grapes

Augusta 0.079 ± 0.01 Table grapes

Victoria 0.329 ± 0.03 Table grapes

Timpuriu de Pietroasa 1.148 ± 0.01 Table grapes

Gelu 0.084 ± 0.02 Table grapes

Muscat Hamburg 0.119 ± 0.03 Table grapes

Napoca 0.282 ± 0.01 Table grapes

Cardinal 0.207 ± 0.02 Table grapes

3.2 Phenolic Compound Content

Polyphenols are a large group of compounds found in plants that have antioxidant prop-
erties. Total polyphenols contribute to the overall antioxidant capacity of fruits. These
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compounds can scavenge free radicals and reduce oxidative damage. Anthocyanins are
a specific type of polyphenol, and their contribution to the total polyphenol content
enhances the overall antioxidant capacity [56].

Phenolic compounds with reduction properties refer to compounds that can donate
electrons to reduce oxidative stress. Many phenolic compounds in fruits possess reduc-
tion properties, allowing them to act as antioxidants. They can counteract the harmful
effects of free radicals by donating electrons [56].

According to Table 4, Coarnă neagră select,ionată (542.85 ± 0.00 mg GAE/100 g
fruit) and Timpuriu de Pietroasa (401.14 ± 0.00 mg GAE/100 g fruit) grapes, followed
by Elsanta (458.48± 0.0 mg GAE/100 g fruit) strawberries and Amar deMaxut (391.01
± 0.00 mg GAE/100 g fruit) cherries presented the highest values of total polyphenolic
content (D280).

Consistent with the total polyphenolic content, Timpuriu de Pietroasa grapes (292.87
± 0.00 mg GAE/100 g fruit) and Coarnă neagră select,ionată grapes (220.82 ± 0.02 mg
GAE/100 g fruit), followed by Elsanta strawberries, displayed the highest values for the
Folin-Ciocâlteu index (Table 5). Cherries such as Van (98.87 ± 0.01 mg GAE/100 g
fruit) and Stella (109.74 ± 0.01 mg GAE/100 g fruit) registered the lowest values for
total phenolic content with reducing properties. In line with these findings, Du et al.
[57] reported values ranging from 115.8 mg GAE/100 g in the Red Globe variety to
219.5 mg/100 g in Cabernet Sauvignon.

In general, the samples with higher concentration of melatonin were also charac-
terised by high content in phenolic compounds. This can be attributed to the protective
role of melatonin other antioxidants.

Table 4. Total polyphenolic content (D280 index)

Variety mg GAE/100 g fruit Species

Stella 387.03 ± 0.02 Cherry

Boambe de Cotnari 294.41 ± 0.03 Cherry

Germersdorf 260.01 ± 0.04 Cherry

Amar de Maxut 391.01 ± 0.01 Cherry

Van 250.30 ± 0.02 Cherry

Botos,ani 350.42 ± 0.01 Sour cherry

Thornfree 371.01 ± 0.02 Blackberry

Elsanta 458.48 ± 0.03 Strawberry

Red Giant 317.34 ± 0.04 Rasberry

Muscat timpuriu de Bucures, ti 276.32 ± 0.01 Table grapes

Paula 276.32 ± 0.04 Table grapes

Coarnă neagră select,ionată 542.85 ± 0.03 Table grapes

(continued)
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Table 4. (continued)

Variety mg GAE/100 g fruit Species

Augusta 230.90 ± 0.02 Table grapes

Victoria 271.03 ± 0.01 Table grapes

Timpuriu de Pietroasa 401.14 ± 0.01 Table grapes

Gelu 323.08 ± 0.03 Table grapes

Muscat de Hamburg 352.18 ± 0.02 Table grapes

Napoca 380.41 ± 0.01 Table grapes

Cardinal 369.83 ± 0.01 Table grapes

Table 5. Phenolic compounds with reducing properties (Folin-Ciocâteu assay)

Variety mg GAE/100 g fruit Species

Stella 109.74 ± 0.04 Cherry

Boambe de Cotnari 116.32 ± 0.03 Cherry

Germersdorf 110.85 ± 0.02 Cherry

Amar de Maxut 212.67 ± 0.01 Cherry

Van 98.87 ± 0.04 Cherry

Botos,ani 207.11 ± 0.02 Sour cherry

Thornfree 217.14 ± 0.03 Blackberry

Elsanta 232.68 ± 0.02 Strawberry

Red Giant 127.73 ± 0.03 Rasberry

Muscat timpuriu de Bucures,ti 146.03 ± 0.03 Table grapes

Paula 122.80 ± 0.01 Table grapes

Coarnă neagră select,ionată 220.82 ± 0.02 Table grapes

Augusta 140.38 ± 0.02 Table grapes

Victoria 145.97 ± 0.02 Table grapes

Timpuriu de Pietroasa 292.87 ± 0.04 Table grapes

Gelu 201.99 ± 0.01 Table grapes

Muscat de Hamburg 239.20 ± 0.02 Table grapes

Napoca 186.75 ± 0.03 Table grapes

Cardinal 238.04 ± 0.01 Table grapes

3.3 Anthocyanin Content

Anthocyanins are known for their strong antioxidant properties. They can neutralize
free radicals and help prevent oxidative stress in cells. The total anthocyanin content in a
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fruit is an indicator of the overall concentration of these antioxidant compounds. Higher
levels of total anthocyanins often correlate with increased antioxidant activity [58].

Table 6 illustrates the results obtained from the determination of total anthocyanin
content in the analyzed samples. Thornfree blackberries presented the highest total
anthocyanin content (69.51 ± 0.03 mg malvidin-3-glucoside/100 g fruit), followed by
Amar de Maxut cherries (51.85 ± 0.05 mg malvidin-3- glucoside/100 g fruit). Also,
the autochthonous varieties of table grapes were highlighted by high values of total
anthocyanins (from 3.22 ± 0.01 mg malvidin-3-glucoside/100 g of fruit to 47.77 ±
0.03 mg malvidin-3-glucoside/100 g fruit). Du et al. [57] reported comparable values
for this parameter, depending on the variability of the analyzed variety (5.0 mg cyanidin
3-glucosides/100 g in the Red Globe variety, 13.7 mg cyanidin 3-glucosides/100 g in
Muscat, 164, 2 mg cyanidin 3-glucosides/100 g in Cabernet Gernischt, 68.9 mg cyanidin
3-glucosides/100 g in Merlot, 17.4 mg cyanidin 3-glucosides/100 g in Cabernet Franc,
67.8 mg cyanidin 3-glucosides/100 g for Cabernet Sauvignon).

Table 6. Total anthocyanin content

Variety mg malvidin 3-glucoside/100 g of fruit Species

Stella 0.76 ± 0.04 Cherry

Boambe de Cotnari 1.70 ± 0.02 Cherry

Germersdorf 29.29 ± 0.04 Cherry

Amar de Maxut 51.85 ± 0.05 Cherry

Van 8.37 ± 0.04 Cherry

Botos,ani 25.07 ± 0.02 Sour cherry

Thornfree 69.51 ± 0.03 Blackberry

Elsanta 11.47 ± 0.04 Strawberry

Red Giant 9.29 ± 0.05 Rasberry

Muscat timpuriu de Bucures, ti 18.10 ± 0.03 Table grapes

Paula 3.22 ± 0.04 Table grapes

Coarnă neagră select,ionată 41.31 ± 0.02 Table grapes

Augusta 15.56 ± 0.03 Table grapes

Victoria 4.39 ± 0.02 Table grapes

Timpuriu de Pietroasa 47.77 ± 0.03 Table grapes

Gelu 15.96 ± 0.04 Table grapes

Muscat Hamburg 35.24 ± 0.01 Table grapes

Napoca 18.68 ± 0.02 Table grapes

Cardinal 47.75 ± 0.02 Table grapes

Table 7 shows the results of the identification and quantification of anthocyanins
in the studied samples. The compounds cyanidin 3-glucoside, cyanidin 3-rutinoside,
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delphinidin 3-glucoside, petunidin 3-glucoside, and malvidin 3-glucoside are observed.
Their presence varies depending on the species studied and the diversity of the variety.
Specifically, in Thornfree blackberries, high concentrations of cyanidin 3-glucosides
(170.9µg/mL)were identified. InAmar deMaxut andGermersdorf cherries, the predom-
inant compound is cyanidin 3-rutinoside (109.5 µg/mL and respectively, 57.2 µg/mL).
Timpuriu de Pietroasa grapes were characterized by an increased content of malvidin
3-glucosides (55µg/mL), and delphinidin 3-rutinoside (8.656µg/mL). The anthocyanin
profile of fruits exhibits variability and is influenced by the harvesting moment, being in
continuous changing and degradation during the processing methods and storage. Acy-
lated anthocyanins are usually reported as minor components in fruits [59]. These com-
pounds possess the potential to play a significant role in fruit authentication. According
to Avula et al. [59], malvidin and delphinidin aglycones represent the main anthocyanin
glycosides in the analysed fruits. For the red fruits, these groups serve as markers or
major components. The findings from Table 7 emphasize that cyanidin aglycone is the
main anthocyanin in the analysed samples. This reaffirms the profound impact of terroir
and varietal diversity, highlighting their potential to provide valuable insights into the
origins of the fruits.

Table 7. Identification and quantification of the main anthocyanins

Specie Variety Anthocyanin Concentrations (µg/mL)

Cherry Stella Cyanidin 3-glucoside 0.490 ± 0.04

Cyanidin 3-rutinoside 11.164 ± 0.01

Cherry Boambe de
Cotnari

Cyanidin 3-glucoside 0.372 ± 0.03

Cyanidin 3-rutinoside 6.837 ± 0.02

Cherry Germersdorf Cyanidin 3-glucoside 2.656 ± 0.03

Cyanidin 3-rutinoside 57.246 ± 0.02

Cherry Amar de Maxut Cyanidin 3-glucoside 3.482 ± 0.01

Cyanidin 3-rutinoside 109.509 ± 0.01

Cherry Van Cyanidin 3-glucoside 0.890 ± 0.01

Cyanidin 3-rutinoside 33.643 ± 0.03

Sour cherry Botos,ani Cyanidin 3-glucoside 1.351 ± 0.03

Cyanidin 3-rutinoside 15.660 ± 0.02

Blackberry Thornfree Cyanidin 3-glucoside 170.945 ± 0.02

Cyanidin 3-rutinoside 10.602 ± 0.02

Strawberry Elsanta Cyanidin 3-glucoside 0.921 ± 0.01

Rasberry Red Giant Cyanidin 3-glucoside 4.787 ± 0.03

(continued)
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Table 7. (continued)

Specie Variety Anthocyanin Concentrations (µg/mL)

Cyanidin 3-rutinoside 7.231 ± 0.02

Table grapes Coarnă neagră
select,ionată

Delphinidin 3-glucoside 2.401 ± 0.01

Cyanidin 3-glucoside 3.539 ± 0.03

Petunidin 3-glucoside 2.365 ± 0.03

Malvidin 3-glucoside 10.062 ± 0.01

Table grapes Timpuriu de
Pietroasa

Delphinidin 3-glucoside 8.656 ± 0.02

Cyanidin 3-glucoside 1.743 ± 0.01

Petunidin 3-glucoside 7.355 ± 0.02

Malvidin 3-glucoside 55.074 ± 0.02

Table grapes Muscat de
Hamburg

Delphinidin 3-glucoside 0.970 ± 0.03

Cyanidin 3-glucoside 2.308 ± 0.01

Petunidin 3-glucoside 1.440 ± 0.01

Malvidin 3-glucoside 8.409 ± 0.03

Table grapes Napoca Delphinidin 3-glucoside 0.912 ± 0.01

Cyanidin 3-glucoside 0.916 ± 0.02

Petunidin 3-glucoside 1.454 ± 0.01

Malvidin 3-glucoside 13.783 ± 0.03

Table grapes Cardinal Delphinidin 3-glucoside 0.433 ± 0.04

Cyanidin 3-glucoside 0.847 ± 0.02

Petunidin 3-glucoside 0.539 ± 0.02

Malvidin 3-glucoside 8.776 ± 0.01

3.4 Antioxidant Activity

In general, table grapes stand out with the highest antioxidant activity, consistent with
their level of melatonin (Table 8). Thus, the selected Timpuriu de Pietroasa (0.49± 0.00)
and Coarnă negră select,ionată (0.57 ± 0.00) varieties, but also the Germersdorf (0.51 ±
0.01) and Amar de Maxut cherries (0.67 ± 0.01) showed increased antioxidant activity.
It is thus promoted that indigenous fruit varieties are valuable sources of bioactive
compounds.

Melatonin serves to stimulate the activity of antioxidant enzymes, including peroxi-
dases, glutathione reductase, superoxide dismutase, and catalase. Concomitantly, it acts
as an inhibitor of prooxidative enzymes such as nitric oxide synthase, myeloperoxidase,
and eosinophil peroxidase. Melatonin undergoes enzymatic or nonenzymatic transfor-
mations, yielding biologically active metabolites such as 5-methoxytryptamine, cyclic
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Table 8. Antioxidant activity of the samples

Variety IC50 mg/mL Species

Stella 3.23 ± 0.03 Cherry

Boambe de Cotnari 2.13 ± 0.02 Cherry

Germersdorf 0.51 ± 0.02 Cherry

Amar de Maxut 0.67 ± 0.03 Cherry

Van 2.23 ± 0.02 Cherry

Botos,ani 2.25 ± 0.01 Sour cherry

Thornfree 1.32 ± 0.01 Blackberry

Elsanta 3.00 ± 0.03 Strawberry

Red Giant 0.72 ± 0.04 Rasberry

Muscat timpuriu de Bucures,ti 2.61 ± 0.02 Table grapes

Paula 3.92 ± 0.03 Table grapes

Coarnă neagră select,ionată 0.57 ± 0.02 Table grapes

Augusta 4.12 ± 0.01 Table grapes

Victoria 3.85 ± 0.01 Table grapes

Timpuriu de Pietroasa 0.49 ± 0.04 Table grapes

Gelu 3.40 ± 0.02 Table grapes

Muscat de Hamburg 1.80 ± 0.02 Table grapes

Napoca 3.21 ± 0.02 Table grapes

Cardinal 2.31 ± 0.01 Table grapes

3-hydroxymelatonin, N1-acetyl-N2-formyl-5-methoxykynuramine, and N1-acetyl-5-
methoxykynuramine. These metabolites, similar to melatonin, employ analogous mech-
anisms to confer protection against oxidative damage [6]. Melatonin has been reported
to influence enzymes involved in the browning reactions of fruits, such as polyphenol
oxidase. Inhibiting enzymatic browning can help preserve the quality and appearance of
fruits by preventing the breakdown of anthocyanins and polyphenols. Xu et al. [60] found
that the presence of high levels of melatonin increases the content of total anthocyanins
and phenolic compounds in fruits, corroborated to an increased antioxidant capacity,
which is in accordance to the results presented in this paper.

The samples analysed in this paper were collected at various times of the day. The
results published by Boccalandro et al. [61] support an antioxidant role of melatonin
and reveal its inherent fluctuations in fruits throughout the day, implying that its func-
tional significance is more pronounced during the nocturnal and early morning periods.
Consequently, products derived from fruits harvested during these specific times may
exhibit elevated nutraceutical properties. In recent years, considerable attention has been
directed towards the incorporation of plant foods characterized by elevated melatonin
levels as a dietary supplement. This approach aims to augment melatonin concentrations
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in human blood plasma, thereby enhancing its scavenging capabilities and antioxidant
activity [62]. This fact highlights a significant contribution of the presented results to the
enrichment of literature data, as well as to the promotion of Romanian fruits as important
nutritional sources.

4 Conclusions

Melatonin, anthocyanins and phenolic compounds play a significant role in defining the
antioxidant activity of the evaluated samples. Samples with higher values of melatonin
presented the highest values for total anthocyanins and total phenolic compounds. Mela-
tonin’s antioxidant properties contribute to the stability of anthocyanins and phenolic
compounds, helping maintain their concentration and biological activity in fruits. The
results obtained for themelatonin content are in concordancewith the antioxidant activity
of the analysed fruits. Between the analysed fruits, grapes are themost important sources
of bioactive compounds, presenting the highest values for most of the analysed indica-
tors. Even if the existing studies mainly focus on wine grapes of Vitis vinifera, Romanian
table grape varieties (especiallyCoarnă neagră select,ionată) are important sources of nat-
ural antioxidants. Given the numerous health benefits they offer to consumers, a more
comprehensive study on melatonin content in fruits is necessary.
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Abstract. The paper presents the results of research intomesoporous SiO2 matri-
ces inlaid with nanoparticles Cu° and CuO to establish the bactericidal activity
of powders of the SiO2:Cu° and SiO2:CuO composition against pseudomonas
aeruginosa ATCC 27853. The Brunauer–Emmett–Teller method established the
dependence of the specific surface of xerogels depending on the concentration
of copper oxide and reduced copper. The structure of the resulting xerogels was
studied by electron microscopy. It is shown that these xerogels can be used as
biologically active substances for applications in creating antimicrobial agents.
Reducing particle agglomerates to Cu° in SiO2 matrix can effectively affect the
stabilization of antibacterial properties in the system of the xerogel closed pores.

Keywords: Sol-gel · nanoparticle · copper ions · porosity · structure ·
bactericidal activity · antimicrobial properties

1 Introduction

Studies related to the development of new methods for synthesis of oxide functional
materials in ultrafine form, based on low-temperature colloid-chemical processes, have
recently becomewidespread, whichmake it possible to obtainmaterials of a given chem-
ical composition, aswell as dispersions of particle sizes andmorphology [1–3]. It is asso-
ciated with the promising use of mesoporous silica structures for drug delivery, removal
of contaminants and organic compounds, since catalytic reactions are accelerated [4].
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Metal nanoparticles have biological activity, including bacteriostatic and bactericidal
effects [5]. The study of the regularities of biological activity of nanodispersed metals
depending on the method of their production, shape, size and physicochemical proper-
ties is an urgent task.Copper nanoparticles are known to exhibit pronounced biological
activity, including bacteriostatic and bactericidal actions. There are some examples of
studying the bactericidal effect of iron and copper nanoparticles on E.coli, Staphylo-
coccus aureus [6]. The presence of reduced copper particles in the porous structure of
the SiO2:Cu° xerogel can exhibit bacteriostatic and bactericidal effects. The suppressive
ability to Pseudomonas aeruginosa and Staphylococcus aureus was studied to determine
the possibility of using the resulting materials.

2 Materials and Methods

2.1 Materials

All chemicals given below were purchased and used in the form of aerosil A-380
nanopowders (SiO2, 99.9%, the average size of primary particles from 5–15 nm, specific
surface area 50–380 m2/g, adsorption capacity from 100 to 340 g at 100 g of aerosil,
bulk density 35–150 g/l), Copper nitrate tri-hydrate (Cu(NO3)2×3H2O, 99,6%) and
Polyvinyl alcohol (-C2H4O)n. These chemicals were obtained from the Vekton Com-
pany in Russia. The Sol of SiO2 was made using distilled water. All compounds were
utilized without being purified further.

2.2 Synthesis Approach

The SiO2 powders were synthesized using the sol-gelmethod [7]. They contained copper
nitrate, copper oxide, and reduced copper in their structure. During their synthesis,
reagents of a chemical purity not lower than analytic grade (for copper nitrate and
aerosil marks A-380) and “ACS” (for bidistilled water and hydrogen) were used. The
first stage was accompanied by sol formation. Then a pure gel and a xerogel were
formed on its basis. Inlaid’s were introduced into the liquid sol in the form of water-
soluble salts of a given concentration (in our case, copper nitrate was used). The sol
gelation (pure and containing copper) was carried out in open plastic molds in air. The
formed gels was dried in a ventilated oven at T = 80 ºC. Dry xerogel preforms inlaid
with copper nitrate were subjected to successive heat treatment, first in air and then in a
hydrogen environment, in order to obtain composite materials of SiO2:Cuº composition
containing separately localized micro- and nanoparticles Cuº. After that, the powders
were subsequently grinded and sieved into fractions on a planetary mill “Pulvirisette 5”
and a vibrating sieve screen “Annalizette 3”, respectively.

Figure 1 shows the scheme of the technological stages of obtaining xerogel SiO2
matrices inlaid with reduced metal nanoparticles of copper ions.



142 M. F. S. H. AL-Kamali et al.

Fig. 1. Scheme of the technological stages of obtaining xerogel SiO2 matrices inlaid with Cuº.

3 Characterization

The specific surface area (Ssp) of microspheres was assessed using a specific surface
area and porosity analyzer “ASAP 2020MP” (Micromeritics, SAS) and low-temperature
nitrogen adsorption, according to theBrunauer–Emmett–Teller theory.Themeasurement
error was 3%.

The samples were degassed for 3 h before to the experiments. The average size of
aggregates was determined using the assumption that all particles are the same size and
shape:

Dav = 6

ρ × S
; (1)

where ρ - pycnometric density, kg/m3;
S - specific surface, m2/kg;
Dav - aggregate average diameter, m.

The Brunauer–Emmett–Teller (BET) (ABET) and Langmuir (AL) specific surface
areameasuring techniqueswere employed to determine the dimensional properties of the
resultant powders of diverse compositions. The single-point approach was also utilized
to determine adsorption and desorption pore volumes (Vsp ads and Vsp des). The Barrett-
Joyner-Halenda technique was used to compute the cumulative volumes of adsorption
and desorption (VBJH ads and VBJH des) of pores with sizes ranging from 1.7 to 300 nm.
The average pore diameter D of the mesopore group is defined as (D = 4V/A), where
(4V/A) is the volume to area ratio of the group walls. The Horvath-Cavaso technique
was used by VHK and DHK to calculate pore volume and diameter. The DFT (density
functional theory) model was utilized to determine the pore distribution structure in the
acquired samples.
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The morphology and structure of the obtained samples were investigated through a
JEOL JSM-2100 transmission electron microscope (JEOL, Japan) (point resolution 2.3,
line resolution 1.4, maximum accelerating voltage 200 kV, cathode acts as an electron
source LaB6, minimum beam diameter 20 nm, standard sample size in the plane of the
TEM holder 3 mm in diameter) [8].

Themorphology of thematerialswas investigated using an electron scanningmicro-
scope model S-4800 (Hitachi, Japan) using a 15 kV accelerating voltage and a resolution
of 1 nm [9].

To evaluate the bactericidal activity of powders of the composition SiO2:Cu° and
SiO2:CuO, tablets with an average thickness of 5 mm and an average diameter of 11 mm
were formed by the uniaxial pressing method [10]. Similarly-sized tablets made from
SiO2 powder without copper inclusions were tested as controls.

The sampleswere sterilized using airmethod at 180 °C for 60min.After sterilization,
control and experimental samples were placed in containers with 50ml of sterile distilled
water and washed on an ES-20 shaker-incubator (Biosan, Latvia) at 35 °C for 24 h with
orbital mixing 150 rpm.

Pseudomonas aeruginosa ATCC 27853 was used as a reference culture. A suspen-
sion containing 108 CFU/ml (0.5 McFarland units, densitometer control) was prepared
in the sterile isotonic sodium chloride solution.

Control and experimental samples (both intact and washed) were placed in test tubes
with 10 ml of sterile isotonic sodium chloride solution and inoculated with a bacterial
suspension in a volume of 10 µl. So, the calculated starting concentration of microbial
cellswas 105 cfu/mlAfter inoculation, the contents of the tubesweremixed by vortexing.
The tubes were incubated for 2 h at 35 °C. Then, 50 µl of their contents were transferred
to nutrient agar plates (HiMedia, India). Inoculation was performed using a spatula and
a spiral inoculator for uniform distribution of bacteria over the surface of the nutrient
medium. The cultures were incubated for 18 h at 35 °C. After that, the presence and
growth patternwere assessed, and the number of grown colonies was counted, the studies
were performed in triplicate.

4 Results and Discussion Synthesis

4.1 Surface Area Analyzer

The Brunauer–Emmett–Teller (BET) method determined the values of the specific sur-
face (Ssp), and performed the analysis of the average particle size (Dav) in the structure
of the obtained xerogels. The data are presented in Table 1, the resulting powders were
investigated for their possible use as antimicrobial agents with a high inhibitory ability
against pseudomonas aeruginosa and staphylococcus aureus. The presence of reduced
agglomerates of Cu° particles in the structure of SiO2:Cu° compounds can effectively
influence the stabilization of their antibacterial properties as a result of a decrease in the
mechanisms of their natural oxidation during localization in the system of the xerogel
closed pores.

The distribution of pores over effective radii shows that for pure aerosil and xerogel
(heat-treated at 800 °C) the pores are in a narrow range with a maximum in the region
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Table 1. Measurement values of the specific surface of nanopowders with compositions SiO2,
SiO2:CuO and SiO2:Cuº

Composition of
powder

Sample weight, mg Ssp, m2/g Dav, m2/g Notes

SiO2 (aerosil brand
A-380)

35.1 264 149 Method of
determination is
thermal desorption of
argon (GOST 23401 -
90)
The samples were
dried at 120 °C for 1 h

41.6 278

SiO2 annealed at (T =
800 ºC)

34.8 167 174

75.4 180

SiO2:CuO
(1:0.20)

51.5 150 149

49.7 148

SiO2:CuO
(1:0.30)

52.8 124 126

51.7 127

SiO2:CuO
(1:0.40)

54.7 119 119

54.8 118

SiO2:Cuº
(1:0.20)

47.4 155 156

41.6 156

SiO2:Cuº
(1:0.30)

50.1 152 151

52.2 149

SiO2:Cuº
(1:0.40)

55.2 129 124

50.6 119

of 27 and 55 nm, respectively (see Fig. 2a). In xerogels inlaid with copper ions, the
distribution of pores along the effective radii shows a transitional character in the range
from 5 to 40 nm, and their value slightly changes upwards with an increase in the
concentration of copper oxide. When copper oxide is reduced to Cuº, the maximum of
the pore distribution curve along the radii shifts downward with the expansion of the
pore radius range to 50 nm (see Fig. 2b, c).

Fig. 2. Pore size distribution for the samples of nanopowders under study.
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This is confirmed by the isotherms of nitrogen adsorption and desorption [11, 12],
indicating a shift in the capillary-condensation part of the isotherms towards lower
relative pressures (Fig. 3 for pure aerosil and xerogel heat-treated at 800 °C and Fig. 4 -
inlaid with copper ions).

Fig. 3. Isotherms of low-temperature nitrogen adsorption-desorption for the samples of nano-
powders under study

Fig. 4. Isotherms of low-temperature adsorption-desorption of nitrogen for the samples of
powders under study.



146 M. F. S. H. AL-Kamali et al.

4.2 Scanning Electron Microscopy

To study the nature of the interaction of inlaids with the surface of the SiO2 - framework
xerogel globules, three types of samples were prepared to analyze their surface mor-
phology by scanning electron microscopy (SEM): SiO2:Cu(NO3)2×3H2O; SiO2:CuO
and SiO2:Cu° (see Fig. 5).

Fig. 5. SEM images of the xerogel surface formed on the basis of aqueous dispersion of aerosil
A-380 and copper nitrate (Copper nitrate concentration in 79 ml of sol is 0.40 mol.%), a - drying
for 7 days at T = 80 ºC, The phase composition of the xerogel - SiO2:Cu ( NO3)2×3H2O, b -
annealing in air at T = 800 °C for 1 h, The phase composition of the xerogel is SiO2:CuO, c -
annealing in hydrogen at T = 800 °C for 1 h, The phase composition of the xerogel is SiO2:Cu0

A clearly expressed globular structure of xerogels and a high homogeneity of their
initial morphology are visible. Large globular aggregates that form the xerogel frame-
work are formed by aerosil primary particles which have a much smaller size (for A-380
is about 5–15 nm, according to available data). Due to the high degree of hydration, the
copper nitrate salt literally “clogs” the interglobular and interpore spaces of the xerogel
(see Fig. 5a). The formation of SiO2:CuO matrices based on such xerogels returns the
“relief” to the xerogel structure, which indicates the mutual chemical resistance of the
SiO2 and CuO phases (see Fig. 5b). The transformation of copper oxide Cu (II) into the
state of reduced metal “levels” the overall xerogel structure “(see Fig. 5c), micrograph
for a magnification scale of 0.2 µm” [13, 14].

In the general case, a fairly uniform pattern of distribution of inlaid substances over
the internal structure of the SiO2 -framework of the xerogel was observed both for copper
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oxide and for the reduced-to-metal form. It should be noted that no separate formation of
micro- and nanoparticles at the indicated resolutionwas foundwhile studying the surface
morphology of xerogels by SEM. However, the reduced copper probably forms a 2D
coating over the entire inner surface of the xerogel. The authors of [15] demonstrated
the possibility of controlling chemical bonds on the surface of noble metal nanoparticles
(for Ag°). It is entirely possible that this coating may have a structure formed from
agglomerates of nanometer-sizedmetal particles,whichwill be the aimof our subsequent
studies.

4.3 Transmission Electron Microscopy

The hypothesis about the formation of the “core-shell” system is confirmed by
transmission electron microscopy (TEM) data obtained for composite materials of
SiO2:Cu(NO3)3×H2O, SiO2:CuO and SiO2:Cuº composition (see Fig. 6). The final
functional (sensory) properties of such materials, which are manifested, for example,
for porous glasses containing silver nanoparticles are also of high interest [16].

Fig. 6. TEM image of the surface of xerogels formed on the basis of aqueous dispersion of aerosil
A-380, and copper nitrate by the sol-gel method (copper nitrate concentration is 0.15 mol.%);
drying for 7 days at T = 80 ºC. (a - SiO2:Cu(NO3)3×H2O, b - SiO2:CuO, c-SiO2:Cuº)

4.4 Bactericidal Activity

The results of determining the antimicrobial properties of control and experimental
samples are presented (see Fig. 7 and Table 2).

Control samples and samples containing copper oxide did not show antimicrobial
activity. The bactericidal effect of xerogels with the inclusion of copper nitrate was
concentration-dependent (maximum was for the samples with copper nitrate concen-
trations of 0.4 mol. and 0.5 mol. of the content of 1 mol of SiO2 in the final sol). The
antibacterial effect was partially eliminated in the samples washed for 24 h; its severity
also depended on the copper nitrate concentration in the samples.
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Fig. 7. Bactericidal activity of experimental and control samples against p. aeruginosa ATCC
27853; quantitative inoculation on solid media. Top row - intact samples, bottom row - samples
after 24-h washing in distilled water (Concentration: 1 - per 0.20 mol Cuº per 1 mol SiO2 in the
final sol; 2 - by 0.30 mol Cuº per 1 mol SiO2 in the final sol; 3 - by 0.40 mol Cuº per 1 mol SiO2
in the final sol; 4 - per 0.4 mol of CuO per 1 mol of SiO2 in the final sol; K - xerogel based on
aqueous dispersion of aerosil A-380 (control sample).

Table 2. Quantitative assessment of the bactericidal activity of xerogels against p. aeruginosa
ATCC 27853.

Xerogel
Composition

Bactericidal activity

intact samples washed samples

number of
colonies

calculated
concentration of
viable microbial
cells after incubation
with xerogel,
CFU/ml

number of
colonies

calculated
concentration of
viable microbial
cells after incubation
with xerogel,
CFU/ml

SiO2:Cuº
1:0.20

17 340 88 1760

SiO2:Cuº
1:0.30

0 0 53 1060

SiO2:Cuº
1:0.40

0 0 14 280

SiO2:CuO
1:0.40

>300 >6000 >300 >6000

SiO2 >300 >6000 >300 >6000
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5 Conclusion

In this way,

– By the method of measuring the specific surface area (Brunauer–Emmett–Teller), the
dimensional characteristics of the obtained micropowders of the compositions SiO2,
SiO2:CuO and SiO2:Cuº, pore volumes, the pore diameter was determined based on
the results of nitrogen adsorption and desorption. The pore diameter has a wide range
and ranges from 5 to 85 nm.

– The study of the surface of micropowders that underwent structuring heat treatment
by scanning electron microscopy made it possible to establish that copper oxide is
formed in the SiO2 matrix in the formof a separatemicrodisperse phase, “enveloping”
the surface of SiO2 globules. At high concentrations, reduced copper “coapsulates”
into individual spherical particles with a diameter of ~30–70 nm.

– Transmission electron microscopy (TEM) was used to study xerogels of SiO2:CuO
andSiO2:Cuº composition. Processing ofmicrographs for synthesizedmaterialsmade
it possible to determine the features of localization in the formed carrier matrix of
agglomerates of reduced Cuº sorbed on the surface of SiO2 globules.

– The study of the antibacterial activity of the resulting xerogels makes it possible
to propose them as biologically active substances to create antimicrobial agents.
The presence of reduced agglomerates of Cu° particles in the structure of SiO2:Cu°
compounds can effectively stabilize their antibacterial properties by reducing the
mechanisms of their natural oxidation when localized in the system of the xerogel
closed pores.
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Abstract. Soil health is a complex concept that includes the biological, physical,
chemical properties of soil on long term such as to ensure sustainable produc-
tivity with reduced impact on the environment. Detail analysis depends on the
targeted information and can be performed by a wide range of methods from sim-
ple observational status of the soil up to specifically measure some properties.
The acquired information is used to establish the present status of the soil for
predicting the behaviour in sustainable agricultural systems.

In this work we focused on studying the properties of soil (e.g., organic com-
pounds,mineral composition, trace elements) based on using two non-invasive fast
obtaining results methods: X-ray fluorescence spectroscopy (XRF) and Fourier
transform infrared spectroscopy (FTIR). Based on these analyses we were able to
monitor some properties of the soil at different horizons in the studied area, and
make recommendations for soil management such as to increase the sustainable
management of the soil.

Keywords: soil health · XRF · FTIR · heavy metals · molecular bonds

1 Introduction

Assessment of soil quality status helps in understanding soil fertility dynamics and
can therefore perform optimal management practices [1]. Soil quality status relies on
the chemical composition of soil organic matter and the elemental composition of
macro and micronutrients [2, 3]. In recent years, innovative techniques and technolo-
gies have emerged to assess soil health with unprecedented precision and efficiency
[4]. Among these, X-ray Fluorescence Spectroscopy (XRF) and Fourier Transformed
Infrared Spectroscopy (FTIR) have gained prominence as powerful analytical tools [5].
These advanced spectroscopic techniques have been revolutionising the assessment of
soil health, providing rapid and comprehensive insight into the chemical composition and
structural characteristics of soils, ultimately contributing to sustainable landmanagement
practices.

X-ray Fluorescence Spectroscopy is a non-destructive analytical technique used to
determine the elemental composition of soils [6]. It operates on the principle that when
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X-rays are directed onto a sample, they excite the electrons in the atoms of the sample
material. As these excited electrons return to their ground state, they emit X-ray pho-
tons with characteristic energies that correspond to specific elements. By measuring the
energy and intensity of these emitted X-rays, XRF can provide quantitative information
about the elemental composition of the soil sample [7]. This technique can detect Si,
Pb, Ca, S, Cl, Al, Fe, Cr, Ti, V, Mn, Ni, Zn, Br, and Cu in the analysed samples [8–11].
Several working conditions can be used for the detection of light elements (such as Si
and Al) or heavier elements (such as Pb) [12]. The limit of detection for most elements
is in the mg/kg order. A lower sensitivity was reported in lighter elements, such as those
with an atomic number lower than 12 [13].

Fourier Transformed Infrared Spectroscopy is another powerful tool in the realm of
soil health assessment [14]. Unlike XRF, FTIR focuses on the molecular composition
of soils. It relies on the principle that different chemical bonds in soil molecules absorb
infrared radiation at characteristic frequencies [15]. By analysing the absorption patterns
in the infrared spectrum, FTIR can identify and quantify various organic and inorganic
compounds present in the soil [16]. FTIR is particularly valuable for assessing soil
organic matter, which is a key determinant of soil health [17]. This information is used
to identify the functional groups present in the sample and the types of bonds that are
formed between atoms [18].

The applications of XRF and FTIR in soil health assessment are vast and impactful.
Here are some key benefits and applications:

• Precision Agriculture: XRF and FTIR enable precision agriculture by providing
real-time information about soil nutrient status. This allows farmers to adjust fer-
tilizer applications according to the specific needs of their fields, reducing costs and
minimizing nutrient runoff [19].

• Contaminant Detection: XRF can identify contaminants such as heavy metals, which
are often of concern in polluted soils. It helps in locating contamination sources and
planning remediation strategies [20].

• Carbon Sequestration: FTIR aids in understanding soil organic matter dynamics,
contributing to strategies for carbon sequestration and climate change mitigation
[21].

• Land Use Planning: Both techniques provide data on soil variability within a land-
scape, helping land managers make informed decisions about land use, conservation,
and restoration [22].

• Soil Health Monitoring: Continuous monitoring using XRF and FTIR can track
changes in soil health over time, providing valuable data for long-term land
management [23].

While XRF and FTIR offer substantial advantages in soil health assessment, they
are not without challenges:

• Cost and Accessibility: The instruments required for XRF and FTIR analysis can be
expensive, limiting access for smaller agricultural operations or resource-constrained
regions [24].

• Complex Data Interpretation: Analysing XRF and FTIR data requires expertise in
spectroscopy and chemistry, making data interpretation and calibration critical [4].
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• Sample Preparation: Proper sample preparation is essential for accurate results, which
can be time-consuming and labour-intensive [25].

• Depth Limitations: These techniques primarily analyse surface soil, which may not
capture the full profile of soil health [26].

Based on the above-mentioned facts we chosen, XRF and FTIR as techniques to pro-
vide a rapid, suitable and non-destructive alternative to classical soil analysis methods.
Namely, FTIR was used to identify the presence of molecular bonds in both organic and
inorganic soil horizons while portable XRF was employed to determine the elemental
content of major soils essential macro andmicroelements as well as traces contaminants,
when present. To resume, in recent years, there has been a growing interest in sustain-
able and alternative approaches to chemical synthesis and processes. Chemical protocols
have several disadvantages, including being time-consuming, costly due to the need to
use numerous reagents, and potentially hazardous to both human health and the environ-
ment. Consequently, the importance of the transition to alternative methods is stressed,
which should pursue and address the shortcomings of traditional protocols by promoting
efficiency, cost-effectiveness, human health safety and environmental sustainability.

2 Materials and Methods

2.1 Study Area

Fig. 1. Location of the research area
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The study was carried out at Adamachi Farm - Iasi University of Life Sciences
(47°15′N-27°30′E), located in Moldavian Plateau, northwest Romania, Europe (Fig. 1).

The climate belongs to the temperate continental climate zone, the annual aver-
age temperature is about 10 °C and the annual rainfall is about 518 mm (according
to the weather station from Iasi Institute for Agriculture and Environment). The grow-
ing conditions for Prunus domestica L. in 2022 (April–August) presented the follow-
ing average values: air temperature (19,1 °C), dew point (10,4 °C), solar irradiance
(208.8 W/m2), vapor pressure deficit (1.0 kPa) (Fig. 2), relative humidity (61,8%),
precipitation (50.1 mm), humidity at leaf surface (7 min) and Delta T (4.8 °C) (Fig. 3).

Fig. 2. Dates of the growth period (months)

Fig. 3. Dates of the growth period (months)

2.2 Soil Characterization

The study was conducted in a plum orchard (Prunus domestica L.), which was planted
in autumn 2014, on aric - cambic chernozem type soil, with loamy-clay texture, medium
to good fertility. The plum orchard fields were subdivided into three (3) sampling areas
with five (5) sampling points in each area.

Soil samples from different depths of 0–20 and 20–40 to 80–100 cm were collected
from Adamachi Farm – Iasi University of Life Sciences. The procedure consists of
three stages suggested for rapidly identifying the optimum quality status of the soil. Soil
description was made first by classic methods to determine the pH, organic carbon and
humus content, total nitrogen, phosphorus, and potassium (Table 1).
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Table 1. Soil analysis description.

Depth
(cm)

pH Organic C % Humus
content (%)

Nt (%) P (mg/kg) K (mg/kg)

0–20 6.9 ± 0.12a 2.81 ± 0.05a 4.9 ± 0.08a 0.245 ± 0a 94.2 ± 1.3a 403.1 ± 5.04a

20–40 6.3 ± 0.07b 1.67 ± 0.03b 2.90 ± 0.06b 0.145 ± 0b 52.1 ± 0.99b 325.6 ± 4.92b

40–60 6.4 ± 0.02b 0.76 ± 0.02c 1.80 ± 0.01c 0.09 ± 0c 10.1 ± 0.18c 145.8 ± 2.78d

60–80 6.4 ± 0.05b 0.65 ± 0.01c 1.07 ± 0.01d 0.054 ± 0d 3.15 ± 0.04d 108.5 ± 0.66e

80–100 6.5 ± 0.03b 0.30 ± 0d 0.52 ± 0.01e 0.026 ± 0e 1.91 ± 0.01d 178.8 ± 1.29c

Values associated with different letters are significantly different according to Tukey’s test at p <

0.05; * - WHO/FAO, 2022.

The identification and analysis of aliphatic, phenolic, aromatic, and carbonyl func-
tional groups present in infrared spectroscopy allows the differentiation of the chemical
composition of soil organic matter [27]. For these analyses, an Interspec 200-X FTIR
spectrometer was used. The soil samples were grinded before the measurements. For
XRF analysis, a portable XRF Vanta was employed. The XRF measurements helped
quantify the chemical elements presented in the samples, analysed as they were with
very good accuracy, with no prior preparation [28, 29]. The integration of FTIR and X-
ray spectroscopy techniques is a rapid and cost-effective method to predict soil quality
status.

2.3 Statistical Analysis

Statistical data was processed using the IBM SPSS v20 soft (IBM Corp, Armonk, NY,
USA) and results were presented as means ± standard errors.

2.4 Bivariate Correlation Analysis

Bivariate correlation coefficients demonstrate howmuch two variables are dependent on
each other. The impact of the other independent variables is not considered in the case
of the multiple linear regression model. It is marked by ρyxj at the population level and
by ryxj at the sample level, with values in the range [−1, 1].

If there is a perfect link between variables at [−1, 1], a direct link at ρ ∈ (0, 1),
a reverse link at ρ ∈ [−1, 0) and no link at all at ρ ∈ {0} then. When |ρ| ≥ 0.7, the
correlation between the variables is strong, for a smaller value |ρ| ∈ [0.4; 0.7) there is a
moderate link, and for |ρ| ∈ (0; 0.4) the link between variables is low.

3 Results and Discussions

Understanding soil nutrient composition and dynamics is essential for sustainable agri-
culture and environmental management. The study of soil properties and their relation-
ships is complex and interrelated. They play a key role in understanding soil health and
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fertility. Maintaining adequate levels of soil pH, organic matter and humus content is
essential for optimizing nutrient availability to plants, reducing nutrient leaching and
reducing risks associated with heavy metal contamination.

Among essential soil components, organic carbon (C) and total nitrogen (Nt) play
a key role in soil fertility, microbial activity and plant growth. A strong and direct
correlation was observed between the organic carbon, C, and total nitrogen, Nt. This
bivariate correlation is statistically significant as p = 0.002 ≤ significance threshold (α)
= 0.05 (Table 2).

Table 2. Correlations between organic C and Nt.

Organic C Nt

Organic C Pearson Correlation 1 0,986**

Sig. (2-tailed) 0,002

N 5 5

Nt Pearson Correlation 0,986** 1

Sig. (2-tailed) 0,002

N 5 5

** Correlation is significant at the 0.01 level (2-tailed).

There is a strong and direct correlation between organic C and P. This bivariate
correlation is statistically significant as p = 0.012 ≤ significance threshold (α) = 0.05
(Table 3).

Table 3. Correlations between organic C and P.

Organic C P

Organic C Pearson Correlation 1 0,953*

Sig. (2-tailed) 0,012

N 5 5

P Pearson Correlation 0,953* 1

Sig. (2-tailed) 0,012

N 5 5

* Correlation is significant at the 0.05 level (2-tailed).

From the table below (Table 4), a strong and direct correlation between organic C
and K is observed. This bivariate correlation is statistically significant as p = 0.024 ≤
significance threshold (α) = 0.05.

A strong and direct correlation between Nt and K was evidenced, as it can be seen
in the data presented below. This bivariate correlation is statistically significant as p =
0.006 ≤ significance threshold (α) = 0.05 (Table 5).
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Table 4. Correlations between organic C and K.

Organic C K

Organic C Pearson Correlation 1 0,926*

Sig. (2-tailed) 0,024

N 5 5

K Pearson Correlation 0,926* 1

Sig. (2-tailed) 0,024

N 5 5

* Correlation is significant at the 0.05 level (2-tailed).

Table 5. Correlations between Nt and K.

Nt K

Nt Pearson Correlation 1 0,972**

Sig. (2-tailed) 0,006

N 5 5

K Pearson Correlation 0,972** 1

Sig. (2-tailed) 0,006

N 5 5

** Correlation is significant at the 0.01 level (2-tailed).

A strong and direct correlation was observed between P and Nt. This bivariate
correlation is statistically significant as p = 0.009 ≤ significance threshold (α) = 0.05
(Table 6).

Table 6. Correlations between P and Nt.

Nt P

Nt Pearson Correlation 1 0,962**

Sig. (2-tailed) 0,009

N 5 5

P Pearson Correlation 0,962** 1

Sig. (2-tailed) 0,009

N 5 5

** Correlation is significant at the 0.01 level (2-tailed).

There is a strong and direct relationship between K and P. This bivariate correlation
is statistically significant as p = 0.039 ≤ significance threshold (α) = 0.05 (Table 7).
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Table 7. Correlations between K and P.

K P

K Pearson Correlation 1 0,898*

Sig. (2-tailed) 0,039

N 5 5

P Pearson Correlation 0,898* 1

Sig. (2-tailed) 0,039

N 5 5

* Correlation is significant at the 0.05 level (2-tailed).

A strong anddirect correlationwas observedbetween the threshold value (mg/kg) and
the lower guideline value (mg/kg), the threshold value (mg/kg) and the higher guideline
value (mg/kg), the higher guideline value (mg/kg) and the lower guideline value (mg/kg).
These bivariate correlations are statistically significant as p1 = 0.010, p2 = 0.009, p3 =
0.001 ≤ significance threshold (α) = 0.05 (Table 8).

Table 8. Correlations between Threshold value (mg/kg), Lower guideline value (mg/kg) and
Higher guideline value (mg/kg).

Threshold Lower Higher

Threshold value (mg/kg) Pearson Correlation 1 0,959* 0,962**

Sig. (2-tailed) 0,010 0,009

N 5 5 5

Lower guideline value (mg/kg) Pearson Correlation 0,959* 1 0,992**

Sig. (2-tailed) 0,010 0,001

N 5 5 5

Higher guideline value (mg/kg) Pearson Correlation 0,962** 0,992** 1

Sig. (2-tailed) 0,009 0,001

N 5 5 5

* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).

XRF analysis provided information related to the main chemical elements contained
in soils, as well as important data about the trace elements, such as heavy metals. Soil
contamination with such elements might present risks as pollutant metals ca be incorpo-
rated in the crops, reaching and endangering the people when they enter the food chain
(Table 9).

Understanding the origin of heavy metals in soil is a vital aspect of soil science
and environmental research. It is important to understand the sources and mechanisms
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Table 9. Correlations between chemical properties of soil.

Depth (cm) pH Organic C (%) Humus content
(%)

Nt (%) P (mg/kg) K (mg/kg)

0–20 0,852(*) 0,993(*) 0,673 0,878(*) 0,752 0,647

20–40 0,976(*) 0,516 0,989(*) 0,988(*) 0,958(*) 0,898(*)

40–60 0,772 0,755(*) 0,346 0,971(*) 0,212 0,764

60–80 0,876(*) 0,426 0,799(*) 0,958(*) 0,818(*) 0,997(*)

80–100 0,975(*) 0,758(*) 0,802(*) 0,442 0,564 0,883(*)

* Correlation is significant at the 0.05 level (2-tailed).

that lead to the accumulation of heavy metals in soil to effectively manage soil, control
pollution, and protect the environment. The origin of heavy metals in soil is a complex
interplay of geological, anthropogenic, agricultural, atmospheric, and biological factors.
Researchers are continuously working on developing strategies to reduce the adverse
effects of heavy metal contamination to safeguard the health of both ecosystems and
human populations.

Table 10 presents some of the results on Zn, Cu, Cd, Ni, Co and Pb. The data shows
that the upper soil horizon has relatively higher concentration of heavy metals, all within
the recommended legal limits.

The concentration and distribution of heavy metals in soil is a serious concern for
environmental health, soil quality and humanwell-being. The correlation of heavymetals
content was performed from 20 to 20 cm to 1m soil dept. For values<0.5 the correlation
isweak, between 0.5–0.7 the correlation ismediumand>0.7 the correlation is strong.All
correlations in the tables are positive. Those marked with (*) are significant correlations
(Table 11).

Soil organic matter (SOM) consists of microorganisms and non-decomposed plant
materials, and it influences almost all the properties of the soil. Intensive agriculture has
negative consequences on the SOM status. Diffuse reflectance FTIR of the analysed soils
under agricultural use indicated absorbance bands corresponding to the SOM content
such as amide (N-H) and alcohol (O-H), aliphatic (C-H), aromatic (C=C), amide (C=O),
and carboxyl (C-O). A clear quantification is hard to be done due to the overlapping of
these bands with mineral absorbances [30].

In the FTIR spectra we identified the following peaks: 995 cm−1 corresponding to
Si–O bond, 1350–1445 cm−1 from C–H, 1700 cm−1 due to C=O, and 3000–3600 cm−1

due to O–H and N–H. There are not major changes with depth regarding the presence
of these bonds, except that for higher depths there is a higher transmittance which
translates in a decreased concentration of organic material. In the same time, the broad
peak corresponding to O–H, N–H is the larger for the most upper layer of the soil,
indicating the presence of increased and more complex organic material near the surface
(Fig. 4).



160 M. Rusu et al.

Table 10. The influence of depth sampling on soil heavy metals concentrations.

Depth
(cm)

Zn (mg/kg) Cu
(mg/kg)

Cd
(mg/kg)

Ni
(mg/kg)

Co
(mg/kg)

Pb
(mg/kg)

Heavy
metals

0–20 111 ± 3.2a 218 ± 1.15a 0.8 ± 0.01a 53 ± 0.2a 13 ± 0.19a 20 ± 0.17a

20–40 88 ± 1.47b 157 ± 1.96b 0.4 ± 0b 38 ± 0.32b 10 ± 0.29b 19 ± 0.1b

40–60 55 ± 0.76c 98 ± 1.48c 0.1 ± 0c 31 ± 0.16c 8 ± 0.13c 15 ± 0.19c

60–80 56 ± 1.06c 82 ± 1.56d 0 ± 0e 30d ± 0.38c 5 ± 0.07d 14 ± 0.21d

80–100 39 ± 0.69d 52 ± 0.32e 0 ± 0d 27 ± 0.41d 1 ± 0.02e 10 ± 0.19e

Threshold
value
(mg/kg)

200 100 1 50 20 60

Lower
guideline
value
(mg/kg)

250 (e) 150 (e) 10(e) 100(e) 100(e) 200(e)

Higher
guideline
value
mg/kg

400 (e) 200 (e) 20(e) 150(e) 150(e) 750(t)

Values associated with different letters are significantly different according to Tukey’s test at p
< 0.05; * - WHO/FAO, 2022; The guideline values have been defined on the basis of ecological
risks (e) or health risks (t).

Table 11. The correlation on heavy metals in the soil.

Depths (cm) Zn (mg/kg) Cu
(mg/kg)

Cd
(mg/kg)

Ni
(mg/kg)

Co
(mg/kg)

Pb (mg/kg)

Heavy metals

0–20 0,102 0,785(*) 0,07 0,788(*) 0,231 0,998(*)

20–40 0,806(*) 0,426 0,897(*) 0,958(*) 0,818(*) 0,912(*)

40–60 0,822(*) 0,983(*) 0,505 0,812(*) 0,752 0,584

60–80 0,916(*) 0,516 0,761(*) 0,897(*) 0,902(*) 0,800(*)

80–100 0,832(*) 0,804(*) 0,044 0,191 0,422 0,192

* Correlation is significant at the 0.05 level (2-tailed).
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Fig. 4. FTIR spectra of soil samples as function of depth.

4 Conclusions

In this work we focused on diagnosing the soil health using non-invasive physico-
chemical methods. We found that based on XRF results we can detect trace amounts of
heavy metals in the soil from a orchard that could pose danger if passing into the food
chain. FTIR also gives important information related mostly to the organic compounds
in soil, and we found out that the differences are mostly near the surface probably due
to the higher consumption of organic matter here and/or increase due to the presence of
more organic sources.

Soil health status is crucial for a wide range of ecological, agricultural, and societal
reasons. It affects food production,water quality, climate changemitigation, biodiversity,
and the overall health of our planet. Recognizing and addressing soil health issues is
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essential for sustainable land management and the well-being of both ecosystems and
human societies.

X-ray fluorescence spectroscopy (XRF) and Fourier transform infrared spectroscopy
(FTIR) are valuable analytical techniques used in soil science by providing information
on soil composition and characteristics to assess soil health.

Healthy soils reduce the need for chemical fertilizers and pesticides, minimize
erosion, and contribute to carbon sequestration, helping combat climate change.
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Abstract. In medicine, the promising potential of plasma treatment requires the
measurement of possible risks and the prevention of cell damage by direct or
indirect application of plasma devices. This study aimed to investigate the impact
of plasma discharge generated from spiral wire microplasma on cell viability and
the delivery of fluorescein isothiocyanate-dextran 150 (FD-150). At discharge
voltages of 2, 3, 4 kVp-p, the growth and viability of the cell was investigated.
The influence of the optimized discharge at 3 kVp-p was further studied in three
different volumes (1, 2, 3 ml) of cell culture medium, as well as the delivery
of FD-150 with a molecular weight of 150 kDa into cells. The olfactory dark
basal cell (DBC1.2) from mouse nasal septum, similar to the nasal epithelium,
was used. Cell viability was evaluated using a cell counter and a hemocytometer,
while drug delivery was measured by the fluorescence intensity of a microplate
reader. The results revealed an increased cell number and viability for plasma-
irradiated samples comparedwith control samples at an incubation time of 30min,
whereas at 24 h incubation, the results were approximately the same. Similarly,
plasma discharge in 1, 2, and 3ml volumes of Dulbecco’sModified EagleMedium
(DMEM) revealed no cell damage by plasma but rather a 3%, 4%, and 5% increase
compared with control cells. The results observed for delivery of the drug sample
also indicate that the microplasma not only prevent epithelial cell damage, but
also increase drug absorption in cells.

Keywords: spiral wire microplasma · cell viability · drug absorption · Nasal
cell · DBC1.2

1 Introduction

Plasmamedicine is an emerging interdisciplinary field covering plasma physics, life sci-
ence, and clinical medicine [1]. These plasma devices use low-temperature atmospheric-
pressure plasmas to generate controlled doses of electrically and chemically reactive
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species that can react with biological targets [2–4]. The discharges generated from the
surfaces of the plasma devices, disperse energies that are transferred to the air-liquid
interface [5], and when in contact with the liquid, additional species are created within.
These additional species interact with the cells and tissue [6] in the culture medium.
It was recently demonstrated that plasma has anticancer, sterilizing, blood-coagulation,
tissue-regenerating, and anti-inflammatory effects [7–11]. As a new therapeutic option
in this field, microplasma treatment has also shown promising potential in the delivery
of low and high molecular weight drugs into cells and tissues [12]. The interactions of
the cell membrane with these reactive species and electric fields help in the delivery
of drugs to cells [13]. However, a reduction in cell viability has been reported in most
studies of epithelial cells [12, 14]. Improvement has been described for wound healing
in human S9 bronchial epithelial cells with plasma treatment at certain intensities by a
comprehensive study of the variations in cellular response [15].

In respiratory medicine and drug delivery, direct and future cell damage due to inter-
actions from plasma discharge should be prevented. Therefore, the use of microplasma
that is well tolerated by epithelial cells is important.

In this study, we designed a dielectric barrier discharge (DBD) microplasma by
winding a ground electrode over the dielectric barrier coating covering the high-voltage
electrode. The microplasma is a thin flexible electrode coiled into a spiral form. This
study contributes to the existing novel designs of DBD microplasma. We investigated
the effect of the discharge generated from the spiral wire microplasma on the viability
of olfactory dark basal cells (DBC1.2), and the delivery of fluorescein isothiocyanate-
dextran 150 (FD-150). These DBC1.2 cell lines are similar to cells of the nasal cavity
and express keratin [16]. The results of cell viability at three different discharge voltages
were observed. Furthermore, the viability of the DBC1.2 cell line as well as the delivery
of FD-150 into the cells cultured in three different volumes of Dulbecco’s Modified
Eagle Medium (DMEM) was also evaluated.

2 Experimental Method

2.1 Spiral Wire Microplasma Electrode Design

Figure 1a shows thewiremicroplasma electrode in a spiral form before plasma discharge
and in Fig. 1b during plasma discharge when activated under atmospheric conditions to
generate numerous streams of discharge that are transferred to the dielectric surface. The
geometry of the spiral wire microplasma electrode consists of a ground electrode and
a high-voltage (HV) electrode covered by a dielectric barrier coating. The high-voltage
electrode with a diameter of 1 mm is a copper wire, while the ground electrode is a
copper wire with a diameter of 0.4 mm. The design structure was such that the ground
electrode was coiled round the surface of the high-voltage dielectric coating to a length
of 20 cm. The discharge occurs only in this region when energized. At the top, 1 cm
dielectric coating was peeled off to allow for energy transfer to the electrode from a
power source. The winding distance from one turn to the next was approximately 4 mm
(Fig. 1).
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Fig. 1. (a) Spiral wire microplasma (b) Spiral wire microplasma discharge ignited in air

2.2 Electrical Characteristics Setup

Figure 2a shows the experimental setup for generating the plasma discharge. The peak-
to-peak sine waveforms was set by a function generator (Tektronix, AFG3102) and
amplified by a high-voltage amplifier (Trek, model 5/80) (Fig. 2). The discharge voltage
was measured using a high-voltage probe (Tektronix, P6105A) connected to an oscillo-
scope (Tektronix, TDS 2014B). The discharge current is measured by a Pearson current
monitor connected to the oscilloscope.

2.3 Cell Culture

TheDBC1.2 cell line used in this studywas purchased fromNibiohn JCRBcell bank. The
cells were thawed from -80 °C following the manufacturer’s culture protocol and seeded
into 25 cm2 culture flask [17] until confluency of approximately 95%under amicroscope.
The cells in 25 cm2 culture flask were maintained in 3 ml Dulbecco’s Modified Eagle
Medium (DMEM). The DMEMpowder (4.75 g) was dissolved in 500mL distilled water
and supplementedwith 5mLL-glutamine solution (FujifilmWakoPureChemical), 5mL
penicillin-streptomycin solution (FujifilmWako Pure Chemical), 8 mL of 10%NaHCO3
(Fujifilm Wako Pure Chemical), 25 mL fetal bovine serum (FBS, Serana), 200 µL
insulin solution, human recombinant (Fujifilm Wako Pure Chemical) [12]. The culture
environment was set to 37°C in 5% CO2 incubator (E-22, As One) until confluency.
The confluent flasks were washed twice with 2 ml phosphate buffer saline (PBS) and
detached with 0.5 ml trypsin (0.25 w/v% Trypsin–1 mmol/l EDTA·4Na solution with
Phenol Red). Once cells are detached from the plate, 3 ml of DMEM solution was
immediately added to neutralize the effect of trypsin and homogenously mixed with a
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Fig. 2. (a) Experimental setup for generating plasma discharge on the surface of the cell culture
medium. (b) Schematic of the oscilloscope voltage and current waveform at a discharge voltage
of 4 kV peak-peak sine wave.

pipette until a single cell suspensionwas observed, before splitting into the culture plates.
At 24 h after incubation, cells adhere to the culture plate and old DMEM is aspirated
and replaced with fresh DMEM. To sustain cell growth, DMEM was replaced every
2 days until a confluency of 75% or above was observed under a microscope. For three
sample replicates, cells were treated with wire microplasma for 2 min at an irradiation
distance of ~ 2–3 mm for a discharge voltage of 2, 3, 4 kVP-P at 5 kHz frequency. After
plasma irradiation, cells were immediately returned to a 37 °C, 5% CO2 incubator for
an appropriate time before cell counting with a countess automatic cell counter and
evaluation of FD-150 absorption into cells using TECAN microplate reader.

2.4 Cell Viability

The viability of cells was evaluated using a countess automatic cell counter. After all
experiments and incubation periods, cells were washed twice with 2 ml PBS. 500 µl
trypsin are further added and incubated for 3 min to detach the cells. Afterwards, 3 ml
DMEM was added to neutralize the effect of trypsin and homogenously mixed with
a pipette until a single cell suspension was approximately obtained. These cells were
stained with trypan blue dye. Upon dilution, 10 µl was transferred to a hemocytometer
with a cover slip and inserted into a countess automatic cell counter for total cell count,
live cell count, and dead cell count. The percentage cell viability was calculated by
dividing the number of live cells by the total number of cells and multiplied by 100.
Trypan blue from sigma life science has a molecular weight of 960.81 Da. It works on
the principle that healthy cells have a strong membrane to prevent the penetration of
trypan blue dye, whereas dead and weak cell membranes do not.
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2.5 Physiocochemical Measurement

The pH of DMEMwas tested before and after plasma irradiation using a pen-type water
quality tester. 3 ml DMEMwas added to the cell culture plate and irradiated with plasma
at discharge voltages of 2, 3, and 4 kVp-p. During pH measurements, the water quality
tester was held at 90° and submerged in DMEM, ensuring that air bubbles are avoided.

TECAN microplate reader was used to determine the absorption of FD-150 into the
cell, based on the amount of fluorescence intensitymeasured. For three sample replicates
and in each treatment well, FD-150 of 3 µl, 6 µl, 9 µl (15 mg/ml) was added to 1, 2,
and 3 ml volumes of DMEM and treated with plasma respectively. After treatment, cell
samples were incubated for 15 h to allow for proper absorption of the sample drug.
Afterwards, cells were washed with PBS, detached with trypsin, added fresh DMEM
and homogenously mix. 250 µl/well cell solutions were transferred to 96-well plates
(Violamo; F-bottom with lid) and inserted into the microplate reader for detection of
fluorescence in cells at excitation and emission wavelength of 485 nm and 535 nm.

The emission spectrum from the microplasma was measured using a spectrometer
(ASEQ instruments, LR1-B). The spectrometer was connected to a computer software
to visualize the line spectra when the microplasma electrode was energized under room
air at a frequency of 5 kHz and discharge voltages of 2, 3, and 4 kVp-p.

3 Results and Discussion

Prior to cell culture, the pH value of the DMEM culture medium was measured with
a water quality tester, and the same values of 6.86 was recorded in both control and
plasma-irradiated samples at a discharge voltages of 2, 3, and 4 kVp-p. The neutrality of
the pH result in both control and the discharge voltages showed that the plasma discharge
does not increase or decrease the acidity or alkalinity of the DMEM culture medium.

The impact of themicroplasmadischarge on cells based on percentages of viable cells
was investigated. The electrode distance to the surface of the DMEMmedium is approx-
imately 2–3 mm. Plasma discharge due to electrical breakdown of air in the gap between
high-voltage electrode and the surface of DMEM releases heat, UV light, electromag-
netic waves, reactive oxygen and nitrogen species (RONS), charged and uncharged
species into the DMEM culture medium, which further interact with the cell within [6].
The treatment time is 2 min at a frequency of 5 kHz. This interaction is experimentally
evaluated in Fig. 3 to measure cell survival at plasma discharge voltages of 2, 3, and
4 kVp-p. In Fig. 3, at approximately 75% confluency, the effect of plasma discharge on
the viability of cells after 30min and 24 h of incubation timewas evaluated using a count-
ess automatic cell counter. At 30 min of incubation, the percentage viability of control
cells (75%) and plasma-irradiated cells (81%, 92%, and 91%), calculated as the ratio of
live cells to total (live and dead) cell counts showed high viability in plasma-irradiated
samples. This increase indicates that cellular responses are induced by various reactive
species generated from the microplasma discharge. However, plasma irradiation at 3 kV
appears to have the highest positive impact. Further incubation of the same culture dishes
for an additional 24 h and evaluated for viability shows that the percentage viability of
control cells (92%) and plasma-irradiated cells (93%, 94% and 89%) remained almost
intact. The positive effect from discharge was sustained at 2 kVp-p and 3 kVp-p, while
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a decrease was observed at 4 kVp-p discharge voltage. This decrease is an indication of
negative impact on cell viability for a prolonged incubation, thereby inducing cellular
stress or damage leading to reduced cell survival.

74.5
80.75

91.5 90.7591.5 92.5 93.5
89

0
10
20
30
40
50
60
70
80
90

100

control 2 3 4

C
el

l V
ia

bi
lit

y 
(%

)

Discharge Voltages (kVp-p)

30 minutes incubation 24 hours incubation

Fig. 3. Measurement of cell viability at 30 min incubation after plasma irradiation at discharge
voltages of 2 kV, 3 kV, 4 kV and an additional 24 h incubation of the same cell samples.

Furthermore, cells were cultured in three different volumes (1, 2, 3 ml) of DMEM
and subjected to plasma discharge at a discharge voltage of 3 kVp-p to evaluate for
cell viability and drug absorption into cells. Figure 4 shows the result of cell viability
over DMEM volumes after plasma irradiation and incubation for 15 h. The cell count
indicates an increase in cell viability with plasma irradiation compared with control
samples. The cell cultured in 3 ml volume of DMEM showed the highest viability at
87.2%, followed by 2 ml of DMEM with viability of 86.2% and 1 ml of DMEM with
viability of 85.7%. These results indicate no cell damage caused by plasma discharge
and have a modest positive impact on cell survival over the long term when compared
with the control viability at 82.3%.

Figure 5 shows the results of drug absorption into cells. The sample drug used was
FD-150, with molecular weight of 150 kDa, purchased from Cosmo Bio Co., LTD
(TdB Labs). According to Ikeda et al. [18], molecular weight determines the amount
of molecules that are absorbed into the cells by plasma discharge. We investigated the
intracellular absorbance of FD-150 by fluorescence intensity from a microplate reader
with excitation and emission wavelengths of 485 nm and 535 nm in three replicate
samples. Figure 5 shows the result of FD-150 absorption in the cell. Where the negative
control is without FD-150 in 3 ml DMEM, the control has 9 µl FD-150 in 3 ml DMEM,
and the plasma treated samples has 3 µl, 6 µl, 9 µl (15 mg/ml) of FD-150 added to
1 ml, 2 ml, and 3 ml volumes of DMEM, respectively. After treatment, the absorption of
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FD-150 into the cellular membrane was observed to have higher fluorescence in plasma-
treated samples, as shown in Fig. 5. With 3 ml DMEM volume being the highest and
the least being the control. The increased absorption in plasma-treated samples could be
due to the distortion of the cell membrane, created by RONS and the physical activities
of the wire microplasma. The absorbance of FD-150 into cells is a dose-dependence
response, which also supports the increased viability of cells observed in 3 ml DMEM
volume in Fig. 4. The highest absorbance and cell viability was observed in 3 ml of
DMEM volume.
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Fig. 4. Measurement of cell viability in different volumes of DMEMculturemedium after plasma
discharge and incubation at 37 °C and 5% CO2 for 15 h.

To confirm the result of FD-150 absorption in cells, emission spectra of differ-
ent plasma conditions were observed. Figure 6 shows the emission spectra of air
microplasma at discharge voltages of 2, 3, and 4 kVp-p. At each discharge voltage,
the emitted light was distributed across various intensities and wavelengths, showing the
excited states of atoms and molecules in the plasma. At 2 kVp-p, the distributed lines
showed a small intensity of the excited state of the plasma. At a higher energy input of
3 kVp-p, there was an increase in the intensity of the spectra lines, indicating an increase
in the excited state of the plasma. For more energy input of 4 kV, there is a more pro-
nounced excitation. These results show that increasing the voltages is an indication of
the energy dynamics in plasma discharge. As discharge voltages increase, collision and
excitation of atoms and molecules also increased.
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Fig. 5. Measurement of fluorescence intensity from a microplate reader for FD-150 drug samples
absorbed into the intracellular membrane after plasma discharge at 3 kVp-p, 5 kHz, 2 min, and
incubated for 15 h.

It was further observed that the intensity of the spectra lines increasedwith increasing
voltage, but the wavelength remained constant. While the increased intensities indicate a
more energetic collisions and excitation of the plasma particles, the constant wavelength
indicates that the microplasma generates a consistent and similar excited species at all
discharge voltages. Similarly, N2 second positive band with peak positions of 296; 315;
337; 358; 376; 381; 400 nm and N2 first negative band with peak positions of 391;
428 nm were identified [19, 20] from the emission spectra.

4 Conclusions

A new DBD microplasma electrode is designed and tested on the DBC1.2 cell line to
observe the impact of plasma discharge on the cell viability as well as the absorption
of FD-150 into the cell. Prior to plasma discharge on cell, the pH of culture medium
was evaluated before and after plasma irradiation, and results showed no changes in
the pH of medium both immediately after 24 h of incubation. Furthermore, cells were
irradiated with plasma at discharge voltages of 2, 3, 4 kVp-p and incubated for 30 min
and 24 h. Upon comparison with control samples, no cell damage was observed in the
viability of plasma-irradiated samples. An increased viability is observed in 2 kVp-p
but a more positive increase and continuous long-term effect on cell was observed at
discharge voltage of 3 kVp-p, whereas 4 kVp-p discharge voltage expresses a potential
negative impact over time.
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Fig. 6. The combined emission spectra of spiral wire microplasma energized in room air at
discharge voltages of 2 kV, 3 kV, and 4 kV and frequency of 5 kHz.

In addition, the plasma discharge at 3 kVp-p was studied on the viability of cells
cultured in three different volumes (1, 2, 3 ml) of DMEM, as well as the absorption
of FD-150 with molecular weight of 150 kDa into the cells. The highest viability of
cells and delivery of FD-150 was observed at 3 ml DMEM. This result indicates a
dose-dependence response to plasma discharge.

The emission spectra of plasma condition at 2, 3, 4 kVp-p was further evaluated to
identify the intensities of excited species generated by the air microplasma. The results
showed that while the intensities of the emitted spectra lines increased with increasing
discharge voltages, the wavelength was the same for all excited species generated by the
discharge parameters.

Further studies are required to observe the molecular and cellular mechanisms trig-
gering these observed viabilities. This will provide insight into the specific pathways
influenced by plasma discharges.
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Abstract. When a localized surface plasmon resonance (LSPR) sensor is fabri-
cated on a surface acoustic wave (SAW) propagating surface, transportation of a
droplet by the SAW and measurement of it by the LSPR are possible. It is impor-
tant to know the effect of a SAW on the LSPR sensor. Especially, it is necessary to
clarify the effect of acoustic streaming caused by the SAW in a liquid on the LSPR
sensor. In this paper, two sample liquids, distilled or ultrapure waters, are placed
on the SAWdevice, and the LSPR sensor response is monitored during SAW exci-
tation.Whereas the LSPR sensor responses are stable for ultrapure water, those for
distilled water are variable. Comparison with the calculation results reveals that
the reason for this is the cavitation effect caused by acoustic streaming. Moreover,
to avoid the cavitation effect, it is found that the applied voltage to the interdigital
transducer for exciting SAW must be less than 20 V.

Keywords: Surface acoustic wave · localized surface plasmon resonance ·
acoustic streaming · bubble · cavitation

1 Introduction

Currently, liquid testing in medical and biotechnological experiments requires mixing
liquids in one device to make a new liquid, moving the liquid to another device, and
testing the liquid. This process runs a risk of contaminations being mixed with the liquid
when moving it from one device to another, or that the liquid may be spilled. To solve
this problem, this study integrates a surface acoustic wave (SAW) device, which can mix
liquids, and a localized surface plasmon resonance (LSPR) sensor, which can measure
the refractive index or permittivity of liquids. The integration of the LSPR sensor on the
SAW device will allow for the transportation (see Fig. 1) [1] and mixing of droplets, and
measuring of droplets on a single device, eliminating the need to move the liquid and
thus solving the problems of impurities in the liquid and spills.

The SAW is generated by applying a high-frequency signal to an interdigital trans-
ducer (IDT) which is fabricated on a piezoelectric substrate. The SAW radiates the
longitudinal wave into a liquid when the SAW propagates at the interface of the liquid
and piezoelectric substrate [2]. In 1989, Shiokawa et al. reported that a droplet can be
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Fig. 1. Schematic illustration of a droplet transportation by SAW.

transported by the SAW [1]. In droplets, nonlinear phenomena, such as acoustic stream-
ing, are caused in a liquid by the radiated longitudinal wave, when the SAW amplitude
is increased [3–6].

An LSPR is a localized and emphasized electric field aroundmetal particles [7] when
metal nanoparticles are illuminated by an incident light. Silver and gold nanoparticles
are usually used. In this study, the permittivity of a liquid is measured using the LSPR
sensor, so gold nanoparticles (AuNPs) are chosen. The AuNPs were fabricated using the
thermal annealing method [8]. The reflected light intensity from AuNPs was measured
using a spectrometer. The spectra depend on the refractive index around AuNPs and the
wavelength at which the maximum intensity is obtained. This maximum wavelength is
called the peak wavelength.

In our previous research [8], the IDT was damaged during the AuNPs fabrication.
To solve this problem, we proposed a fabrication method for AuNPs that combines
short-time annealing at high temperature and rapid quenching [9]. In this study, we
adopted the proposed method and integrated the LSPR sensor on the SAW device.
When the LSPR sensor is integrated on the SAW device, the effect of SAW on the
LSPR sensor needs to be investigated (see Fig. 2). Reference [10] concluded that the
peak wavelength is affected by the temperature rise of the liquid due to the acoustic
streaming. However, there was no reproducibility. We considered that there were other
causes besides temperature. Therefore, in this paper, we conducted experiments using
distilled water and ultrapure water as samples and investigated the peak wavelength
change when SAW was excited. As a result, the reproducibility of the results was low
for distilled water, whereas the results were highly reproducible for ultrapure water. It
was found that bubbles were generated in distilled water. This bubble generation is the
cause of the unstable response.

Fig. 2. Illustration of integrated LSPR sensor on SAW device.
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2 Fabrication of SAW Device and LSPR Sensor

The transverse type SAW device (see Fig. 2) was fabricated on 128YX-LiNbO3. The
center frequency of the SAW device was 50 MHz. Then thin gold film was thermally
deposited on the propagation surface between IDTs. During gold evaporation, IDTswere
protected by a metal mask. The SAW device with gold thin film was kept in an electric
furnace at 400 ºC for 5 min and then quenched to room temperature. Figure 3 shows the
atomic force microscope (AFM) image of the AuNPs fabricated.

Fig. 3. The AFM image of the AuNPs.

3 Experimental Method

The experimental system is shown in Fig. 4. Silicone rubber was placed on the AuNPs
to keep liquid samples. AuNPs were irradiated with white light from a halogen lamp and
the reflected light was measured with a spectrometer. Figure 5 shows the illustration of
the measured results. The peak wavelength shift was measured in this study. The SAW
excitationmethod is also shown in Fig. 4. The burst signal was created bymultiplying the
sinusoidal signal from a signal generator and the pulse signal from a function generator
by a high-frequency power amplifier and applied to the IDT.

4 Results and Discussion

Figures 6 and 7 show the relationship between excitation time and peak wavelength
when SAW was excited. The voltage of the applied signal to the IDT was 70 V. Sample
liquid for Fig. 6 is distilled water and that for Fig. 7 is ultrapure water. The measurement
was repeated. In the case of Fig. 6 using distilled water, the measured results are not
reproducible. The peakwavelengths at time 0 are different. The peakwavelength depends
on the particle size and particle spacing of AuNPs. In AuNPs prepared by thermal
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Fig. 4. Experimental system in this study.

Fig. 5. Schematic illustration of measured spectrum and peak wavelength. The peak wavelength
shift due to SAW excitation.

annealing and quenching, the particle size varies and the particle spacing is not constant.
Therefore, we consider the difference in the peak wavelength at time 0 in Fig. 6 to be due
to the difference in the irradiation position of the incident light. When ultrapure water is
used, themeasurement results are reproducible. At the same time, therewas no difference
in the liquid temperature measured with a non-contact thermometer. Observation of the
surfacebefore and after themeasurement revealed that bubblesweregenerated indistilled
water (Fig. 8).

Here the influence of bubbles is discussed. Microbubbles, which are bubble nuclei,
exist in distilled water. The bubble nuclei grew due to the cavitation effect [11] caused by
acoustic streaming. The dielectric constants ofwater and air are 1.77 and 1.0, respectively
[12]. Figure 9 shows the peak wavelengths for the calculated dielectric constants. When
bubbles exist around the AuNPs, the dielectric constant is smaller than that of water. As
the bubbles are moved away from the AuNPs’ surroundings due to acoustic streaming
(see Fig. 10), the dielectric constant increases and the peak wavelength also increases, as
shown in the calculation results. Therefore, it is reasonable to assume that the increase
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Fig. 6. Peak wavelength change during SAW excitation for distilled water.

Fig. 7. Peak wavelength change during SAW excitation for ultrapure water.

(a) (b)

Fig. 8. Observation results (a) before and (b) after SAW excited for distilled water. There is a
bubble generated in the blue ellipse.

in the peak wavelength in Fig. 6 with increasing SAW excitation time is due to the
movement of the bubbles from the surroundings of the AuNPs. It is also reasonable
that the reproducibility of the measurement results is low because bubble generation is
difficult to control.



182 A. Kida and J. Kondoh

Fig. 9. Calculated peak wavelength as a function of permittivity,

Fig. 10. Image of bubbles being moved by acoustic streaming.

The samemeasurements were performedwith decreasing applied voltage to the IDT.
Figure 11 shows the results for distilledwater at the applied voltage of 20V. In Fig. 11(a),
the peak wavelength is initially affected by bubbles and then remains constant. On the
other hand, in Fig. 11(b), the peak wavelength is constant. In other words, as the applied
voltage is reduced to 20 V, the frequency of bubble growth due to acoustic streaming is
reduced. Therefore, when measuring with distilled water, the applied voltage to the IDT
must be less than 20 V.
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Fig. 11. Measured results peak wavelength change during SAW excitation, when the applied
voltage to IDT is 20 V and 30 V.

5 Conclusion

In this study, the effect of SAW on the LSPR sensor was experimentally investigated.
Comparison was made for distilled water and ultrapure water as the measurement sam-
ples. In the case of ultrapure water, the peak wavelength was not affected by SAW
excitation even when the applied voltage to the IDT was 70 V. However, in the case of
distilled water, the peak wavelength was not reproducible and increased. In the case of
distilled water, it was also found that bubbles were generated after the measurement.
Therefore, we calculated the effect of bubbles and found that the measurement results
could be explained by the movement of bubbles created by acoustic streaming around
the AuNPs. Next, when the applied voltage to the IDT was lowered to 20 V, it was found
that the effect of bubbles appeared in the peak wavelength change in some cases and
not in others. These results suggest that when distilled water is used as a sample, the
voltage applied to the IDT must be less than 20 V or degassed water should be used. In
this study, droplets were held in silicone rubber. We will conduct further experiments
using droplets without silicone rubber in the future.
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Abstract. Electron beam irradiation of living cells requires very careful prepa-
ration of samples which are typically placed onto SiN thin films that form the
barrier between the vacuum of the electron gun and the atmosphere. This paper
presents the development of a specialized vacuum gripper and a method of gentle
deposition of living cells onto a silicon nitride film. The presented method allows
for safe and repetitive preparation of samples mitigating the difficulties resulting
from the fragile nature of thin SiN films which are prone to destruction if in direct
contact with mechanical tools such as tweezers.

Keywords: silicon nitride film · electron beam irradiation · vacuum gripper

1 Introduction

Silicon nitride (SiN)films arewidely used in sample imaging using atmospheric scanning
electron microscopy (ASEM) [1]. The films are strong enough to form a barrier between
the vacuum of the electron gun column and the atmospheric pressure. Moreover, the
film is transmissible to an electron beam EB [2], hence the SiN films can be used for
high resolution imaging, irradiation and testing of the effects of direct electron beam
irradiation of living specimens [3]. The films (also called “windows” or “membranes”)
are manufactured in different sizes and thicknesses to accommodate variety of uses and
sizes of the target samples. They are very fragile however, and any contact with another
hard object such as tweezers can shatter it, therefore a careful handling is a necessity
[4]. In the case of wet samples, the drying process may also cause the film to break.
Our research involves precise preparation of cell samples on 5 × 5 mm 200 nm thick
SiN film. For electron beam irradiation purposes, it is important that a uniform layer
of cells (preferably thickness of a single cell) is spread over the film’s area. This is
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accomplished by using a 4× 4 mm PTFE (polytetrafluoroethylene) based filter strip on
top of the sample. It is very important to geometrically align the filter with the SiN film
to prepare comparable batches of samples. Figure 1a) shows the principle of a prepared
specimen. To place the cells on the film, typically, the cells are deposited on the 4 ×
4 filter (4 μL sample) first and then transferred onto the SiN film using tweezers and
placed gently on the surface of the filmwith the cells facing the film as shown on Fig. 1b.
This process is very difficult to achieve manually and requires significant skill. It also
has to be performed in a timely manner as the drying process can cause deformation to
the SiN film [5]. Once the filter is deposed on the surface of the film, it has to be aligned
with the film (all of it has to be within the area of the film). It is required for the EB to
irradiate the whole sample uniformly. The alignment is particularly difficult when using
tweezers, as they can very easily [6] damage the film resulting in a wasted sample.

Fig. 1. a) Principle of a sample prepared for electron beam irradiation. b) Typical transfer method
onto the SiN film.

Prepared samples are irradiated in a custom made EB irradiation system supplied
by APCO Ltd. The system accepts standard 35 mm culture dishes and is composed of a
miniature inverted electron gun with dedicated controller and vacuum pump system as
shownonFig. 2. The systemoperates by placing the sample in a receptacle, automatically
evacuating the electron gun column to high vacuum and the irradiation with an EB of
approx. 5 mm in diameter is performed automatically using preset time, voltage and
current.

Samples that have been irradiated are incubated and the outcome of the irradiation
procedure can be tested, compared and verified further in the research process. Difficul-
ties and skills required for sample preparation can create a bottleneck in the research
process. As an alternative to using tweezers as the main tool of holding the wet sam-
ple, a vacuum operated device similar to those used in semiconductor industry could be
used [7], however there are many challenges related with bio-contamination and effi-
cient sample release. Non-rigid objects such as the presented PTFE filters are difficult to
hold and release reliably. Some research has been proposed regarding usage of capillary
forces for holding small components [8], however in case of bio-active samples, safety
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Fig. 2. Experimental electron beam irradiation system (APCO Ltd.)

measures have to be very strict, rendering the common gripping solutions [9] inade-
quate in our research. Therefore, the procedure for the cell deposition on a SiN film has
been redesigned and made more efficient and user-friendly by introducing a specially
developed system and transfer method presented in this paper.

2 Proposed Method

We propose a sample preparation procedure, where the bacteria are placed directly onto
the center of the SiN film in a 4 μL liquid solution using a micro-pipette. The pre-cut
4 × 4 mm filter is then placed in a specially designed vacuum gripper nozzle and is
lowered towards the deposited liquid using a guide jig. When the filter is close to the
liquid, centered and its edges oriented parallel to the SiN film, the filter is released from
the nozzle by a valve system that switches between vacuum and a small positive air
pressure. The positive pressure creates a gentle soft release mechanism that eliminates
a need for any mechanical manipulation of the filter substrate as shown in Fig. 3.

The nature of researchwith biological specimens dictates serious approach and safety
measures for systems used in handling and bio-contamination prevention. Our method
and experimental system address the safety concerns by introducing multi-stage con-
tamination prevention design and material choice that takes advantage of antimicrobial
and sterilizing properties of copper alloys [10].

3 Design of the Experimental System

3.1 Outline of the Vacuum/Release Pressure System

In principle, the proposed method is based on a vacuum suction cup in which the air flow
can be reversed, effectively replacing the vacuum with positive pressure with regulated
flow. The vacuum gripper system for the 4 × 4 mm PTFE-based filter is composed of a
gripper nozzle, diaphragm electric pump and pneumatic valve system. Air flow reversal
is accomplished using two solenoid 3-way valves controlled via electric foot switch. The
system is composed of standard pneumatic components thus ensuring interchangeability
and serviceability as well as low cost.



188 M. Kretkowski et al.

Fig. 3. Proposed method. At first the sample is transferred directly onto the SiN film using a
micropipette. The filter is subsequently deposited on top of the liquid by using the vacuum gripper
tool

Fig. 4. Outline of the air flow reversal and pressure control pneumatic system

Figure 4 shows the pneumatic outline of the system. During gripping phase (foot
switch is un-pressed), the valve V is directing the airflow from the vacuum gripper
directly to the vacuum side of the pump. Valve P during this phase is directing the outlet
of the pump directly to the atmosphere. This creates vacuum inside the gripper which
allows to hold on to the manipulated object.
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Release of the object is done by pressing the foot switch which reverses the polar-
ization of the valves’ solenoid coils. In the release phase, valve V is allowing air to flow
into the vacuum side of the pump, while the output of the pump is directed to the gripper
via valve P. In the release configuration, the pump pressure is divided into two regulated
streams creating a simple yet effective pressure regulator that allows only a fraction of
the pressurized air to enter the vacuum gripper. By adjusting the flow valves in both
streams, an optimal setting can be achieved for gentle release of the gripped object. The
gripper connects to the pump assembly by a silicone tube.

3.2 Design of the Vacuum Gripper

Primary function of the gripper is to hold on to a 4× 4 mm PTFE-based filter composed
of 0.45 μm pores and partially permeable to air and moisture. In principle, the filter is
deposited onto the wet sample by releasing it on top of the liquid via an air cushion,
soft-release mechanism induced by the pneumatic system. However, due to the porous
structure of the filter and possibility of misuse error, there is a potential risk of some of
the liquid being ingested inside the vacuum gripper and contaminating the pneumatic
system. Therefore a multistage protection system is incorporated in the design to prevent
biohazard to the operator and the environment.

Fig. 5. a) Design of the tip of the gripper. b) Size relation of the filter, liquid sample and the tip.

Figure 5a) shows the tip of the vacuum nozzle. The design is based on a recess (4.4
× 4.4 mm, 0.2 mm deep) with four orifices 0.3 mm in diameter placed in the corners
of it. The filter fits inside the recess and is vacuum held in the corners by the orifices
acting as rigid suction cups. The diameter of the sample deposited onto the SiN film by
a micropipette is typically around 2–3 mm in diameter, therefore the diagonal distance
between the orifices has been set to 4 mm. This is the first stage of protection against
accidental liquid ingestion as there is no direct path for a standard 4 μL liquid sample
to enter an orifice as shown in Fig. 5b.

The vacuum gripper is constructed from several cylindrical modules held together
by threaded joints. It is easy to disassemble, sterilize and service. The cross section of the
device is shown on Fig. 6. As described above, the tip is the first stage of protection from
bio-contamination, however if a liquid would pass through the tip, it would be contained
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Fig. 6. Cross section of the vacuum gripper.

by the excess liquid cavity that is designed as integral part of the gripper. The lower
nozzle has a port at 90 degrees to the central axis of the gripper. In conjunction with the
upper nozzle which has its port in line with the axis, it forms an effective liquid trap.
The idea is shown on Fig. 7a. The excess liquid volume possible to be safely contained
is 0.4 mL which is 100× amount of a standard sample (4 μL). The cavity also protects
the reverse-contamination of a sample when it is being released by a positive air flow.

Fig. 7. a) Excess liquid cavity protection. b) Prototype of the vacuum gripper.

To increase the safety of operation even further, the gripper also contains a standard
syringe filter. The syringe filter’s pore size of 0.2μmprovides complete filtration against
most known bacteria. The all-metal construction fromC3604 brass ensures robust design
and provides additional protection due to antimicrobial properties of copper alloys. The
gripper’s diameter is ϕ24 mm (max), ϕ16 (min) and 149 mm in length. Figure 7b shows
the prototype of the device.
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3.3 Design of the Alignment System

Key feature of the presented vacuum gripper system is the gentle release of the filter on
top of the wet sample. In order to provide repeatable results and precise deposition of
the filter with regard to height and alignment with the silicon nitride film, an alignment
jig has been introduced as shown on Fig. 8. The system is composed of a grounding
plate, jig body and an adjuster ring. The 35 mm dish is securely placed in a recess in the
grounding plate and is consequently covered with the jig body. The body has viewing
ports on both sides to allow for visual alignment of the tip of the gripper with the SiN
film. The vacuum gripper is inserted into the adjuster ring. It has a step designed to limit
the insertion depth into the adjuster ring and by rotating the adjuster, the gripper’s tip
can be carefully lowered towards the sample maintaining the alignment between the tip
and the SiN film. To facilitate as good visual aid as possible, the outer shape of the tip
is rectangular in shape.

Fig. 8. Alignment system

The grounding plate is connected to the gripper as well as to the control box and
consequently to the grounding of the electrical system’s earth. It is very important to
avoid static electricity buildup on the deposited filter, especially in dry environment.
Failing to do so affects the release of the filter from the vacuum cleaner because static
electricity charge will cause adhesion of the filter to any ungrounded surfaces.

4 Results and Conclusion

Prior to the development of the vacuum gripper-based method, the number of samples
that were damaged during preparation was estimated at 10–20% (depending on the skill
level of the researcher). The main cause for damage was mechanical contact of the SiN
film with a tool used to deposit and align the samples onto the surface. The damage
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is always critical in such a way that the film is detached from its frame and the whole
section of it, where the specimenwould be placed is destroyed. Identification of damaged
samples is therefore performed by a visual inspection. Prior to deposition attempts, the
culture dish assembly is tested for vacuum leaks, therefore with 5 × 5 mm size of the
film used in the presented research methodology, visual inspection is sufficient. The
preparation of the whole sample consists of bonding the culture dish with a backing
metal plate and the silicon nitride film using a low outgassing adhesive. After curing
of the adhesive, the dish assembly is tested for vacuum leaks. This process is in itself
time consuming, therefore a subsequent, failed attempt at deposition of a wet sample
and breakage of the film is discouraging to the researchers and the costs can become
significant.

Fig. 9. Accomplished vacuum-gripper system

The system described in this paper (as shown on Fig. 9) has greatly improved the
repeatability of sample preparation. The process has become less labor-intensive and the
risk of damaging the SiN film has been significantly reduced. Effectively, the breakage
of the film due to mechanical trauma has been eliminated. Over the time span of several
months between accomplishing of the prototype systemand the timeofwriting this paper,
no damaged samples have been reported (with over 100 samples prepared). Moreover,
our method requires less training for preparation of the specimens, therefore the research
can be conducted more efficiently. The scalable and portable nature of the design of the
vacuum gripper system can also be beneficial to other applications, where soft, flexible
and very light objects have to be manipulated with precision and low risk of biochemical
contamination. The multi stage protection provided in a compact form design can be
applied to a variety of instruments. Further development of this technology is aimed at
simplifying workflows and making the sample preparation process easy and trouble free
for the researchers.
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Abstract. We focused on Carbon dioxide (CO2) as an alternative propellant for
Hall thrusters which is inexpensive and advantageous for Mars exploration mis-
sions (ISRU: In-Situ Resource Utilization). In our previous study, a significant
reduction in thrust efficiency compared to Xe was confirmed. From the result, it is
suggested that CO2 is not sufficiently ionized, and ions could not be accelerated
enough because Hall thruster used in the study was designed for Xe and had a
smaller plasma generation region. Therefore, in this study, the yoke, which was
originally installed to shield the magnetic field lines was removed. The plasma
generation region was expanded by changing the distribution of the magnetic field
to improve previous results. However, the thrust was about 30% lower than before
the change, and the same was true for the thrust, current utilization, and mass uti-
lization efficiencies. This was considered to be caused by a decrease in the number
density of ions due to the expansion of the plasma generation region.

Keywords: Electric propulsion · Hall thruster · Alternative propellant · Carbon
dioxide

1 Introduction

Mainly in Europe and the United States the use of electric propulsion for spacecrafts has
been expanding for the purpose of commercial communication satellites and deep space
exploration since the 1990s. Besides, all-electric propulsion satellites which do not equip
any chemical propulsion system to generate thrust by chemical reaction energy have been
focused on in recent years [1]. Particularly, Hall thrusters have been increasingly used
due to their simpler structure, higher thrust density than ion engines and specific impulse.
Not only thrusters of more than 1 kW but also Hall thrusters of several hundred watts
are also focused on as the main thrust for nano-satellites [2, 3]. However, Hall thrusters
with a nominal discharge power of less than 100 W have been found to have lower
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anode efficiency [4–6]. Hall thrusters are miniaturized as the discharge power decreases
to maintain the propellant flow density in the channel. This increases the surface-to-
volume ratio and leads to high energy losses to the channel wall. Hence, it is necessary
to evaluate the distribution of themagnetic field for low-power Hall thrusters that operate
stably and efficiently.

Hall thrusters operate almost exclusively on the noble gas Xe. This is because it has
the advantages of high relative density, low ionization cost, and non-toxicity. On the
other hand, Xe exists in the earth’s atmosphere only in small quantities, and its price
has soared due to expanding its use in the space engineering, the medical industry, and
semiconductor industry [7].

From this background, research, and development of alternative propellants toXe and
design optimization of Hall thrusters have been conducted. Although typical alternative
propellants are noble gases, solid propellants such as bismuth and iodine are also being
considered because of their high density in recent years [8–10]. However, these have
not yet been put to practical use since these propellants require heaters for gas supply
systems. Therefore, this study focused on CO2 (dry ice) as an inexpensive propellant.
There are several benefits of CO2. First, its relative density is almost the same as that of
Xe nevertheless, its price is about 1/5,000 of Xe. Second, by storing dry ice at the triple
point, low-pressure storage at 0.52 MPa is possible, which allows for lighter tanks than
in the case of Xe. Furthermore, CO2 can be procured on the destination site for a Mars
exploration mission (ISRU) [11]. However, the ionization energy of CO2 is higher than
that of Xe.

Only thrust measurements have been performed using CO2 [12]. In our previous
study, it was found that both thrust, and anode efficiency were significantly lower when
the thruster was operated with CO2 compared to Xe. It was suggested that the reason
for this is that the ion beam current is low due to the low ionization of CO2. Therefore,
in this study, the plasma generation region was expanded by changing the distribution
of the magnetic field to investigate the thrust performance.

2 Experimental Procedure

Figure 1 shows a schematic of the experimental setup. A 100 W class magnetic Hall
thruster was used. The discharge channel and anode are composed of boron nitride and
molybdenum, respectively. The mean diameter of the discharge channel was 20 mm, the
channel width was 6 mm, and the distance from the anode downstream surface to the
channel exit planewas 8mm.A plasma bridge cathodewith tungstenwire was externally
mounted.

Figure 2 shows a magnetic field profile. The magnetic field was applied only near
the channel exit because the thruster used in this study was designed for using Xe. Thus,
the two points below have been changed so that a magnetic field can also be applied to
the region around the anode. The experimental conditions are shown in Table 1.

1. The iron inner screen yoke was removed to allow the magnetic field lines to penetrate.
2. Thematerial of the outer screen yokewas changed toAlwith low specific permeability

because the coil cannot be wrapped if it is removed.
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Fig. 1. Top view schematic of the experimental apparatus.

Fig. 2. Magnetic field profile.

Table 1. Experimental conditions.

Anode propellant CO2

Anode mass flow rate 15–50 sccm

Cathode propellant Ar

Cathode mass flow rate 2.0 sccm

(continued)
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Table 1. (continued)

Discharge voltage 150–200 V

Magnetic flux density 17 mT

Faraday probe voltage −30 V

Radial measurement distance 0.3 m

E × B probe voltage 10–85 V

Distance from thruster exit to E × B probe 0.45 m

Background pressure (CO2 equivalent) 1.35 × 10–2 Pa

3 Results and Discussion

3.1 Discharge Characteristics

First, we investigated the thrust by changing the distribution of the magnetic field using a
pendulum-type thrust stand. Figures 3 and 4 show the experimental results and the anode
efficiency calculated from them, respectively. The anode efficiency ηA was calculated
using Eq. 1.

ηA = T 2

2ṁAPin
(1)

Fig. 3. Thrust as a function of ṁA.

Where, T is the thrust, ṁA is the anode mass flow rate, and Pin is the input power.
In this experiment, to avoid over-heating of the thruster, a current limit was applied to
the regulated DC power supply to prevent operation above 2 A and set to shift from
Constant Voltage (CV) mode to Constant Current (CC) mode. Figure 3 indicates that in
both cases, the thrust increases with increasing discharge voltage and anode mass flow
rate. The maximum thrust under these conditions was 7.0 mN for Fe and 5.2 mN for Al.
This indicates that changing the distribution of the magnetic field reduces performance
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Fig. 4. Anode efficiency as a function of ṁA.

by about 30%. Figure 4 shows that the anode efficiency is maximum at an anode mass
flow rate of 20 sccm in both cases, but the efficiency increases as the anode mass flow
rate decreases. In this study, the point of best efficiency could not be found because no
plasma was generated at an anode mass flow rate of 15 sccm in either case. The cause
of the reduced thrust performance is discussed in the section on plume characteristics.

3.2 Plume Characteristics

Figure 5 shows the plume appearance operated with CO2. Figure 5 shows that plasma
is also generated downstream of the channel outlet in the case of using the Al yoke,
indicating that the plasma generation region is expanded. Figure 6 shows the current
utilization efficiency ηI and mass utilization efficiency ηu versus anode mass flow rate
and discharge voltage. ηI and ηu were calculated from Eq. 2 and 3, respectively. The ion
beam current is obtained by Eq. 4.

ηu = Ibeam
Id

(2)

ηI = miIbeam
eṁA

∑ Ωi

Zi
(3)

Ibeam = 2πR2
∫ π

2

0
j(θ) sin(θ)dθ (4)

where, Id is the average discharge current, mi is the mass of an ion, e is the elementary
charge,Ωi is the current fractions of the ith ion species, Zi is the charge-state of the ith ion
species, R is the radial distance from thruster centerline, j(θ) is the angular distribution
of the ion current density, and θ is the probe angle.

Figure 6 shows that Fe is superior to Al in almost all conditions. Both ηc and ηm are
indicators of whether the propellant is ionized, and the poorer these indicators are, the
smaller the discharge current is. The cause of this is considered to be related to the number
density of the plasma. In this study, the region of plasma generation was expanded by
changing the distribution of the magnetic field. However, the number density of plasma
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decreases because the discharge voltage is kept in the same condition. Moreover, the
acceleration region of the ions is only at the position where the steep potential drop
occurs, which depends on the positionwhere themagnetic flux density is at itsmaximum.
This is considered to have reduced the number of ions being accelerated.

Next, Fig. 7. Shows the typical E × B probe trace. The values shown in Fig. 7
represent the percentage of each ion species calculated from the area ratio by Gaussian
fitting of the original plot. Figure 7 shows that the fraction of ions excludingO+ increases
as the distribution of the magnetic field is changed. It was found that changing to an Al
yoke was superior because CO2

+, which has the largest molecular weight, contributes
most to the thrust has a large abundance ratio. However, the results of this study showed
that the thrust performance was better in the case of the Fe yoke. As a result of these
reasons, it was suggested that the weak ion beam is the most significant factor.

Therefore, thrust performance may be improved by increasing the discharge voltage
and making the power input equivalent to that of Fe. It is also necessary to measure the
number density of the plasma using a Langmuir probe.

(a) Previous study (Fe yoke) (b) This study (Al yoke)

10 mm 10 mm

Fig. 5. Plume appearances operated with CO2.

Fig. 6. Efficiency as a function of ṁA.
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Fig. 7. Typical E × B probe trace: 200 V, 20 sccm.

4 Conclusions

The conclusions obtained from this study can be summarized as follows.

1. The maximum thrust of the Fe yoke was 7.0 mN at 30 sccm and 200 V. In the case
of the Al yoke, it was 5.2 mN under the same conditions.

2. Both the current utilization efficiency and mass utilization efficiency of the Al yoke
were inferior to those of the Fe yoke. The reason for this may be that the number
density of ions decreased due to the expanded plasma generation region.

3. Ion species measurements showed that the Al yoke produced a larger fraction of
heavier ions. This result confirmed that the cause of the performance degradation
is the low discharge current, and the weak ion beam due to the constant discharge
voltage condition set in the experiment.

4. It was suggested that the effect of the number density of plasma should be investigated
by the Langmuir probe to find the cause of the performance degradation.
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Abstract. A custom test rig for experimental studies of a novel axial run-out
sensor, based on a low-g MEMS accelerometer, is presented. It enables to man-
ually apply precise angular position of the tested sensor and features computer-
controlled data acquisition. A custommechanical unit makes it possible to preset a
desired angular misalignment of the sensitive axis of the tested sensor with respect
to the rotation axis. Themisalignment simulates a twist of a rotating element that is
to be monitored by means of the sensor. The related geometrical relationships are
presented. The main metrological features of the test rig are evaluated and briefly
discussed; its scope of application as well as the related limitations are considered.
A prototype of the axial run-out sensor is briefly presented. Exemplary results of
experimental study of the prototype sensor realized by means of the test rig are
reported.

Keywords: axial run-out · MEMS · accelerometer

1 Introduction

Development of technology and increasing miniaturization of devices, as well as the
desire to create smart devices capable of communicating with the surroundings, is forc-
ing equipment manufacturers to use more and more sensors. One type of sensor that
allows devices to gather information about various physical quantities are accelerome-
ters; their application makes it possible to determine quantities not only directly related
to acceleration, e.g. tilt [1, 2]. A good example may be enhanced traction control/ABS
systems developed recently for motorcycles [3], whereMEMS accelerometers and gyro-
scopes are used to determine tilt of the motorcycle while taking a bend. In this paper,
we focus on determining one of the position deviations [4]: the axial run-out of a rotat-
ing axle or shaft, employing low-g MEMS accelerometer, what is a novel concept we
have developed and patented [5] recently. The axial run-out can be also expressed in a
conventional way, using other tolerances of orientation specified e.g. in [6, 7].

Untypical measurement method, such as in our case, requires experimental veri-
fication proving its validity. Besides, when the accuracy of sensors used for research
purposes is of particular importance, a series of tests must be carried out to determine
the actual performance of a particular unit, what requires application of a precise test
rig [8, 9]. Therefore, the aim of the presented study was to build an appropriate testing
device and to test the novel axial run-out sensor based on MEMS accelerometer.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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2 The Test Rig

The test rig presented in Fig. 1 is based on a rotary optical head that allows precise setting
of the angular position of the rotated shaft [10]. Axial run-out is set using a linear stage
with micrometer screw mounted directly on the spindle of the head, within the range of
0–15 mm. The tested sensor was fixed to a selected shaft mounted in two centres. Since
the live centre can be positioned eccentrically, misalignment the sensitive axis of the
tested sensor with respect to the rotation axis simulates a twist of the rotating shaft.

Fig. 1. Mechanical structure of the constructed test rig.

The reference shaft used for initial measurements (a chucking reamer) is made of
HSS steel and its length is 235 mm. Such length allows to tilt the tested sensor within
the range 0°–3°39’ (what is illustrated in Fig. 2) with an error of ε ≤ 9”. The test rig is
suitable for both longer and shorter shafts, what makes it possible to test and calibrate
sensors featuring different measurement range and accuracy. The tested sensor can be
rotated about the horizontal axis by full angle.

In the middle of the tested shaft a custom-made axial run-out sensor (patent pending
[5]) was mounted. The draft of the sensor is presented in Fig. 3. The sensor is based
on a new-generation uniaxial MEMS accelerometer (4) fixed to an aligning unit (3). Its
two-part casing (2) is mounted on the shaft (1) by means of two screws (8). The purpose
of the aligning unit, which is secured in the casing by means of two screws (5), is to
align the accelerometer sensitivity axis with respect to to the casing basis, as reported
andminutely described in the case of the tilt sensor presented in [11], and thus to the axis
of the tested shaft. Slight angular displacement of the accelerometer is achieved by using
aligning screws (6), (7) which deform the aligning unit and enable precise alignment of
the accelerometer sensitive axis. Alignment procedure minimizes misalignment errors
and eliminates a need for their subsequent compensation, what significantly simplifies
further calculations and increases the accuracy.
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Fig. 2. Kinematics of the test rig.

Fig. 3. The axial run-out sensor.

In the sensor, a single-axis low-g MEMS accelerometer was used. The choice was
SCA830-D06-PCB fabricated by Murata due to its high precision (low noise, small
cross-axis sensitivity). Owing to application of a USB-8452 data acquisition module by
National Instruments [12] a seamless acquisition and transmission of the digital data
generated by the accelerometer was achieved (employing SPI protocol).

3 Alignment Procedure

When installing a sensor in a device, there is never guaranteed that it is correctly aligned.
Sometimes this is impossible, and in some cases it requires too much effort and cost.

Failure to align the sensor is a source of significant measurement error [13], since
the measured acceleration is a vector quantity.
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In order to adjust the sensor, we need to act on the compliant mechanism in such a
way that the sensitive axis of the sensor is parallel to the axis of the rotating system, so
the signal acquired from the sensor while rotating it by one full revolution should not
fluctuate.

The alignment procedure should be repeated until the magnitude of the noise equals
or exceeds the amplitude of the measured signal [14]. Usually, after several times, it is
possible to achieve a state in which the amplitude of the signal is less than or equal to the
amplitude of the noise of the measurement determined on the basis of 30 measurements
at each point. Such situation is shown in Fig. 4 (the initial value of the rotation angle was
accepted approximately at the horizontal orientation of the twist plane - as in Fig. 1).

Fig. 4. Residual misalignment vs. measurement noise.

Once the alignment is completed, we can determine the angular position error due
to the magnitude of the noise using a simple equation:

εn ≤ asin(max(εα)) (1)

where εα is the magnitude of noise at rotation angle α.
Assuming α = 360◦:

εn ≤ 7′38′′ (2)

In this case, the error of determining the angular position is about 0.1 degree arc; in
order to decrease it, a more accurate accelerometer, with a smaller measurement range,
higher resolution and lower noise should be applied.
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4 Initial Tests

In order to evaluate the performance of the test rig and assess its accuracy, two runs
were made at extreme positions of the linear stage. The first run was performed for a
shaft aligned coaxially with both centres. At each angular position, 30 measurements
were performed and averaged. Then the second course was obtained for the maximal
displacement of the reference shaft, i.e. 15 mm eccentricity of its end with respect to the
rotation axis determined by the centres. As for the first run, 30 signals were recorded at
each angular position and the results were averaged. The results are presented in Fig. 5.

Fig. 5. Acceleration variations measured for coaxial (eccentricity of 0 mm) and twisted
(eccentricity of 15 mm) shaft (error bars are determined as 3-sigma errors).

The course of the output signal representing acceleration a obtained for the twisted
shaft can be described by the following formula:

a = g sin(α + γ) · sin ϕ (3)

where g is the gravitational acceleration, ϕ is the actual reference twist angle and γ is
the phase shift (in this case of approximately −15°).

Since we are looking for the axial run-out, we have to consider the extreme values of
the signal: max(a) and min(a)− the components of the gravitational acceleration sensed
by the accelerometer at the rotation angle α of approximately 75° and 255°. The axial
run-out can be determined as follows:

β = asin

(
max(a) − min(a)

2

)
= 3◦21′ (4)
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On the other hand, the actual reference twist angle of the shaft is:

ϕ = atan

(
15mm

235mm

)
= 3◦39′ (5)

So, we can calculate the relative error as:

εβ = |ϕ − β|
ϕ

· 100% = 8.2% (6)

For some applications such a value may be too large. However, after the preliminary
tests, many issues that can be improved have been identified and will be addressed in
the future.

On the other hand, in the case of many applications, such relative error is acceptable,
especially when no precise value of the axial run-out is to be determined, but only
exceeding a certain threshold is to be signaled instead, e.g. in order to trigger an alarm
or other safety system.

5 Conclusion

A test rig for testing axial run-out sensors was designed and integrated. The mechanical
structure of the test rig allows the reference shaft to be replaced for either a shorter or a
longer element. In this way, range of the axial run-out to be applied can be changed, how-
ever the bigger the range the larger the error of the twist created between the symmetry
axis of the reference shaft and its rotation axis, and vice-versa.

In order to maintain high precision of applying the angular position of the tested
run-out sensor, application of any coupling was purposely avoided [15].

The test rig is equipped with the NI USB-8452 data acquisition module for digi-
tal communication with new-generation MEMS accelerometers. Owing to digital data
transmission via USB, it is also possible to perform data acquisition using any PC,
without need to install a dedicated card in an internal computer socket.

The structure of the application controlling the data acquisition, and the LabView
environment in which it was developed, enables easy code modifications, what may
be required while testing new sensors or adding new software functions such as error
compensation algorithms, what will be the subject of future works on the test rig.

During the tests we also monitor the ambient temperature and humidity; in the
future, this information can be used while proposing new algorithms for compensation
of thermal drifts, if the obtained sensor accuracy turns out to be insufficient.

Performance of the run-out sensor was tested under static condition only. Despite the
fact that it is impossible to determine the run-out in the proposed manner under dynamic
conditions (unless appropriate parameters are known), it will be still possible to monitor
then variations of the output signal in qualitative terms: the centripetal acceleration
will only increase the amplitude or the offset of the signal, and the sensed acceleration
components due to vibration can be filtered out.

Acknowledgments. This research was funded by the Scientific Board of the Discipline of Auto-
matics, Electronics, Electrical Engineering and Space Technologies at the Warsaw University of
Technology, grant No. 504/04873/1143/43.022301.
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Warsaw University of Technology, Warsaw, Poland
sergiusz.luczak@pw.edu.pl

Abstract. Division of the steregon (4π sr) into uniform sub-ranges is briefly dis-
cussed as a way of discrete determination of a tilt of an object. Mechanical designs
of relevant patented sensors and their electronic circuits are considered. Then, a
capacitive tilt micro-sensor is minutely presented. It features high reliability of
operation and small dimensions. Its discrete principle of operation makes it pos-
sible to significantly simplify the signal post-processing. Results of experimental
tests, where balls made of bearing steel with diameter of 2 to 5 mm were used are
reported. A concept of a capacitive tilt sensor with analog output is proposed; such
sensor determines the tilt not only in a discrete way but generates also a continuous
output signal within sub-ranges of the steregon. Ways of further miniaturization
of the micro-sensor are discussed.

Keywords: Tilt · Inclinometer · Capacitive Sensor · Bearing Ball

1 Introduction

At present, tilt measurements are usually performed employing low-g accelerometers,
since it is considered one of the basic applications of these sensors [1]. A good solution
is to use a MEMS-type accelerometer, since it ensures small size, low-cost, robustness
and easy integration with electronics [2]. However, MEMS accelerometers feature also
some considerable shortcomings like thermal errors, long-term drifts or drift of over
lifetime (aging) [3] or necessity of their alignment [4] and calibration to be performed
by the user [5, 6].

If the aforementioned shortcomings are too significant in certain applications, another
measuring technique should be searched for, e.g. application of a liquid or mercury
sensor. However, if tilt can be determined with low resolution and at the same time
a simple and fast signal processing must be observed, simple electric sensors can be a
good solution [7]. Since such sensors have amechanical housing, their alignment ismuch
easier comparing to alignment procedures for MEMS accelerometers [8]. However, to
keep their overall dimensions as miniature as in the case of MEMS devices remains
a challenge. Therefore, we developed a capacitive detection technique that makes it
possible to employ free balls having diameter of 2 mm or less.

Tilt measurements have been successfully employed in numerous devices, with a
significantly intensified tendency over the last years. There are three kinds of these
measurements: 1. Single-axis tilt - usually referred to as inclination [9], 2. Dual-axis
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tilt - usually represented by pitch and roll [10], 3. Axial tilt - where pitch of an axis is
considered [11].

Except for typical application fields, such as leveling and navigation [12] or direc-
tional drilling [13], many examples of untypical use of tilt measurements can be sug-
gested, e.g.: in diving equipment [14], motorcycle traction control systems [15], elec-
tronic gaming dice [16], monitoring of objects being elevated [17], wheel odometer [18],
to name only a few.

2 Electric Tilt Sensors

A large group o such sensors are some liquid inclinometers or liquid tilt sensors. They
feature high sensitivity, however often are quite expensive and their measurement range
is usually limited, even in the case of inclinometers, which can sense only pitch. A full
measurement range, equal to the steregon (4π sr), can be easily obtained using solid-state
electric sensors. For instance, the steregon can be divided into 2 uniform sub-ranges by
many switches commercially available [7]. Further division into 4, 8, 20 and 12 uniform
sub-ranges can be obtained by means of some patented sensors [19–22]. Operation of
the first three - presented in Fig. 1 - is based on short-circuiting three adjacent electrodes
at a time by means of a free member: e.g. a ball. That makes it possible to generate the
output signal in a very easy way: using TTL logics [20], a resistive technique [21] or a
capacitive technique [19].

Fig. 1. Discrete tilt sensors based on regular polyhedrons providing 3-point contact: a) tetrahedron
(4 vertexes); b) cube (8 vertexes); c) dodecahedron (20 vertexes).

2.1 Detection Based on TTL Logics

Detection of the ball using TTL logics is convenient to be used not only in the case of the
cuboidal structure of the sensor, as in Fig. 1b, or tetrahedral structure, as in Fig. 1a, but
also for any prismatic structure, as suggested in [20] and presented in Fig. 2. In the case
of prismatic sensors the principle is that one base of the polyhedron has electric potential
representing logical “0” and the other base has electric potential representing logical “1”.
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At any attitude of the sensor only two adjacent walls indicate logical “0” or “1”, as they
are short-circuited by the ball with one of the two bases. In the case of the tetrahedral
structure, one electrode has electric potential representing logical “1” (e.g. the upper
one in Fig. 1a). The other three electrodes have electric potential representing logical
“0”, what corresponds to orientation like in Fig. 1a, or only two of them have electric
potential representing logical “1”, what corresponds to other three possible orientations.

Fig. 2. Tilt sensors with prismatic shape (view without the upper electrode): a) triangular prism;
b) hexagonal prism; c) octagonal prism.

2.2 Resistive Detection

Since in the case of the dodecahedronal structure (see Fig. 1c) there are too many
electrodes to apply the detection based on TTL logics, a method based on resistance
measurement was proposed in [21]. All the electrodes are electrically connected by
resistors of unique resistance (in the order of k�). If the ball short-circuits certain group
of adjacent electrodes, it results in a change of the resultant resistance of thewhole circuit.
For the ball located at each of the 20 vertexes, the resultant resistance is different. Thus
it is possible to distinguish all the possible orientations of the sensor.

2.3 Sequential Method of Detection

In the case of the icosahedronal structure - presented in Fig. 3 - the operation is more
complicated, because at eachvertex theball short-circuits three offive adjacent electrodes
at a time. In order to detect the three short-circuited electrodes a dedicatedmicroprocessor
unit must sequentially apply electric potential representing logical “1” to a subsequent
electrode and detect logical “1” on the other electrodes, until three adjacent electrodes
altogether indicate logical “1”. In the worst case, it takes a large number of sequences
to find the orientation of the ball.

As far as the movable member is concerned, its shape should be spherical most
preferably. However, the geometrical shape deviations as well as the surface roughness
should be possibly low in order to ensure low mechanical hysteresis of the sensor.
Taking into account that the diameter of the movable member is to be less than 3 mm,
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Fig. 3. Tilt sensors with icosahedronal shape: a) geometric model (12 vertexes); b) technical
realization - view without the upper part of the cylindrical housing; c) technical realization -
spatial arrangement of the 20 electrodes.

it would be difficult to manufacture such ball. Therefore, the reasonable solution is
to apply a ball that is characterized by the desired features. Such balls are applied in
rolling bearings and in optical engineering for fabrication of micro-lenses made of glass.
However, whereas in the case of sliding micro-bearings a lot of different materials is
available, e.g. various polymers [23], in the case of rolling micro-bearings the balls are
made of only bearing steel or ceramic materials. Moreover, application of ceramic or
glass balls would require having them coated with a metallic layer in order to feature
appropriate electric properties (low resistance). The balls used in small bearings have
typically diameters 3/64′′ (1.19 mm), 5/64′′ (1.98 mm) or 1/8′′ (3.175 mm).

2.4 Capacitive Method of Detection

The basic principles of operation of the dedicated electronic circuit were successfully
applied in proximity measurements presented in [24]. In this case, finding location of
the ball at a given vertex of a polyhedron is carried out on the basis of detection of a
large capacitance, or a short-circuit between two pairs of adjacent electrodes. The detec-
tion system uses a Schmitt gate along with additional elements and sensor electrodes,
which constitute a rectangular wave generator circuit with an adjustable frequency of
the generated signal; the frequency depends on the capacitance formed between the
sensor electrodes. As the ball approaches the electrodes, the capacitance gets increased,
what causes a decrease in the frequency of the generated waveform. If the electrodes are
short-circuited, the generator ceases to operate. The rectangular waveform at the output
of the generator is fed into the input of a monostable flip-flop, so that its output will
generate a pulse signal with a fixed pulse duration and the same frequency as the input
signal. As the result, the output will produce a digital signal with a variable pulse length,
which depends on the frequency (thus on the capacitance between the electrodes). Then
the digital signal with variable pulse length is integrated and at the output of the inte-
grating circuit we get a voltage linearly dependent on the generated frequency. When
this voltage falls below a predetermined threshold, a logical “1” (~5 V) will be created
at the output of the circuit, which means a short-circuit of a given pair of electrodes, i.e.,
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location of the ball in the the immediate vicinity of the electrodes. Electrical diagram of
the capacitive electronic circuit is presented in [19].

3 Experimental Study

Experimental studies that have been carried out so far, proved that while decreasing
the overall dimensions of such sensors it became more and more difficult to use TTL
logics circuits or resistive technique for detection of the location of the ball. Therefore,
the aforementioned capacitive technique has been proposed to overcome the problem
related to low reliability of such electric sensors.

In order to verify performance of a tilt sensor employing capacitive detection of the
ball, a special test rig was built. It is presented in Fig. 4.

Fig. 4. The test rig.

The housing of the tested sensor containing 5 mm steel ball is presented in Fig. 5.
The sensor was fixed to the incremental angle encoder used for applying tilt angles. The
dedicated capacitive detection circuit was connected to the two electrodes of the sensor.
Two meters and the oscilloscope indicated frequency of the signal generated on each
electrode. The ball placed between the electrodes could freely move among them. The
tests were repeated for three different balls with diameters of 2, 3 and 5mm, respectively.

First, discrete detection of the ball was studied. All of the balls were tilted to be
found in the vicinity of an electrode. Then, the respective generator stopped to operate
- according to the assumption. So, reliability of discrete detection was proved.

However, the principle of operation of the electronic circuit enables not only detection
of the location of the ball in the discrete way, but in a continuous way as well. Yet, due to
increase of the rolling friction, the character of motion of the steel ball having diameter
of 3 mm was so sudden that the recorded variations of the signal frequency where very
irregular, as can be seen on the graph in Fig. 6. So, further tests will be carried out using
a modified design of the inner part of the housing of the sensor. Much better results were
obtained for a larger steel ball (diameter of 5 mm), as can be observed in Fig. 7.
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Fig. 5. The housing of the tested sensor.

Fig. 6. Frequency of the output signal at electrode #1 vs. tilt angle of the sensor (steel ball with
diameter of 3 mm).
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Fig. 7. Frequency of the output signal at electrode #1 vs. tilt angle of the sensor (steel ball with
diameter of 5 mm).

4 Conclusion

When miniature dimensions of a simple and discrete electric tilt sensor are searched
for, it is convenient to apply a capacitive method of tilt detection. Steel balls for rolling
bearings should be employed as the free member, provided their diameter (being of at
least 0.397 mm) is acceptable.

If larger scale ofminiaturization is expected, ballsmade of soda-lime glass [25],man-
ufactured for opticalmicro-lenses, should be applied, since their diameters commercially
available are: 100, 50, 40, 30μm. However, due to the capacitive detection method, they
have to be coated with a metallic layer, which has to feature both appropriate electric
andmechanical properties (high hardness, low roughness, constant thickness) in order to
ensure small shape deviation, otherwise mechanical hysteresis of the tilt sensor will be
significantly larger. Nevertheless, the smaller the ball diameter the bigger themechanical
hysteresis of the tilt sensor - it cannot be avoided or reduced by any detection technique.

A sensor featuring newmechanical structure (concave surface of the electrodes) with
an analog characteristic will be developed in the future.
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21. Łuczak, S., Władziński, M., Jodko-Władzińska, A.: Discrete tilt sensor and the way of deter-
mining the tilt. Polish Patent Office, patent no. 239207 (2021). (in Polish: Dyskretny czujnik
odchylenia od pionu oraz sposób określania odchylenia od pionu)
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Abstract. Xenon has been typically used as a propellant for Hall thrusters. Its
characteristics are its high relative density and low ionization cost. On the other
hand, there are disadvantages such as increased tank weight owing to high storage
pressure and high costs. Therefore, perspective of ISRU (In-Situ Resource Uti-
lization) during Mars exploration, JAXA and Nagoya University have proposed
CO2 as an alternative propellant. However, its plasma characteristics have not
been fully understood, and it is necessary to understand by numerical calculation.
Since CO2 is a molecule, various ions are produced when it is used as a propel-
lant. Ionization other than CO2

+ is costly and causes energy loss, reducing thrust
performance. Thus, it is necessary to perform collision calculations using the elec-
tron temperature as a parameter to estimate the region where a large amount of
CO2

+ is produced. In this paper, we perform a non-dimensional PIC simulation to
estimate the electron temperature to maximize the degree of ionization of CO2

+.
As a result, it was found that the optimum electron temperature for CO2 operation
is about 15 eV.

Keywords: Electric Propulsion · Hall Thruster · Alternative Propellant · PIC
Calculation

1 Introduction

Electric propulsion is a technology designed to provide thrust at high exhaust velocities.
In particular, Hall thrusters provide higher specific impulse (1,500 s) and propulsive
efficiency (50%) thanDCarcjet thrusters andhigher thrust density (about 1mN/cm2) than
ion thrusters. For these reasons, Hall thrusters are used for orbit transition of satellites,
north-south Maneuver of space structures. Xenon is typically used as the propellant for
Hall thrusters. In addition to its high relative density, it has the advantages of being
non-toxic and of having low ionization cost. But must be filled into the tank at high
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pressure and increasing the tank weight. Therefore, it is not suitable for small satellites.
Comparison between CO2 and xenon is tabulated in Table 1. In this table, it is found that
CO2 has some advantages compared with xenon. Furthermore, it can also purify CO2
from the Martian atmosphere during space exploration, which is a significant advantage
compared with other propellants [1]. But the thrust by using CO2 is lower due to small
atomic weight. Ionization cross sections of CO2 are also lower.

The triple point supply system and the use of Aeroflex as insulation have been found
to provide stable storage and supply for hundreds of days [1]. Although Hall thrusters
using CO2 have been tested by JAXA, the plasma characteristics have not been fully
understood [2]. In addition, Hall thrusters have non-neutral regions (sheaths) and the
region of low electron density. Then, numerical calculation is necessary to understand
plasma characteristics, design and optimize operating conditions for CO2, and these are
objectives of this study. To achieve this, it is necessary to analyze the plasma character-
istics at the channel, and model that can resolve the sheath is required. Therefore, the
Full-PIC (Full Particle-In-Cell) model, which does not require the assumption of electric
charge quasi-neutrality, is considered be suitable for this study.

Table 1. Comparison between dry ice and xenon [2].

Propellant Cost (Normalized)
/kg

Tank storage density
g/cm3

Ionization cost
eV

Dry ice 0.003 1.56
(at triple point)

13.8
(CO2

+)

Xenon 1 4.8 12.1

Krypton 0.3 3.7 14.0

When using CO2, various types of ions are generated in the channel. Because ion-
ization other than CO2

+ causes energy loss, it is necessary to understand the conditions
where CO2

+ is efficiently produced using the electron temperature as a parameter. In
this paper, as a preliminary phase of two-dimensional Full-PIC, we model the collision
cross sections of elastic scattering, ionization, and excitation of CO2 and estimate the
optimum electron temperature using non-dimensional PIC simulations.

2 Non-dimensional Discharge Simulation

The simulation in this study is a simple model developed as a preliminary phase of the
two-dimensional Full-PIC model. This is a non-dimensional PIC simulation in which
electrons and neutrals collide regardless of their position. Also, it has one dimensional
velocity (0D1V). Therefore, the current is not affected by the magnetic field, and the
electric field is assumed to be uniform. Furthermore, since it is impossible to calculate
electron behavior in the magnetic field in this model, the electron density is always
assumed to be equivalent to the ion density. The temperature is also kept at a constant.
The flowchart is shown in Fig. 1.
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To calculate collisions, it is necessary to have a criterion for determining whether
there are collisions. In this study, we used a method to decide these by comparing the
generated random numbers with the collision probability expressed by Eq. 1.

P = ne〈σve〉�t (1)

The collision calculation is performed only when the random number is less than
the collision probability. This method of probabilistic processing for collision is called
DSMC (Direct Simulation Monte Carlo method). However, since there are various col-
lision types, a process to decide their type is required. In this study, since the value of
the collision cross section is proportional to the probability, the ratio of these is used to
decide these.

Fig. 1. Flowchart of non-dimensional PIC simulation.

3 Conditions

3.1 Hall Thruster Used in the Simulation

This simulation is performed for a 100 W class magnetic layer Hall thruster. The
appearance is in Fig. 2, and the specifications is shown in Table 2.

3.2 Simulation Conditions

We performed simulation under the conditions shown in Table 3. Since this paper
focuses only on energy losses, the electron temperature is assumed to be an indepen-
dent parameter, and the discharge voltage is assumed to remain unchanged with electron
temperature.
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Fig. 2. 100 W class magnetic layer Hall thruster [3].

Table 2. Specifications of 100 W class magnetic layer Hall thruster [3].

Anode material Molybdenum

Outer diameter of channel, mm 20

Channel width, mm 6.0

Channel length, mm 8.0

Channel material Boron nitride

Table 3. Simulation conditions.

Parameters Values

Time step s 1.0 × 10−10

CO2 flow rate mg/s 0.98

Neutral temperature eV 0.10

Discharge voltage V 2.0 × 102

The collision cross sections are shown in Fig. 3. Also, based on the mean free path
analysis, the collision types to be included are shown in Table 4.

4 Result and Discussion

Discharge characteristics in the channel are affected by various parameters. In particular,
the electron temperature is an important plasma parameter that depends strongly on the
discharge voltage that accelerates the particles. In this section, certain number of neutrals
are emitted into the channel while varying the electron temperature, and we analyze the
ratio of the energy loss. From this, we can estimate the optimum electron temperature
in the channel during CO2 operation. The results are shown in Fig. 4.

From this, the energy consumed for CO2
+ ionization increases with increasing elec-

tron temperature for 15 eV and below. On the other hand, above 15 eV, the energy
decreases. Ionization other than CO2

+ has a higher appearance energy than that of CO2
+.
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(a) First ionization (b) Double ionization and excitation

Fig. 3. Collision cross sections[4, 5]

Table 4. Collision types in the Hall thruster.

Type Include

Ionization (CO2
+) 〇

Ionization (CO+) 〇

Ionization (C+) 〇

Ionization (O+) 〇

Ionization (CO2+) ×
Ionization (C2+) ×
Ionization (O2+) ×
Excitation (1�u

+) 〇

Excitation (1�u) 〇

Elastic scattering 〇

Fig. 4. Energy loss vs electron energy
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Therefore, it causes a loss in the operation of the Hall thruster. Thus, a value around
15 eV is desirable, where the energy consumed for CO2

+ ionization is the highest.

5 Conclusion

Anumerical calculation of ionization efficiency in aHall thruster usingCO2as propellant
has been performed based on a non-dimensional PIC simulation that used a selection of
collision types. Based on the simulation results, the optimum electron temperature for a
100 W class Hall thruster in CO2 operation was estimated to be around 15 eV.
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Abstract. To design high-functional cushions, it is necessary to elucidate how
the body-cushion interface pressure distribution is affected by the specifications of
the body as well as that of the cushion. We have experimentally and numerically
investigated the pressure distributions for various body-cushion pairs. The exper-
imental results, obtained for relatively simple cushions and bodies, show that the
space mean pressure is proportional to the body mass and inversely proportional
to the body-cushion contact area. Also, the maximum pressure observed at the
body prominence proved to increase with the body surface curvature. Further-
more, it is confirmed that the use of an air-cell cushion can flatten the pressure
profile, if the internal air pressure is adjusted appropriately, while the pressure
profile has sharp peaks at the body prominences when a polyurethane cushion is
used, especially when the body curvature is large. The numerical simulations, in
which basic specifications of body and cushion were taken into account, produced
pressure distributions that qualitatively agreed with the measurements. The results
will contribute to establish the design of optimal cushions which realize desired
pressure distributions with consideration of the body specifications.

Keywords: Cushion · Body Pressure · Measurement · Simulation

1 Introduction

The development of high-functional cushions is of increasing importance in recent years.
For example, the prevention of pressure ulcer is one of the most desired functions of a
cushion in aged societies, where elderly people and bedridden patients are increasing,
while caretakers are decreasing with their burden increasing. As the main cause of
pressure ulcer is long-time application of high pressure at bony prominences, regular
body change is required to prevent its episode, which leads to heavy burden of caretakers.
If the body pressures at the prominences are dispersed by the use of a suitable cushion,
pressure ulcer can be prevented without heavy burden of caretakers.

Most of the cushion functions, including the prevention of pressure ulcer, could
be realized by controlling the distribution of the body-cushion interface pressure or
the body pressure. Pain alleviation, motion support, postural maintenance, massage,
customization of mattresses, seats, wheelchairs, and so on can be given as examples of
cushion functions enabled by the control of the body pressure distribution.
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The air cell, an air-filled cell made of plastic films, is one of the promising cushion
materials. The air-cell cushion, composing arrayed air cells, has two main advantages
over traditional cushion materials such as flexible polyurethane foam; the pressure dis-
persibility and the pressure controllability, in addition to many other merits such as the
lightness, compactness, low riskiness (against corrosion, leakage, freezing). The pres-
sure dispersibility is that the interface pressure is expected to be the same everywhere
in the body-cushion contact area, irrespective of the body shape, due to Pascal’s law
because air is a fluid. The pressure controllability is that the local body pressure can be
changed by adjusting the internal air pressure of the corresponding cell.

Therefore, the effective usage of air-cell cushions has been sought, in particular
for the purpose of pressure ulcer prevention [1]. In addition to the measurement of the
body-cushion interface pressure [2], physiological measurements of transcutaneous gas
pressures [3, 4] or skin perfusion [3, 5, 6] have been performed, which reported that the
periodic change of internal air pressure increases the skin perfusion, for example [5, 6].
Also, a finite element study reported the lower human body stresses with the use of an
air-cell cushion in comparison with the case of a foam cushion [7].

However, the air-cell cushion still has much to be investigated. Most of the previous
studies have focused on “how to use air-cell cushions”, using commercial air-cell cush-
ions, rather than “how to design air-cell cushions”, which must be more important to
achieve desired functions. Also, the importance of consideration of individual anatomy
(curvature of bony prominences, mass, composition and mechanics properties of soft
tissues) in assessing the risk of pressure ulcer has been pointed out [1]. We believe
that the consideration of body properties is important in the design of cushions also for
purposes other than pressure ulcer prevention.

Therefore, we aim to clarify the effect of basic specifications of the cushion and of the
body on the body pressure distribution, and then to design ideal cushions that realizes
the desired pressure distributions, taking the body specifications into account. In the
presentwork,wenot only experimentallymeasure but also numerically compute pressure
distributions for simple body-cushion pairs, where we try to grasp the dependence of
the pressure distribution on the body and the cushion specifications.

2 Methods

2.1 Measurement

The interface pressure distribution P(x, y) is measured with the use of a sheet-type
pressure mapping system (FSA/BodiTrak, Vista Medical, Canada), which is laid on the
cushion and below the body, and can measure simultaneously the local pressures at 32
× 32 = 1024 points with 14.4 mm pitch and 20 mmHg (2.7 kPa) accuracy (Fig. 1).
The cushion is of air-cell or polyurethane. The body has two cylindrical prominences
whose curvature radius is R, and its mass M is controlled by the weight put on it.
The measurements are performed for different conditions, where the cushion material,
internal air pressure pair of air cell,M, and R are varied. The results shown below are data
averaged at least over 10 s (at 1 Hz sampling) and over 3 samples for each condition,
which is enough for the present measurements in static conditions for non-living bodies.
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Fig. 1. Experimental setup for the measurement of body pressure distribution P(x, y).

2.2 Simulation

The interface pressure distributions are also obtained in numerical simulations, whose
results are compared with the measurements, through which the numerical code will
be sophisticated so that it can predict pressure distributions in various situations. The
essence of the computation is described below, where the body surface shape is given
as the profile of height b(x, y) above some reference plane, and the response properties
of cushions and body characteristics are considered (see Fig. 2).

For the air-cell cushion, the unknown quantities are the body pressure P(x, y), height
h(x, y), curvature radius r(x, y) of cushion surface (film), internal air pressure pair, film
tension σ , and the height z0 of the body reference plane. On the other hand, we have
three local equations for every point (x, y) and three global equations. The former three
are the local balance between P, pair, and σ ; the geometric relation between r and h;
and the film-shape relation between h and b or r. The latter three are Hooke’s law for
σ ; Boyle’s law for pair, and the global balance

˜
P(x, y)dxdy = Mg (*). Now we have

the same number of equations as that of the unknown quantities. For a fixed value of
z0, the body pressure P(x, y) is obtained by solving the simultaneous equations, then
the balance (*) is checked. If the left-hand side is smaller than the right-hand side, z0 is
incremented. This procedure is repeated until (*) is satisfied.

For the polyurethane cushion, the unknow quantities are the body pressure P(x, y),
pressure of repulsive force frompolyurethane pure(x, y), strain ε(x, y) (which is equivalent
with h(x, y)), and the height z0 of the body reference plane. We assume that no strain is
produced (ε = 0) in non-contact area, which may be a little unnatural. In this case, the
computation is easier than the air-cell cushion. As ε is directly obtained by b and z0, and
pure is related with ε by some stress-strain relation (obtained in a compression test), P is
obtained by the local balance P = pure immediately. The height z0 is incremented until
the obtained P satisfies (*), as in the case of air-cell cushion.

Fig. 2. Basic concept of numerical calculation of body pressure distribution P(x, y).
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3 Results and Discussion

Figures 3 and 4 show typical distributions of the body pressure P obtained in
measurements and corresponding simulations, respectively, where single air-cell and
polyurethane cushions, and 360-mm-square bodies of cylindrical surfaces (M = 20 kg,
R= 45, 90, 180, 360 mm) whose axes are at x = ±90 mm are used (with the origin at the
center of the body). The one-dimensional profiles of 〈P〉y(x) are obtained by averaging
the two-dimensional distributions P(x, y) in the central area of −115 < y < 115 mm.

Fig. 3. Typical body pressure distributions of P(x, y) and cross-sectional profile of 〈P〉y(x)
obtained in measurements for air-cell and polyurethane cushions, and cylindrical bodies ofM =
20 kg, R = 45, 90, 180, 360 mm.

First, it is clearly seen in Fig. 3 that the air-cell cushion is effective for pressure
dispersion. In the case of polyurethane cushion, P is apparently large at prominences
(x = ±90 mm), especially for smaller R, since at these positions the body presses the
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Fig. 4. Typical body pressure distributions of P(x, y) and cross-sectional profile of 〈P〉y(x)
obtained in simulations for air-cell and polyurethane cushions, and cylindrical bodies of M =
20 kg, R = 45, 90, 180, 360 mm.

cushion deeply, thus the repulsive force from the cushion becomes large, although the
peaks get less outstanding for larger R (i.e., when the prominences are less distinct). On
the other hand, in the case of air-cell cushion, the P profile is almost flat over the area
where the body and cushion are in contact, which expands in x direction with increasing
R. Also, for both cushions, the magnitude of P decreases with increasing R, while it
naturally increases with increasing M, as shown later.

The numerical results in Fig. 4 also exhibit the above-mentioned properties. That is,
the air-cell cushion shows flat P profiles in the contact area, whereas the polyurethane
cushion shows profiles with peaks at the body prominences. Also, as R increases, the
P magnitude decreases, while the body-cushion contact area widens. Furthermore, the
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pressure P proved to increase with increasing the massM (data not shown). Thus qual-
itative agreement between the experimental and numerical results was obtained, but the
refinement of numerical code is required to achieve quantitative agreement.

We should note that the above-mentioned pressure dispersion effect of the air-cell
cushion is an outcome of the adjustment of the internal air pressure pair. Figure 5 shows
the P distributions for the air-cell cushion and the body of cylindrical surface of R =
90 mm,M = 20 kg, with different values of pair. At pair = 0.0 kPa, the profile has sharp
peaks, reflecting the bottoming out of the body, i.e., the body is directly supported by
the solid support surface below the cushion, since the air is completely deflated. As pair
increases, the internal air begins to support the body, and the body-cushion contact area
increases. At pair = 2.0 kPa, the P profile is almost flat in the contact area (i.e., the
pressure is dispersed). With further increase in pair, the contact area decreases, while
the body pressure increases in the contact area, as the inflated cushion becomes like a
solid. The adjustment of the internal air pressure plays an important role in controlling
the body pressure of the air-cell cushion.

Fig. 5. Body pressure distributions of P(x, y) and cross-sectional profile of 〈P〉y(x) for air-cell
cushion with different internal air pressures pair and cylindrical body ofM = 20 kg, R = 90 mm.

We now show in Fig. 6 the space mean value 〈P〉xy of P obtained in measurements
for the air-cell cushion and the cylindrical body. Here 〈P〉xy is plotted as a function of the
contact area S, where S is defined by the area for whichP> 0.4 kPawas recorded.We can
see that the data are distributed along (but a little above) the theoretical curves of 〈P〉xy =
Mg/S. Although increasingM leads to increasing S, 〈P〉xy is basically proportional toM.
We also notice that the increasingR increases S and thus 〈P〉xy decreases. Likewise, Fig. 7
shows that the maximum value Pmax of P increases with increasing M and decreasing
R. This implies higher local body pressures for a heavier body and steeper prominences,
which seems to agree with real situations.
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Fig. 6. Meanbody pressure 〈P〉xy as a function of contact area S for air-cell cushion and cylindrical
bodies. The solid, dashed, dotted lines are the curves of 〈P〉xy = Mg/S for M = 20, 40, 60 kg,
respectively.

Fig. 7. Maximum body pressure Pmax as a function of body mass M for air-cell cushion and
cylindrical bodies.

4 Conclusion

Body pressure distributions were experimentally measured and numerically simulated
for simple pairs of air-cell or urethane cushions and bodies with cylindrical surfaces.
Basic effects of the cushion and body specifications, such as the body mass, body sur-
face curvature, internal air pressure of air cell, as well as the pressure dispersion effect
of the air-cell cushion, were confirmed in measurements. Also, the numerical results
qualitatively agreed with the measurements.

Further measurements and simulations of the pressure distributions are in progress,
for the acquisition of more data and the refinement of simulation. Also, more realistic
body-cushion pairs, e.g., the air-cell-polyurethane combined cushions and mannequins
will be investigated, throughwhich the simulationwill be utilized to design ideal cushions
that realize desired pressure distributions, e.g., as flat a distribution as possible, whose
validity will be verified by measurements.
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Abstract. The paper presents the optimization of configuration and calibration of
special system for measuring the size and quantity of particles in flowing medium.
The system is designed for real-time measurement of particles in the range up to
10 µm, moving with velocity up to 15 m/s and under pressure up to 20 bar and
while stationary methods of particle size measurement are quite well mastered,
their measurement in real time, at higher flow rates and higher pressures, is still a
challenge for metrology.

The applied method is based on measuring light scattered by single parti-
cle using photomultipliers (single photon counters). We focused on studying the
output from photomultiplier and finding relationships between pulse shape and
particle size and also the time intervals between pulses.

Keywords: Particle Size · Light Scattering · Particle Seeding

1 Introduction

Themeasurement of particle size and quantity is routinely carried out across awide range
of industries and is often a critical parameter in the manufacture of many products. Most
conventional methods, like microscopy or sieving techniques, are very accurate and
reliable, but not suitable for real-time measurements [1].

Measurement of the size and number of particles in situ, at high flow rates with high
accuracy and high pressure - forces a very complex construction of the measurement
system and calibration of each of its elements. In nanometrology, when the limit of
accuracy is reached, the reported results often contain no uncertainty, but a result without
measurement uncertainty may raise doubts as to its reliability [2].

The chosen method is based on measuring light scattered by single particle and
special emphasis is placed on the calibration of essential elements of the measurement
system. The system is designed for real-time measurement of particles in the range up
to 10 µm, moving with velocity 15 m/s and under pressure 20 bar.
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2 Measurement System

Themethods used to determine particle size can be divided into 5 groups: methods based
on the interaction of light and matter, the use of the electrical properties of particles,
sorting and classification, microscope methods and sedimentation methods.

Among them, definitely the most suitable for on-line measurement with high flow
rate are those based on interaction of light and matter. To fulfill these conditions, we
decided to realize special stand based on Multi Angle Light Scattering combined with
Time of Flight and with the use of photomultipliers working in Single Photon Mode [3].
The measurement system, based on the above methods and supplemented with a block
of standard particles seeding, is shown in Fig. 1. The term “measuring head” is limited to
the units enclosed within the “clean air” area containing: lasers, optics, detecting system,
nozzle (for particles supply), mechanical construction and clean air construction. The
air, after passing though the fine filter, is pumped into the closed compartment containing
the measuring head units. The generated small overpressure prevents dust from entering
space containing optical systems.

Fig. 1. Block diagram of a system

It was decided that the realized measuring head will contain two lasers of different
wavelengths (each with special beam forming optics) and three detectors for collecting
back scattered light, forward scattered light and side scattered light. We assume that in
the future, measurements may concern particles made of different materials and their
interaction with light of a different wavelength may have a different nature - which will
help in their identification.

Two separate laser beams form a kind of parallel light curtains located very near
each other (the widths and distance between them is 0.3 mm). Figure 2. Shows the
schematic of themeasuring head. Data from all transducers were connected in the HART



234 R. Jablonski

Communication Protocol and software applications for data acquisition and data analysis
have been written in LabView [4].

Detectorsmeasure scattered light in 3 directions. Our intentionwas to add all detector
signals in order to increase signal level. Theoretically, the detector measuring forward
scattered light receives the strongest signal, but it is also the direction of main laser
beams. A special light extinction arrangement was designed. Finally, the measurement
signal could be obtained from chosen detector or as the sum of two or three detectors.

Fig. 2. Measuring head, beam forming: L1 and L2 - lasers, A – laser beam, B – expanded laser
beam, C – obscured laser beam on 3 mm square aperture, D – laser beams in the measurement
area, E - beam extinguisher.

The first series of measurements, using 0.8 µm particles, had a measurement uncer-
tainty of as much as 0.9 µm [5]. The next stage was the analysis of the most important
influencing factors andmodification of themeasurement system in order to reduce partial
errors. The modification included the optimization of the shape of laser beam (Sect. 2.1)
and the flow patterns (Sect. 2.2) in the measuring area and also system calibration by
the simulation of particles flow (Sect. 2.3). The obtained results are presented in Sect. 3.

2.1 The Shape of Laser Beam

The shape of laser beam was measured directly in the waist. The system was oper-
ated automatically measuring the total cross-section of laser beam. The obtained results
showed that the shape was influenced by diffraction effects on the edges of diaphragms.
The “flat top” of laser beam was achieved by expanding the beam to 3mm, as it is shown
in Fig. 3 and focusing it by cylindrical lens to 20 µm (Fig. 4).

Particles passing through (intersecting) two laser beamsgenerate a pairs ofmeasuring
signals of time duration and separation depending on the particle velocity, laser beam
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waist size and displacement between them (Fig. 2D). In order to avoid random (noise)
signals data processing algorithm accepts only signals appearing in pairs, besides the
velocity of particles in the real time ismeasured. Different power andwavelength of laser
beams was helpful to optimize laser beam parameters. Sampling time can be adjusted;
the shortest is 1 µs.

Fig. 3. The 3 × 3 mm shape of laser beam: a) view, b) intensity distribution in cross-section

Fig. 4. Shape of a laser beam after focusing: a) view, b) intensity distribution in cross-section

2.2 The Simulation of Particles Flow

Obviously, the best proof of proper photodetectors-software performance is the cali-
bration with particles of known size and known moving speed. This can be done by
arranging single particle scanning periodically across both laser beams at the certain
velocity. Figure 5 shows the principle of operation. The solid particle is placed on the
flat, polished glass disc at the distance R from the center of rotation. The disc is fixed to
the shaft of miniature DC motor with the control of its rotational velocity.

During rotation the particle is crossing both laser beams at defined distance R from
the laser beam axes (also the nozzle axes) and the real distance between laser beams
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and the size (cross-section) of each laser beam is defined (calibrated). The experiments
were carried with commercially available 2 µm dry glass microspheres, calibrated and
certified with NIST traceable mean diameters of size distribution s = 0.6 µm (particle
size distribution, PSD, for the most accurate particles reaches the level of 0.2 µm).

NOZZLE LASER BEAM
SHAPE

PARTICLE

R

Fig. 5. The simulation of particles flow

2.3 Desired Flow Patterns in the Measuring Area

The velocity of the stream should be equal to the velocity of the surrounding clean air
to minimize the turbulent mixing of both central and surrounding stream. Moreover, the
velocity profile of the central stream, seeded with particles, should be as flat as possible.
In order to obtain such flow characteristics, the converging nozzle is applied. Its profile
is close to the profile of the Witoszyński nozzle [6]. This type of nozzles is used widely
in flow metrology to obtain flat velocity profile in the primary standards. The flow paths
downstream the nozzle exit (Fig. 6) show, that at a distance of 10 mm the mixing with
surrounding clean air is still not intensive. The calculated velocity fields is shown in
Fig. 7.

Fig. 6. Flow paths lines downstream the nozzle exit
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Fig. 7. Velocity field in the nozzle region

3 Results

The project required solving a number of independent threads. Each can be treated as an
independent research problem of an experimental or theoretical nature. The theoretical
part concerns in fact metrological analysis of the results. The modifications (Sects. 2.1–
2.3) made it possible to reduce significantly all partial errors, represented in Table 1 by
standard uncertainty of each input component xj. PSD and less significant components
depend on the devices/assemblies/elements used andmay change depending on the needs
and possibilities. The reliability of the measuring system, expressed in term of relative
standard uncertainty is 0.165 (for 2 µm particles).

Table 1. Partial errors

Source of error (input estimate xj) Uncertainty u(xj) [µm]

PSD 0.2

Different particle velocity 0.15

Non-perpendicularity of beam and flow direction 0.15

Crossing the beam by more than one particle at the same time 0.1

Scattering from not filtered out impurities and particles 0.08

Dark current 0.05

Sampling resolution 0.05

Crossing beam at different heights 0.05

Fluctuation of laser direction 0.0409

Instability of laser power 0.01

Software approximation 0.01

Photomultiplier response time 0.0018

Relative combined standard uncertainty ur(y) 0.165
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4 Conclusion

The uncertainty value ur(y) given in Table 1 is obtained for the measurement system
calibrated using particles of size 2 µm. These are the smallest, available, calibrated
solid particles (smaller particles are amorphous SiO2 particles suspended in pure water,
which is extremely difficult to evaporate). The partial errors included in Table 1 show
that the PSD inaccuracy has a dominant share in the total measurement uncertainty.
Modification of the measurement system by applying better components or improving
its metrological parameters, could reduce the total uncertainty by only about 30%. We
therefore assume that the proposed method based on measuring light scattered by single
particle using photomultipliers operating in the single photon counting mode is correct
and the obtained result can be considered satisfactory.
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Abstract. Data on the distribution of forces acting on the phalanges in individual
hand grips are sparse and are usually based on expensive human experiments or
time-consuming computer calculations. However, they are essential for the proper
design of prosthetic hands. Our goal was to create a simplified model to determine
the dependence of these forces on the static coefficient of friction between the
cylindrical cylinder held by the hand model, replicating the edgewise objects of
everyday use, and the inner surface of the prosthetic phalanges. We created a
CAD model of human hand kinematics based on literature data. The cylindrical
grip was tested for a 70 mm diameter cylinder mimicking a 1 L bottle. The results
showed that the relationship between the tested static friction coefficient andfinger-
cylinder forces is nonlinear. In the next stages, we plan to validate the obtained
force results and use the data in the mechanical design of the prosthesis.

Keywords: Hand prosthesis · Grip force · Friction coefficient

1 Introduction

The human hand is considered one of the most complex mechanisms due to its ability
to grasp, manipulate objects and make gestures. Therefore, a lack or a loss of it is a
life changing dilemma. There are 541,000 amputees in the United States alone, even
though amputation of the upper limb is approx. 4–5 times rarer than that of the lower
[1]. Approximately 90% of upper limb amputations are caused by injury to the limb [2].
Severe infections or trauma also led to amputations.

There is a need for anthropomorphic hand prostheses to enable return to normal
functioning in society. The process of selecting a prosthesis should begin as soon as
possible after amputation to facilitate adaptation to the new situation [3]. Different types
of prostheses are currently available, which vary in functionality and price. The group
most at risk of amputation are people of low social status who cannot afford expensive
prostheses [4, 5]. Recently, costs have come down thanks to 3D-printed prostheses such
as the Hero Arm and True Limb [6, 7] and have contributed to a drop in prototyping
costs to as low as $500 [8].
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In order to make a prosthesis device, designers have to consider many aspects, such
as the design of the prosthesis sockets, the number of actuated fingers, the capacity of
the wrist or manufacturing technologies [9, 10]. Patients’ needs are important, including
the number of grips depending on the degrees of freedom, which ranges from four to
even eight [11–14]. The use of new materials and methods, such as soft robotics, allows
prostheses to be improved [15–17].

In order to design a prosthesis performing different grasps, it is necessary to deter-
mine the forces needed experimentally or analytically. Documentation gives a prosthesis
force range of 70–140 N [11–14], but this refers to the whole device. There are a few
experimental studies [18–20] performed with patients, however, the real hands are not
prosthetic ones, and they differ in both geometry and prehension. There are engineering
tools such as Finite Element Methods, which can determine forces, but usually expen-
sive software is required to perform calculations. We decided to calculate the forces
analytically as the first step in the design process.

2 Model and Methods

The model (Fig. 1) consists of a metacarpal part, four fingers made up of three pha-
langes and an inversion/adduction part, and a thumb made up of two phalanges and a
metacarpal part, as well as a thumb counter element. The metacarpal part was modelled
as a rigid prism on which the axes of the finger joints were fixed at fixed points. The
thumb attachment axis was placed on the metacarpal tendon. The fingers were modelled
with uniform lengths. The thumb was deflected 120° from the vertical for functionality,
omitting full anthropomorphism.

Fig. 1. Computer Aided Design model of the right-hand prosthesis
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The interphalangeal joints were given the possibility of uniaxial rotation, while the
metacarpophalangeal joints of fingers II–V, i.e. (index, middle ring and little), were
given two degrees of freedom through the use of an adduction part. The modelling of
the metacarpal bone of the thumb and an additional opposing element made it possible
to reproduce the mobility of the thumb. To increase the anthropomorphic nature of
its kinematics, an MCP metacarpophalangeal joint rotated 30° inwards was used. The
model consists of open kinematic chains for each finger/thumb attached to themetacarpal
housing. Flexion and inversion angles were defined for the fingers; additional angles
defined the thumb opposition. The ranges of movement correspond to physiological
values [21].

A cylindrical grip including the thumb, index finger and middle finger was modelled
based on preliminary calculations. The phalanges were positioned so that the lateral
side of the phalanges was parallel to the base of the cylinder, resulting in phalangeal
thrust forces on the cylinder acting in horizontal parallel planes. In the kinematic model,
the tangent bonds between the phalanges’ surfaces and the cylinder were given and
then the coordinates of the contact points were read out. There were 7 contact points in
total, and they were numbered from 1 to 7. The 1st and 2nd corresponded to the thumb
phalanges (distal and proximal), the 3rd and 4th are assigned to index phalanges (distal
and middle) whereas 5th and 6th are for the middle finger phalanges (distal and middle).
The metacarpal is assigned to the 7th point and it is in the middle of hands width. The
2D view is visible in Fig. 2.

Fig. 2. Free body diagram of forces acting on the system



242 E. Drelich and J. Tracz

Each of the fingers included in the grip modelling had 2 points of contact with the
cylinder. The contact of the metacarpal part was modelled as a line of contact with the
side surface of the cylinder and for the calculations the force was concentrated in the
centre of this line.

On the basis of the data read out, the assumed body weight and the parameterized
friction coefficient, the equilibrium equations of force in the direction parallel to the
cylinder axis were established (Eqs. 1–3).

F1X + F2X + F3X + F4X + F5X + F6X + F7X = 0 (1)

F1Y + F2Y + F3Y + F4Y + F5Y + F6Y + F7Y = 0 (2)

F1Z + F2Z + F3Z + F4Z + F5Z + F6Z + F7Z = Q (3)

where:
Q – is load equal to mass times the gravitational acceleration (m*g).
F – Force in the given direction (x,y,z).
Moments in x,y,z (Eqs. 4–6) were also considered around the axis of the coordinate

system placed in the base of the cylinder, the z-axis of which coincided with the cylinder
axis.

∑
Mx = 0 (4)

∑
My = 0 (5)

∑
Mz = 0 (6)

To reduce the number of unknowns, the force moduli in the phalanges of one finger
were assumed to be equal. The equilibrium equations were written for a cylinder with
4 unknown modulus forces (thumb, index finger, middle finger, metacarpal). The forces
acting vertically are friction forces (Eq. 7). This reduced the number of unknowns to 4.
The equations were solved numerically.

2µFxTHUMB + 2µFxINDEX + 2µFxMIDDLE + µFxMETACARPAL = Q (7)

where:
-µ is the static friction coefficient.

3 Results and Discussion

The results (see Fig. 3) show that the relationship between the coefficient of static friction
and the force acting between the phalanges and the cylinder is not linear. It can be seen
that increasing the coefficient of friction (µ) by 0.3 (from 0.3 to 0.6) causes a 50%
decrease in the force needed to hold the cylinder, but if friction is increased by another
0.3, the force will decrease by only 17%. To put it in broader perspective, the 0.9 friction
coefficient corresponds to the rubber tires to concrete contact and the human hand has
about 0.5 static friction coefficient. To achieve a high static friction coefficient, one
would require rubber glove to be used over the device.
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Fig. 3. Force acting on the phalanges and metacarpal as a function of friction coefficient.

The study [22] showing that it is friction not texture, which dictates grip force,
has reported that a low friction coefficient increases the force required to lift an object
nonlinearly. In the study [23], where dry and soapy objects were grabbed, the maximum
grip force did not linearly follow the friction coefficient, although the relation was not
inverse like in our case, but logarithmic. It might be possible that the extremities of the
model (i.e. the 0.3 coefficient and below) are not correct. Nevertheless, we conclude that
the method is physically correct due to the fact that for µ = 1 the sum of the forces is
equal to the weight (9.81 N).

However, that does not mean that the presented model is accurate. A comparison
with literature data has been performed. The reports contained experiments performed on
participants grabbing objects with diameters of 50, 65 and 88 mm, having mass of 600,
1000 and 1620 g respectively. Since setups were different and the friction coefficients
were not reported, the percentage distribution of forces can be useful to compare the
results. They have been calculated by dividing the force reported for a given finger by
the total algebraic sum of forces for the grip. In the analytical model, the ratio stays
constant with respect to static friction coefficient. The comparison can be seen in Fig. 4

We can observe that the relative values reported in the literature are different from
the ones obtained in our method. The difference may come from different setups of the
grip. There are also similarities - the force is always the highest on the opposing digit
as it is balancing the forces from the rest of the fingers. In our case, it is the thumb.
Although the results are different, we can draw the conclusion that in order to perform a
grip the forces must be distributed over the fingers such that for a given condition forces
stay in equilibrium. This might be obvious since it was assumed that the forces are in
equilibrium, and the cylinder stays at rest. However, in experiments subjects usually
have sensory feedback which enables them to judge how much force they are exerting,
which isn’t true for prosthesis driven by engines.
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Fig. 4. Comparison of percentage force distributions on fingers in cylindrical grips

4 Conclusion

The study shows that the thumb contributes most of the grip force and therefore it’s
important for the device to have a fully functional mechanism that will replicate its
function. Moreover, contact patch/area will also be crucial when performing the grip.
Usually, softer materials provide better friction and are deformable, thus adapting to a
given shape. This comes at the cost of mechanical properties and rigidity.

The values calculated are different from the ones reported by other studies, but they
show that the cylindrical grip can be performed with various percentages of involvement
of the individual fingers. However, the grip must be uniform so that the forces acting
on the object stay in equilibrium. The final value of forces depends on the geometry
and setting of fingers on the object. We think that the model is physically correct, but
it is possible that for lower friction coefficients it loses accuracy, due to the simplifying
assumptions that had to be used to solve it. Our conclusion is that future tests are
warranted, but for now, further design can be based on the model with some safety
margin.

Based on the results obtained, it was assumed that during the prototyping phase, a
polymer resin will be chosen to create the model, which will be printed using SLA 3D
printing technology giving a coefficient of friction of about 0.6. The resin has average
mechanical properties, but has good printability and the 3D prints will have better tol-
erances than in FDM/FFF. The prototype will be able to be covered with an additional
surface providing increased friction. Future work will include validating the forces and
using the resulting values for mechanical design of the prosthesis.
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Abstract. Spatially localized carbonization of cheap and widely available insu-
lating polymeric films, such as polyimide (PI), into electrically and thermally
conductive graphitic carbon is important for the development of photonic, elec-
tronic and thermal devices. We use tightly focused femtosecond laser pulses to
locally convert PI into carbon at the laser beam focus, and by translating the focus
draw extended 2D and 3D structures in PI. By embedding micro-regions of elec-
trically and thermally conductive carbon into PI using laser irradiation, we create
a composite material having modified physical properties. In the future such mod-
ification can be used to create new materials and devices for control over optical,
electrical, and thermal microdevices phenomena.

Keywords: Laser Material Processing · Femtosecond Pulses · Laser-Induced
Carbonization · Polyimide · Kapton · Carbon

1 Introduction

Polyimide (PI) was developed by DuPont in 1960 and is also known by its trademark
Kapton. This material can be mass-produced cheaply and is attractive for applications in
various fields of science and technology. Among its notable physical properties are high
heat resistance retained within the temperature range of −269 °C to 400 °C, excellent
electrical and thermal insulation capability, and highmechanical, chemical, and ionizing
radiation robustness. This commercially affordable and cheap polymer is widely used in
microelectronics, electrical and electronic equipment, automobiles, aircraft and is typ-
ically prepared in the form of thin or thick film or molded parts. At the same time, the
possibility to embed PI with othermaterials having higher electrical and thermal conduc-
tivity, may further widen its applicability in technology and engineering. It was found
that subjecting PI to temperatures higher than the threshold value of 850 °C converts it
fully or partially to graphitic carbon [1]. Irradiating PI by a focused laser beam can be
used to achieve a highly spatially localized photothermal effect with temperature at the
focus exceeding the carbonization threshold, and spatial scan of the focus on the surface
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or in the bulk of PI can be used to create complex 2D or 3D carbonization patterns.
The resulting composite material may have electrical and thermal properties somewhat
different from those of pristine PI, controllable via parameters of the laser beam and
the spatial structure of the recorded pattern. It was found in 1991 that ultraviolet (UV)
KrF laser irradiation of PI surface increased its electrical conductivity by 15 orders of
magnitude [2]. Subsequently it was clarified using Raman scattering spectroscopy that
laser-irradiated contain high density of C-C bonds [3]. J. Lin et al. [4] found that car-
bonization of PI surface can also be induced using irradiation by an infrared (IR) CO2
laser. IR radiation, especially that belonging to the near-infrared (NIR) spectral region
has one important advantage, namely its relative optical transparency, which allows it
to propagate into the bulk of PI without absorption. Focused NIR laser beams, espe-
cially those delivering ultrashort picosecond (ps) and femtosecond (fs) pulses can still
induce two-photon andmulti-photon absorption (TPA andMPA) selectively at the focus,
leading to highly localized carbonization of PI, and allowing fabrication of complex 3D
carbonization patterns embedded in the bulk of PI [5]. In this study we have used fs
laser processing of PI to fabricate simple graphitic carbon structures, and report on their
physical properties. We were able to confirm fabrication of carbon micro-patterns in the
bulk and on the surface of PI, and provide evidence of modified electrical and thermal
properties in these regions. Similar approach may be used for fast, non-contact prototyp-
ing of carbon-based microstructures in PI, and possibly also other optically transparent
organic materials.

2 Experimental Details

In this section we describe opto-mechanical setup used to fabricate the samples and the
initial materials used in the experiments. Figure 1 shows schematic picture of the laser
processing setup used in the experiments. The light sourcewas anYb:KGWfemtosecond
laser (Carbide, Light Conversion) emitting laser pulses having a central wavelength of
1030 nm, a pulse duration of 400 fs at a repetition rate of 200 kHz. The laser beam
was expanded by a 5× telescope to a diameter of 6.5 mm which was sufficient to fill
the entrance pupil of the microscope objective lens which was used for focusing the
laser beam into the sample. In our experiments we used two lenses having magnification
and numerical aperture (NA) of (20×, NA = 0.46) and (50×, NA = 0.80). Transverse
diameter of the focal spot d obtained using these lenses were calculated using the well-
known relationship d = 1.22λ/NA, and are d = 2.7 µm and d = 1.57 µm, respectively.
The laser beam was polarized linearly along the x-axis direction.

During the fabrication the samples were translated using a high-precision nanopo-
sitioning system (Aerotech ANT95) controlled by a specialized software (Poli3D,
Femtika). The fabrication process was observed in situ using an LED illuminator and
a video camera. During the observation the laser-damaged areas appear as dark (low-
transparency) points or lines surrounded by bright (high-transparency) regions of non-
iradiated pristine PI. The samples used were sheets of commercially available PI and
had a thickness of 20, 50, 100, and 200 µm.

The laser-fabricated structures were subsequently characterized using various tech-
niques. Opticalmicroscopywas used for visual evaluation of the laser-processed regions,
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Fig. 1 Opto-mechanical setup used for laser-induced carbonization of PI. Components denoted by
abbreviations are M1…M4 – mirrors, L1, L2-lenses, DM-dichroic mirrors, LED – light emitting
diode illuminating the sample

while Scanning Electron Microscopy (SEM) was used to observe fine features in these
regions. In order to detect the laser-induced generation of carbon, Energy-dispersive X-
ray spectroscopy (EDS) and micro-Raman spectroscopies were employed. Modification
of electrical properties was observed using two-terminal electrical resistance measure-
ments, while modification of thermal conductivity was visualized using thermal imaging
[6].

3 Results and Discussion

3.1 Bulk Modification of PI

Modification of PI by tightly focused fs laser pulses can be visualized using optical
microscopy. Typically, the photomodified regions are seen in transmission images of the
sample as dark spots in a bright background consisting of non-irradiated PI. The dark
appearance does not prove that generation of carbon by laser irradiation has occurred;
the darkening may be caused by strong refractive index modulation, and presence of
carbon was confirmed using other methods as described in Sect. 3.2. Figure 2(a,b) shows
optical top-view (a) and side-view (b) images of an area containing periodic array of
photomodified spots. Each spot was irradiated using average laser power of 10 mW for
200 ms, resulting in the total number of 40,000 pulses.

The laser beamwas focused to the depth of about 100µmunder the surface in order to
generate carbonized regions in the bulk of PI, since bulk photomodification would allow
formation of 3D structures fully embedded in the bulk of PI, which is more interesting
for possible applications. The bulk nature of fabrication is illustrated by the side-view
image in Fig. 2(b). In order to aid the side-view observation the sample was cut as close
as possible to the fabricated area, and the edge was mechanically polished. Detailed
images of the laser-induced photomodification were obtained using SEM observation.
Figure 2(c) shows a modified surface region which consist of a laser-induced damage pit
with fine pattern of periodic ripples, or laser-induced periodic surface structures (LIPSS)
having the period of 230 nm. The ripples are perpendicular to the polarization orientation
E of the incident laser beam, emphasized by arow in the figure. Surface nanogratings
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Fig. 2 Optical top and side-view images of laser-induced modifications in the bulk of PI film
(a,b), detailed SEM image of surface damage featuring periodic LIPSS structure (ripples) oriented
perpendicular to the polarization of the laser beam. The double arrow indicates orientation of the
electric field vector E of the incident laser beam (c)

due to LIPSS are of interest to a wide range of application areas [7]. Their formation on
the surface of PI and possible applications will be addressed in our future publications.

3.2 Evidence for Carbon Generation

To confirm the laser-induced carbonization of PI, surface structures were investigated
using EDS technique, which enables one to analyze the elemental composition of the
selected area. The results are shown in Fig. 3(a). The EDS data is presented as shows the
dependence of spectral emission intensity (in counts per second per eV) on the energy (in
keV). Comparison between the pristine (left) and laser-irradiated (right) spectra clearly
reveal increased carbon concentration due to irradiation. For this, the ratios between
magnitudes of C peak to N and O peaks were estimated and are shown in the figure. As
can be seen, the estimates show relative increase ofC response by 88% (with respect toN)
and 20% (with respect toO).Although at present it is difficult to determinewhich element
(N or O) is a better reference, these results qualitatively confirm the carbonization on the
surface of PI. It can be expected that similar conditions are also achieved during bulk
irradiation (the local temperature at the focus might be even higher, since the irradiated
region is surrounded by highly thermally-resistant PI).

Further evidence for carbonization was obtained from Raman data. The measure-
ments were performed using a micro-Raman spectrometer (NRS-7100, Jasco) at the
excitation wavelength of 532 nm. The results are shown in Fig. 3(b). Pristine PI regions
not irradiated by the laser exhibit a broad Raman spectrum without significant spectral
features. On the other hand, laser-irradiated regions clearly exhibit the characteristic
graphite D and G peaks at 1300 and 1600 cm−1, respectively. The peak assignment can
be confirmed using the reference spectrum of graphite taken from a core of 10B pencil,
which is also shown in the figure.

Hence, the data shown so far suggests the following qualitative picture of C gener-
ation on PI. Laser-induced photomodification at the wavelength of 1030 nm, where PI
is optically transparent, starts with TPA or MPA process, instantaneously producing a
limited amount of initial free electrons, which become excited by the same laser pulse,
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Fig. 3 EDS spectra taken from pristine and laser-irradiated areas of PI(a), Raman spectra taken
from pristine and laser irradiated areas of PI together with the spectrum taken from 10B pencil(b).
Optical top and side-view images of laser-induced modifications in the bulk of PI film (a,b)

leading to photoionization of PI constituent atoms, and local increase of the temperature
above the threshold value of 850 °C required for carbonization. The carbonization then
occurs by breaking of C–O and C–N bonds in the PI, and forming new C–C bonds as
indicated by the data in Fig. 3(a). As noted above, one can expect that this process can
take place both on the surface and in the bulk of PI.

3.3 Modification of Electrical and Thermal Properties

Electrical and thermal properties of PI and carbon are vastly different, with carbon being
much more conductive than PI. Using laser-induced carbonization in the bulk of PI one
can create conductive microstructures embedded in a dielectric. In order to verify this
possibility, linear channels having a length of 3mmwere fabricated below the PI surface.
At the same time both ends of the channel were pointed vertically towards the surface.
At these points silver paste was applied, and electrical contacts were formed permitting
resistivity measurements. The measured channel resistivity for several laser scanning
(writing) velocities are shown in Fig. 4(a). The inset shows schematic configuration
of the experiment. As can be seen, the resisitivity decreases with laser power. Higher
laser power leads to a higher local temperature, which affects physical properties of the
laser-generated carbon. It was suggested previously that laser-irradiated regions contain
a nanocrystalline nanostructure consisting of polycrystalline and amorphous carbons
[8]. At higher temperature a more connected percolation network for the flow of electric
current may result, thus leading to decreased resistivity. However, using excessively high
laser power would obliterate the carbonized region, and more studies are needed in order
to determine the optimum exposure conditions for fabrication of electrically conductive
structures.
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Fig. 4 Measured dependence of the electrical resistivity of laser-generated carbon channels bur-
ried in the bulk of PI film versus the average laser power (a), thermal imaging of a heat wave in
a 200-µm-thick PI film containing laser-processed areas. The top image shows 2D phase profile
of the heat wave, the bottom plot shows the profile along a horizontal straight line traversing
the fabricated areas (b). Vertical arrows emphasize the laser processed regions and their thermal
properties notably different from those in pristine PI

Modification of thermal properties due to fs laser irradiation was qualitatively inves-
tigated using thermal imaging technique. The experimental setup and measurement con-
ditions used for investigations were similar to those used in Ref. [6]. Temperature local-
ization and a heat flow in the samples locally heated by a focused beam of a laser diode
were in situ monitored using an infrared camera. The results are shown in Fig. 4(b). As
can be seen, laser-structured regions can create strong thermal phase gradients of a few
degrees over the tens of micrometers distance, distinctly different from that in the pris-
tine PI film. Detailed interpretation of the data will be reported elsewhere in the future.
Nevertheless, these qualitative results clearly reveal the consequences of laser-induced
carbonization, and indicate the possibility create spatially anisotropic heat transport
using anisotropic carbon-based structures in PI.
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4 Conclusions

The results reported here illustrate versatility of fs laser processing technique for the
realization of PI-carbon composite material using commercialy available PI films. We
were able to realize simple carbon-based microstructures embedded in the bulk of PI
film, to confirm the increased carbon density in the laser-processed regions, and to obtain
qualitative evidence of modified electrical and thermal properties in these regions. These
findings promise fast laser prototyping of electrical and photonic devices using cheap
and widely available materials.

Acknowledgements. This work was supported by the JST CREST Grant Number JPMJCR19I3,
Japan.
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Abstract. The results of a study of the optical properties of a black silicon (BS)
layer passivated with ZnO films obtained by the sol-gel technique are presented.
The BS layer was formed by the reactive ion etching process using an SF6/O2
plasma. The reflectance spectra of the BS/ZnO structures were simulated using the
finite difference time domain method. In this simulation, the structure is consid-
ered a thick silicon substrate with regular near-surface straight circular nanocones
uniformly coated with a thin ZnO film. The reflectance of the experimental sam-
ples was measured using a spectrometer with an integrating sphere. The ZnO sol-
gel film, in addition to surface passivation of the BS layer, noticeably improves
the reflectance in the entire spectral range necessary for the operation of a solar
cell. BS/ZnO structures exhibit a low reflectivity in the wavelength range of 400–
800 nm and at radiation incidence angles up to 50°. Thicker films are most pre-
ferred. Studies have shown that the simulation results are in good agreement with
experimental data in the case of thin films. For structures with thick ZnO films, it
is necessary to take into account the differences in the morphology of the model
and real surfaces.

Keywords: Black Silicon · Sol-Gel Film · ZnO · Reflectance ·Morphology ·
Solar Cells

1 Introduction

Nanostructured silicon-based surfaces feature unique electronic and optical proper-
ties, high surface-to-volume ratios, and facile surface modification [1–4]. Such sub-
wavelength surfaces are a promising approach to reducing broadband light reflection.
In recent years, black silicon (BS) has been of the greatest interest as an antireflection
nanostructured surface for single junction [5–7] and tandem [8] silicon solar cells. This
near-surface layer of crystalline silicon consists of an array of randomly distributed and
densely packed nanoneedles. It is important to note that the BS layer formation process
is self-organized without additional external techniques.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
Y. Ono and J. Kondoh (Eds.): Inter-Academia 2023, LNNS 939, pp. 256–263, 2024.
https://doi.org/10.1007/978-3-031-54450-7_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54450-7_29&domain=pdf
http://orcid.org/0000-0003-4442-8765
http://orcid.org/0000-0002-2045-5104
http://orcid.org/0000-0001-9245-6758
https://doi.org/10.1007/978-3-031-54450-7_29


Reflectance of Black Silicon with Sol-Gel ZnO Passivation Films 257

The large surface area of the BS layer leads to a high surface recombination rate, and
therefore, efficient surface passivation is of utmost importance in employing BS layers
in solar cells. Additionally, the BS layer tends to be gradually oxidized and contaminated
by impurities in contact with air, which negatively affects the performance of solar cells.
An effective way to overcome these problems is to deposit thin passivating films on the
surface of BS [9–11]. Besides providing good surface passivation, applying a film onto
a BS surface can further increase the antireflection ability.

Previously, we investigated the passivation properties (comfortability of the coat-
ing and charge carrier lifetime) and photoelectric characteristics (current-voltage and
capacitance-voltage) of thin sol-gel films on the BS surface [12]. It was shown that sol-
gel ZnOfilms provide effective passivation and stability of the structural properties of BS
layers over time. In our other work, we studied the optical properties (transmission and
absorption spectra) of sol-gel ZnO films on glass and silicon planar (non-textured) sub-
strates. Itwas shown that they are almost transparent in the spectral range of 400–1000nm
[13].

This work is aimed at experimental investigation and simulation of the optical prop-
erties of BS layers passivated with sol-gel ZnO films to determine the possibility of their
combined use in solar cells. The reflectance of BS/ZnO structures was estimated as a
function of the incidence angle of solar radiation.

2 Simulation Results

The optical properties ofBS/film structures depend on the geometrical parameters (diam-
eter, period, height, or depth) of the nanoneedle arrays [5, 6], as well as on the refrac-
tive film index and thickness [9, 10]. Optical simulation of these structures can effec-
tively optimize their parameters at the initial stage of solar cell design. Such an analysis
eliminates the need for numerous experimental and technological reworks later.

Various rigorousmethods, such as the finite difference time domainmethod (FDTD),
the effective index technique, the rigorous coupled-wave analysis, the transfermatrix and
finite element methods, allow optical simulation of sub-wavelength surfaces [14–17].
The FDTDmethod is known for its accuracy and simplicity inmodeling the antireflective
properties of nanostructured silicon-based surfaces.

For simulation, we used the Rough Surface module of the commercial software
packageFDTDSolutions byLumericalCo. This software package allows us to determine
the optical properties of periodic sub-wavelength surfaces depending on their shape
and geometric dimensions, as well as on the wavelength (λ) and incidence angle (θ)
of solar radiation. The numerical calculation is based on the parameters of stochastic
nanostructured surfaces, namely, the values of the root mean square (RMS), correlation
length (LC) and spatial resolution (δ).

Based on the results of studying the morphology of the BS/ZnO structures [12], their
optical models can be represented as a thick silicon substrate with regular near-surface
straight circular nanocones uniformly coated with a thin ZnO film (Fig. 1). Such periodic
structures can be characterized by the following basic parameters: in-plane period (p),
out-of-plane height (h) and diameter (d) of nanoneedles, and thickness of substrate (H)
and film (t). Based on these geometric parameters, the initial parameters RMS, δ, and
LC needed for simulation are uniquely determined.
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Fig. 1. Schematic diagram of the simulated BS/ZnO structure.

The simulated reflectance spectra of BS/ZnO structures with different film thick-
nesses at θ = 0° are shown in Fig. 2. For comparison, the reflectance spectrum of the
initial BS layer (without the film) is also shown. Note also that the average reflectance
of a planar (non-textured) silicon wafer is ~30% at λ = 300–800 nm.

Fig. 2. Simulated reflectance spectra of the BS/ZnO structures.

Regardless of the film thickness, the BS/ZnO structures demonstrate a decrease in
the reflectance compared to the initial BS layer. This means that the ZnO film contributes
to the improvement of the antireflection ability of the BS layer. With an increase in the
film thickness, the simulated reflectance decreases. For ZnO films with a small thickness
(t = 50, 100 nm), the reflectance is relatively high in the most important spectral range
λ = 400–700 nm, corresponding to the maximum solar radiation. At film thicknesses t
= 150 and 200 nm, the reflectance in the considered spectral region is relatively small
and weakly depends on the wavelength.

The 3D dependence of the simulated reflectance of BS with a 100 nm thick ZnO
film on the incident angle and wavelength is presented in Fig. 3. As shown, the BS/ZnO
structure exhibits a low reflectance (~3%) in the visible range for incidence angles up to
50°. However, for higher angles, the reflectance increases up to 5% at 60° and is even
higher than 10% at 70°. The omnidirectional light trapping capability of the simulated
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structures is very important for photovoltaic stations to generate electricity in themorning
and evening [18]. Note that this does not apply to stations with a sun-tracking system
using light-sensitive sensors.

Fig. 3. 3D dependence of the simulated reflectance of the BS/ZnO structures.

3 Experimental Results

The p-type 400μm-thick Si wafers with a resistivity of 3.0� cm were used as the initial
experimental samples. The BS layers were produced by the reactive ion etching (RIE)
process using an SF6/O2 plasma. In this study, those values of theRIE process parameters
that were previously chosen as the best for single-junction c-Si solar cells were used
[19]. The process pressure was 55 mTorr, and the gas flow rates were 75 cm3/min and
40 cm3/min for SF6 and O2, respectively. The etching time was kept constant at 10 min.
After plasma processing, the samples were washed with distilled water and dried in air.
The average period, height and diameter of the BS needles were 150, 640 and 100 nm,
respectively.

Homogeneous ZnO films were obtained by the sol-gel technique using the spin-
coating method [12]. The needed amount of zinc acetate [Zn(CH3COO)2·2H2O] was
poured with absolute isopropyl alcohol, dimethylformamide, and 2-methoxyethanol and
mixed. The resulting solutions were then stirred for 30 min in an ultrasonic bath. To
mature the solution, it was kept at ambient temperature for two days. The sol solution
was spin-coated onto the BS layer, rotating at 2000 rpm for 20 s. The thickness of the
sol seed layer was approximately 50 nm. The thin films were pre-heated at 350 °C for
10 min to evaporate the solvent and remove the organic residuals. The spin-coating and
pre-heating process was repeated until the desired thickness was obtained. In the last
stage, the samples were placed in an oven and heated in steps at an interval of 20 to
550 °C. The film thicknesses were 48, 146 and 207 nm.

A JEOL JSM-6700F Scanning Electron Microscope (SEM) and Solver Pro Atomic
Force Microscopy (AFM) were used to characterize the morphology of the obtained
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samples. The analysis of the obtained data was carried out using the Gwyddion software
package, which makes it possible to calculate the arithmetic mean deviation of all points
of the roughness profile from the mean line along the evaluation length, as well as the
number and size of grains. The adhesion of ZnO thin films was investigated by the ramp
loading scratch test. The omnidirectional optical reflectance was measured using a UV-
3101 PC spectrometer with an integrating sphere. The sample was rotated through an
incidence angle in the range of 8°–70°.

Figure 4 shows typical cross-sectional and top view SEM images of BS layers with
and without sol-gel ZnO films. The highly conformal film can be distinguished from the
cross-sectional image as a lighter, narrow coating on top of the BS needles. It can be
seen that the BS needles have a distinct conical shape with smooth surfaces. Sol-gel ZnO
films are quite conformal and accurately repeat the BS morphology, which is important
for effective surface passivation. The synthesized films had high adhesion to the surface
of the BS layers. The average particle size on the film surface was about 19 nm, the
number of grains was 280, and the roughness was 4.3 nm. It should be noted that during
the post-annealing of the films in an oven, the morphology and structural properties of
the initial BS layers remain almost unchanged due to the relatively low temperature of
such treatment [19].

Fig. 4. Typical cross-sectional (a, b) and top view (c, d) SEM images of BS layers with (b, d) and
without (a, s) sol-gel ZnO films.

The experimental reflectance spectra of BS/ZnO structures with different film thick-
nesses at θ = 0° are shown in Fig. 5. Figure 6 shows the reflectance of the BS layers
covered conformally with 146 and 207 nm thick ZnO films as a function of the incident
angle. Omnidirectional reflectance was measured at λ = 600 nm.
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Fig. 5. Experimental reflectance spectra of the BS/ZnO structures.

Fig. 6. Experimental reflectance of the BS/ZnO structures as a function of the incident angle.

From the presented results, it can be seen that the fabricated BS/ZnO structures
demonstrate low reflectance in the range of λ = 400–800 nm. In addition, the struc-
tures have a wide-angle antireflective characteristic at incidence angles less than 50°,
indicating their omnidirectional light-trapping capability. Moreover, the reflectance of
structures is noticeably lower than the reflectance of a BS layer without a sol-gel ZnO
passivation film (not shown in the figures). Thicker films are most preferred. In particu-
lar, at t= 200 nm, a reflectance of R~1–3% is practically achievable in the entire visible
range. In the range of ultraviolet radiation (λ = 250–400 nm), the reflectance increases
but remains less than 8%. Thus, the sol-gel ZnO film, in addition to surface passivation
of the BS layer, at least, does not deteriorate the reflectance in the entire spectral range
necessary for solar cell operation. Similar results were previously obtained for BS layers
coated with thin films of metal oxides by atomic layer deposition [10].

A comparison of the simulated and experimental reflectance spectra demonstrates
good qualitative agreement in terms of the dependence of the reflectance on the film
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thickness and the incidence angle of solar radiation. However, noticeable quantitative
differences exist, particularly for thickZnOfilms. This ismost likely due to the difference
in the morphology of the model BS/ZnO structure from the structure formed in the ALD
film real deposition process. When modeling reflectance spectra using the Lumerical
FDTD Solutions program, the film is introduced into the model by vertically displacing
the surface of theBS layer by the thickness of thefilm, and the relief of thefilmcompletely
repeats the relief of the BS layer. Conversely, the real film does not follow the surface
relief of the BS layer, but its surface is a shell. The layers grow toward each other, causing
a “collapse” effect and smoothing out the relief. As a result, real films are thicker than
model BS/ZnO structures.

4 Conclusion

An experimental study and simulation of the optical properties of black silicon (BS)
layers passivated with sol-gel ZnO films was carried out to determine the possibility of
their joint use in solar cells. It is shown that ZnO films are quite conformal and accu-
rately repeat the BS morphology, which is important for effective surface passivation. In
addition, these films noticeably reduce the reflection of the BS layers, which is retained
at incidence angles less than 50°. The effect of film thickness on the reflectance spectrum
of the BS/ZnO structure is analyzed. The simulation results and experimental data show
the same trend. However, to quantitatively estimate the reflectance of structures with
thick ZnO films, it is necessary to take into account the differences in the morphology
of the model and real surfaces.
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Abstract. Thephotoelectric characteristics of sol-gel ZnOx:MgOx layers on an n-
Si substrate,measured in the temperature range from5 to 50 °C, has been analyzed.
For photodetector applications, the current must flow across the ZnOx:MgOx/n-
Si/InGa structure and it should operate in pre-avalanche or avalanche mode (U of
the order of −20 V). A strong effect of temperature on the photoelectric charac-
teristics has been established, associated with the inclusion in the current transfer
of various local energy levels due to electrically active impurities and defects at
the interface of the structure.

Keywords: sol-gel · photodetectors · nanocomposite films · photosensitivity

1 Introduction

From the point of view of practical applications of ZnO films, the influence of structural
features on the photoelectric properties of diode structures based on the ZnO/Si hetero-
junction is of interest. In such designs, the transparent-conducting ZnO layer can provide
the transmission of radiation to the Si substrate and high sensitivity in a wide spectral
region both due to the generation of minority charge carriers in the wide-gap ZnO layer
and the potentially low recombination rate in the near-surface region. It is possible to
use doped ZnO films as a photosensitive material, which at the same time can act as a
transparently conducting electrode. There is a number of works devoted to the use of
the n-ZnO/p-Si heterojunction to create UV and visible photodetectors [1, 2]. Therefore,
it is of interest to create a photodiode operating in a wide spectral range and having a
sensitivity not lower than that for a silicon photodiode. Recently, there have been lots
of reports on good-quality ZnO films fabricated by the well-known techniques such as
metal-organic chemical vapor deposition (MOCVD), molecular beam epitaxy (MBE),
radio frequency magnetron sputtering, pulsed laser deposition (PLD), etc. [3]. So far,
there are few messages on UV detectors using chemically synthesized ZnO composite
film [4, 5].
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An expansion of the practical application of composites is limited by the lack of
detailed information on the process of electrotransfer in the structure at various intensi-
ties and frequencies of the applied electric field, and the temperature dependence of the
electrical-physical characteristics. Despite intensive studies of the properties of com-
posite multilayer structures in recent years, the mechanism of charge carrier transfer in
them is still insufficiently investigated. In particular, the mechanism of carrier capture,
retention, and emission from localized states, which determines the parameters of some
effects in composite films, has not been elucidated. Also, the role of the intermediate
layer, i.e., the interface between phases and the processes which occur at the interface, is
not fully understood due to the specifics of the change in the electronic states on the sur-
face of the composite. The electronic structure is noticeably affected by the appearance
of space charges at localized surface levels, the formation of an electrostatic barrier, a
shift in the levels of filled and unfilled electronic states in the composite, etc.

Currently, research is being actively conducted to find new materials for sensors
with sensitivity to ultraviolet (UV) radiation. A good candidate for such sensors is zinc
oxide (ZnO). It is characterized by high electron mobility, good thermal conductivity,
and a wide and straight band gap (Eg ~ 3.37 eV) [6]. Undoped ZnO thin films exhibit
photosensitivity in the visible region of the spectrum due to the presence of intrinsic
defects. In order to vary the optical and electrical properties, ZnO is doped with Group
III metals of the periodic table [7]. To increase the band gap, such an alloying element
is chosen, so that, as a result, a compound with small distortions of the crystal lattice
is formed. The radius of the Mg2+ ion (0.57 Å) is comparable to the radius of the Zn2+

ion (0.60 Å), making Mg suitable for substitution in the Zn lattice and facilitating the
increase in the band gap [8]. In their previous work, the authors of the paper showed that
the introduction of Mg makes it possible to obtain a composite based on zinc oxide with
an optical band gap of about 5 eV, and these structures exhibit selective photosensitivity
to UV radiation when a voltage of more than 10 V is applied [9].

The main purpose of this work is to evaluate the effect of temperature on the pho-
toelectric characteristics of ZnOx:MgOx/Si with an optical band gap of about 5 eV
ZnOx:MgOx.

2 Experimental Details

Layers based on ZnOx:MgOx films were obtained by the sol-gel technique using sep-
arate hydrolysis. The spin-coating technique has been used as the deposition method.
The starting materials used were zinc acetate dihydrate (ZnAc) [Zn (CH3COO)2 ×
2H2O]; magnesium acetate (Mg (CH3COO)2); isopropyl alcohol; distilled water [H2O];
diethanolamine (DEA) [HOCH2CH2NHCH2CH2OH]. The film-forming solution has
been prepared as follows: zinc acetate and magnesium acetate were separately dissolved
in isopropyl alcohol and stirred at 60 °C for 10 min. When the solution was transformed
into an emulsion, diethanolamine has been added to it at a DEA/ZnAc molar ratio of
1:1 and H2O/ZnAc 2:1, respectively. A sol based on magnesium acetate was prepared
in a similar way. Thereafter, the sols were mixed in component ratios 1:5, hydrochloric
acid has been additionally added to sol. The deposition of the film was carried out by
the spin-coating technique at a rotation speed of 2000 rpm for 40 s, followed by drying
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each layer at 60 °C for 10 min (2 layers). The final heat treatment has been realized at
temperatures of 250 °C and 450 °C for 30 min. The sol was applied by the spin coating
(five layers), which corresponds to a film thickness of 0.4µm. Siliconwafers KEF-20 (n-
type) have been used as substrates. After each layer application, the films were pre-dried
in an oven (SNOL) for 5 min at a temperature of 250 °C. After applying the fifth layer,
annealing has been carried out at a temperature of 550 °C for an hour. The temperature
conditions for processing sol-gel layers were determined experimentally. The process
of application and drying has been repeated until a film of the required thickness with
the required structural and optical characteristics was obtained. The temperature of 250
°C is used at intermediate stages of film formation to remove sol organic residues, and
the temperature of 550 °C is used to form the crystalline structure of the film.

The structural properties of theZnOx:MgOx structureswere studied using theHitachi
S-4800 Scanning ElectronMicroscope (SEM) (Hitachi, Tokyo, Japan). The top view and
cross-section of the samples have been characterized.

Measurement of photoelectric characteristics (current-voltage characteristics) was
carried out on the automated basic laser test complex, according to the schemes presened
inFig. 1. Themeasurement of photoelectric characteristics has been carried out according
to two schemes: longitudinal, when the probes were installed on top of the ZnOx:MgOx
film (scheme 1); and transverse, when one probe wasmounted on top of the ZnOx:MgOx
film, and another one was mounted from below to the Si substrate, through the InGa
contact (scheme 2).

Fig. 1. Block diagram of measurements of photoelectric characteristics (longitudinal (a) and
transverse (b) ones).

Measurements of photoelectric characteristics was carried out at temperatures of
5, 25 and 50 °C without and under the influence of radiation. On this concern the
multispectral laser radiation source has been used, which is a set of 9 laser diodes with
wavelengths of 405, 450, 520, 660, 780, 808, 905, 980 and 1064 nm with a common
fiber output and control boards, as well as with a calibrated radiation power of about 2
mW. The multispectral source uses 9 lasers of different wavelengths in order to produce
a spectral range from ultraviolet to near-infrared. At these wavelengths, various types
of photodiode structures often have the greatest spectral sensitivity. As a source of
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UV (278 nm), a 300 µW TO-3535BC-UVC265-30-6V-E LED located in a specialized
tooling was used.

3 Results and Discussion

Figure 2 shows the typical top and cross-sectional SEM images of the obtained sam-
ples. On the SEM images, one can easily distinguish between the silicon layer and
the ZnOx:MgOx film. The thickness of the ZnOx:MgOx layer is 185 nm. The layer
contains close-packed structures without porosity, with an almost smooth surface, and
dense packing of crystallites, which is suitable for the fabrication of high-efficiency
UV-sensors.

Fig. 2. Typical SEM images of the ZnOx:MgOx/Si structures: (a) top view; (b) cross-sectional
view.

Sol-gel ZnOx:MgOx layers, annealed at 500 °C for 60min, are characterized by light
attenuation in the visible range of (5–10) %. In the absorption spectrum of some films
twomaxima have been observed, which corresponded to an optical band gap of the order
of 3.21 and 4.68 eV. An Eg value in tile range of 3.21–3.4 eV indicates the presence of
zinc oxide in the thin-layer system. This value coincides or it is slightly below the tabular
value typical for ZnO (3.37 eV). For sols with a high magnesium content, the band gap
value of ZnOx:MgOx is in the range from 4.68 to 5.47 eV [8]. The investigation of the
photoelectric characteristics was carried out on the ZnOx:MgOx/n-Si/InGa structures.

The dark current-voltage (I—V) characteristics measured according to the scheme 1
and to the scheme 2 (Fig. 1) at different temperatures are presented on Fig. 3. As can be
seen from Fig. 3, the current value when measured in a transverse circuit is an order of
magnitude higher than that in a longitudinal circuit. In semiconductor photodetectors the
work is based on the internal photoelectric effect, in which the photon energy must be
large enough for the photoelectron to overcome the band gap and pass into the conduc-
tion band. Photons are absorbed inside the bulk of the material, creating electron-hole
pairs and the corresponding conductivity. The current-voltage characteristics measured
according to scheme 1 (Fig. 3a) show that with increasing temperature, the current at pos-
itive voltages is decreasing, and at negative voltages it first decreases and then increases.
The current-voltage characteristics measured according to scheme 2 (Fig. 3b) show that
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with increasing temperature the current at negative voltages decreases, and at positive
voltages it first increases and then falls.

Fig. 3. Current-voltage characteristics of the ZnOx:MgOx/Si structure measured by the longitu-
dinal scheme (a) and the transverse scheme (b) at different temperatures.

Typically, the internal resistance of photoresistors increases with decreasing temper-
ature, which is not observed in our work. This behavior of the conduction processes may
be due to the percolation effect. The ZnOx:MgOx film has a microcrystalline structure
and the current flow along the grain boundaries of microcrystals may differ in each mea-
surement. Additionally, in such systems, a large number of surface states are observed,
which strongly affects the processes of current flow as well [9].

Analyzing the current-voltage characteristic with a positive voltage applied to the
ZnOx:MgOx film, measured according to scheme 2, one can observe three sections with
currents obeying the dependence of the I ~ Un type. This dependence is typical for space-
charge-limited current (SCLC). For a measurement temperature of 5 °C: n = 2.6 from
2V to 12 V, n= 4.2 from 12 to 16 V and n= 2.8 from 16 to 20 V; for 25 °C: n= 3.0 from
3 V to 5 V, n= 4.0 from 6 to 12 V and n= 2.7 from 13 to 20 V; for 50 °C: n= 1.2 from
0 V to 6 V, n = 1.0 from 6 to 8 V and n = 1.5 from 10 to 20 V. In the region of negative
voltages, a power law has been observed as well, however, at 5 °C n= 1.5 from 0 V to−
19 V, at 25 °C there are two sections with n= 1.0 from 0 V to−8 V and n= 1.3 from−
8 V to−20 V; at 50 °C n= 1.7. An increase in the current, at n > 2, indicates the filling
of a separate group of monoenergetic traps characteristic for injection currents in the
ZnOx:MgOx film and at the ZnOx:MgOx/Si interface. An exponent n close to 2 indicates
the presence of SCLC in the case of injection of charge carriers into the dielectric in the
absence of a compensating charge. An exponent n close to 1 indicates the presence of an
Ohmic conduction mechanism. Analysis of the current-voltage characteristics showed
that the main mechanism of conductivity in the ZnOx:MgOx/Si structure under study is
the SCLC in the presence of trap levels [9].

The spectral characteristics of photodiode structures with deep energy levels, caused
by the surface states, are changing with temperature depending on the operating mode.

As shown by the current-voltage characteristics measured in the photovoltaic mode
(U= 0 V) the field in the space charge region is so small that the time of flight of carriers
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there can be commensurate and it is sometimes even longer than the lifetime of minority
carriers. As a result, most of the carriers created by light recombine with each other
without affecting the photocurrent. The spectral sensitivity in this case is negligible.
In photodiode structures an external electric field is applied to overcome the potential
barrier, as a result of which the field in the space-charge region increases strongly. The
carriers created by light move under the action of the field without having time to recom-
bine, and the sensitivity increases. Therefore, when calculating the sensitivity, voltages
of −5, −10, −20, +5, +10, +20 V were chosen, when an increase in photosensitivity
was observed in certain regions of the spectrum. The maximum change in photosen-
sitivity, especially in the UV part of the spectrum, was observed in both measurement
schemes at a bias voltage of −20 V.

The photosensitivity of the ZnOx:MgOx/Si structure obtained from the current-
voltage characteristics measured (at U = −20 V) according to the scheme 1 (Fig. 1a)
and the scheme 2 (Fig. 1b) at different temperatures is presented in Fig. 4. The value of
photosensitivity, in the case of measurements in the longitudinal scheme, is an order of
magnitude less than in the case of measurements in the scheme 2 (Fig. 1,b).

As can be seen from Fig. 4, a (measurement along the scheme 1) at a temperature
of 5 °C, the photosensitivity maximum is observed at a wavelength of 980 nm. As the
temperature rises to 25 °C, it drops to almost zero, and as the temperature rises to 50 °C,
negative photosensitivity appears in the UV region (from 278 nm to 450 nm) and it is
insignificant in the IR region (at about 1000 nm).

When measured in the scheme 2 an increase in photosensitivity is observed in the
entire spectral range. At a temperature of 5 °C, two maxima are observed with high
photosensitivity at wavelengths of 278 nm and 780 nm.

Fig. 4. The sensitivity of the ZnOx:MgOx/Si structure obtained from the current - voltage char-
acteristics measured (at a voltage of −20 V) in the longitudinal scheme (a) and the transverse
scheme (b) at different temperatures.

With an increase in temperature to 25 °C, the spectral sensitivity maxima are shifting
to the long-wavelength part of the spectrum (450 nm and 880 nm). At a temperature of



270 A. Semchenko et al.

50 °C, the spectral sensitivity maximum is observed at a wavelength of 278 nm and
905 nm, and the sensitivity has become insignificant in the visible wavelength range.

The obtained high values of the spectral photosensitivity are possible if the structure
under investigation operates in the pre-avalanche or avalanche mode, which is observed
at−20 V when measured according to the scheme 2. This operation mode contributes to
a more complete collection of nonequilibrium charge carriers and accelerated movement
of minority charge carriers to the transition.

The observed temperature dependence of photosensitivity, as well as negative pho-
tosensitivity, are caused by electrically active impurities and structural defects, in the
presence of which shallow and deep local energy levels are formed in the band gap of
the semiconductor, which play an important role in current transfer processes, including
those under the influence of optical radiation [9].

Qualitatively, the phenomenon of negative photoconductivity can be explained by
the presence of two groups of local energy trap levels located near the bottom of the
conduction band (G1) and the top of the valence band (G2), as shown in Fig. 5. The
distribution of states at the interface is not very important, since any dense set of states
at the interface near or below the mid-bandgap of Si creates a double depletion layer
near the junction, resulting in rectification or saturation in both directions.

Fig. 5. Energy band diagram in an n-n heterojunction, taking into account states at the interface.

However, in such a junction, current canflow fromone semiconductor to another even
without being in equilibrium with the states at the interface. In an n-type semiconductor,
light quanta hν are exciting electrons from the valence band to local levels G1. The holes
G2 levels cannot directly recombine with electrons located in G1 levels. If the thermal
excitation of electrons from G1 levels occurs more slowly than the recombination of
electrons and holes through the levels, and the concentration of centers of G1 levels is
not too low, then the recombination of electrons from the conduction band with holes of
G2 levels leads to a decrease in the dark concentration of intrinsic charge carriers. The
concentration of free holes in this case increases insignificantly, less than the decrease in
the concentrationof free electrons.Therefore,with such light irradiation, the conductivity
of the semiconductor decreases.
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4 Conclusions

The photoelectric characteristics of ZnOx:MgOx/n-Si with an optical band gap of
ZnOx:MgOx of the order of 5 eV were measured at temperatures from 5 to 50 °C.
Analysis of the I-V characteristics of the ZnOx:MgOx/Si structure, measured at differ-
ent temperatures, showed that the current, at both voltage polarities, obeys the I ~ Un

type dependence. Thus, the main mechanism of conduction is the space-charge-limited
current. In some areas of the I-V dependence the exponent n is greater than 2.0, which
indicates the filling of a separate group of monoenergetic traps in ZnOx:MgOx and at
the ZnOx:MgOx/Si interface. It has been found that the temperature dependence of the
photoelectric characteristics, as well as the observed negative photosensitivity, are due
to electrically active impurities and structural defects. If the current in the structure has
been flowing along the ZnOx:MgOx film, the photosensitivity (at U = −20 V) was
insignificant in a larger wavelength range, only at a temperature of 5 °C a sensitivity
values of 0.6 A/W at 980 nm and−0.2 A/W at 278 nm have been observed. For photode-
tector applications, the current should flow across the ZnOx:MgOx/n-Si/InGa structure
and it must operate in pre-avalanche or avalanche mode (at U of the order of−20 V). In
this mode, at a temperature of 5 °C, the maximum spectral sensitivity at a wavelength
of 278 nm is 12 A/W. At the same time, there is a slight photosensitivity in the visible
and IR regions of the spectrum. At 25 °C in the UV range, the photosensitivity value
becomes negative and amounts to −2.5 A/W. In the visible and IR regions of the spec-
trum it decreases. With an increase in temperature to 50 °C, the UV sensitivity increases
to a positive value of 5 A/W. In the IR region it is ~2 A/W, and in the visible region it
becomes close to 0.
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Abstract. This paper presents the development of a technique for synthesizing
ITO sol-gel films with embedded YAGG:Cr3+, Yb3+ nanocrystals that exhibit a
long-lasting afterglow on the surface of a photoelectric solar cell. The properties of
ITO layers for further application in optoelectronics and solar energy have been
studied. The Pechini method provides the luminescence intensity of ITO films
with YAGG:Cr3+, Yb3+ nanocrystals 4 times higher than the chemical deposition
method. Solar cells with an additionally deposited ITO coating with YAGG:Cr3+,
Yb3+ luminescent nanocrystals maintained a residual voltage of up to 0.51 V for
30–60 min.

Keywords: sol-gel · luminescent nanocrystals · nanocomposite films

1 Introduction

Transparent conductingfilms (TCF) have been used for decades in optoelectronic devices
as a transparent conductor due to their high optical transmission and electrical conduc-
tivity [1–3]. Each TCF material has different optical and electrical properties that define
the characteristics of the device: high transparency combined with low resistivity, such
as indium. The properties of indium tin oxide (ITO) have attracted tremendous interest
in this material. ITO thin films are used in optoelectronics and microelectronics as a
transparent conductive contact for a range of optoelectronic products, including solar
cells, LEDs, laser diodes, and flat panel displays. In2O3: SnO2 (ITO) is a semiconductor
with a band gap of 3.7–4.3 eV, which provides high transmittance in the visible region of
light. Oxygen intrinsic vacancies and doping impurities of Sn−4 ions arising during ITO
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formation explain the high electrical conductivity of the material. The properties of ITO
films in optoelectronic devices strongly depend on the film deposition technique. One
of the successful technologies is the sol-gel method, which makes it possible to obtain
various functional materials [3–5]. This method is chosen by the authors of this work.

Persistent luminescent materials can be used to increase the efficiency of solar cells.
This type of luminescence can last up to several hours, usually at room temperature, after
the excitation sources have ceased. The most acceptable mechanism can be qualitatively
explained by an electron capture-release process that is excited by ultraviolet or visible
light.

A techniquewas developed for obtainingfilm-forming compositionswith the optimal
concentration of doping additives leading to the maximum quantum yield of lumines-
cence in thin films of transparent conducting oxides. Nanocrystals with a long-lasting
afterglow of various compositions were chosen as declared additives.

The introduction of YAGG:Cr3+, Yb3+ nanocrystals with stable luminescent prop-
erties into the sol at low temperatures of heat treatment allows for the preparation of
coatings showing persistent luminescence on the surface of a solar cell, and the coatings
have sufficientmechanical resistance to be used in solar cells [6]. To obtain such coatings,
nanocrystals YAGG:Cr3+, Yb3+ were introduced into the indium tin oxide films.

2 Experimental

Chemically pure divalent tin anhydride chloride (SnCl2), ammonium fluoride (NH4F),
hydrochloric acid (HCl), and propanolwere used to prepare indium tin oxide (ITO) films.
In the first step, SnCl2 (0.07M) andNH4F (0.03M)were dissolved in 7.5mLof propanol
and 2.5mL of deionizedwater to form amixed solution, and 3 drops of hydrochloric acid
(HCl) were added to obtain a clear solution. For doping, carbon (0.5 wt.%) was added
to the above-prepared solution and stirred. For the homogeneous precursor solution, the
solution was kept in an ultrasonic bath until complete dissolution. After that, the solution
was kept at room temperature (about 20 °C) for several days until complete hydrolysis of
the components. YAGG:Cr3+, Yb3+ nanocrystals were prepared by the followingmethod
[7, 8]: gallium oxides (Ga2O3) and yttrium oxides (Yb2O3) were dissolved in nitric acid
(HNO3) and then boiled until evaporated, after which the salt residue was diluted in
distilled water. This solution was evaporated and dried at 110 °C to form a xerogel.
Xerogel was calcined in a muffle furnace for five hours at a temperature of 800 °C.
Further amorphous powder was annealed in a furnace at 1000 °C for ten hours. The
resultant powder of nano-crystals YAGG:Cr3+, Yb3+ was cooled and processed in a mill
to a homogeneous state. Then the powder of nanocrystals was incorporated into fluorine-
and carbon-doped tin oxide. The procedure for obtaining nanocrystals is illustrated in
Fig. 1.

YAGG:Cr3+, Yb3+ nanocrystals were introduced into the sol at a concentration of 5
wt% after hydrolysis of the main components. Subsequently, the resulting composition
was applied to the surface of the solar cell using centrifugation at a substrate rotation
speed of 6000 rpm. The deposited coating underwent annealing in a muffle furnace at a
temperature of 250–300 °C for 60 min. YAGG:Cr3+, Yb3+ nanocrystals were introduced
into the sol at a concentration of 5 wt % after hydrolysis of the main components.
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Subsequently, the resulting composition was applied to the surface of the solar cell
using centrifugation at a substrate rotation speed of 6000 rpm.

Ga2O3, Yb2O3
Boiling in HNO3. 
Evaporation and 
dissolution with 
distilled water

Transparent solution

Sol

Injection of liquid 
solutions 

Yb(O2CCH3)2
Cr(NO3)3-3H2O 

Xerogel

Amorphous powder

Nanocrystals 
YAGG:Cr3+, Yb3+

Boiling for 1 hour at 65-70°C

Evaporation and drying at 110°C

Tempering for 5 hours at 800°C

Annealing for 10 hours at 1000°C

Fig. 1. Schematic of nanocrystal production YAGG:Cr3+, Yb3+

The deposited coating underwent annealing in a muffle furnace at a temperature of
250–300 °C for 60 min. The annealing of the interlayer was conducted at a temperature
of 250 °C. The composition was applied in the amount of 5 layers. Figure 2 demonstrates
the procedure that was employed in the formation of sol-gel coatings with nanocrystals
YAGG:Cr3+, Yb3+.

The transmission spectra were recorded on a Cary-500 spectrophotometer λ. The
steady-state luminescence spectra and luminescence excitation spectraweremeasuredon
an SFL-1211A spectrofluorimeter and were then corrected for the spectral sensitivity of
the recording system and spectral density distribution of exciting radiation, respectively.
Themicrostructure of the films was evaluated bymethod of high-resolution atomic force
microscopy (AFM) SOLVER RRO 47 («NT-MDT»).

3 Results and Discussion

Figure 3 shows the optical transmission spectra (T) of ITO films deposited on a glass
substrate containing different numbers of layers annealed at different temperatures.
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Preparation of solutions
(Mixing of initial components)

Ultrasonic treatment of the solution

Incubation of the sol until complete 
hydrolysis (about 48 hours)

Introduction of nanocrystals YAGG:Cr3+, 
Yb3+into the sol ITO 

Formation of sol-gel films on a substrate 
(by spin-coating) 

Heat treatment of the deposited coating 
(250-300°C)

Fig. 2. Technique for creating sol-gel coatings through the introduction of nanocrystals

ITO films deposited on glass have good transmittance (75–85%) in the visible and
near-IR ranges. Longer annealing at 550 °C leads to a slight shift of the edge of the
fundamental absorption band to the short-wavelength side due to the densification of the
film and the improvement of its crystal structure. Also, the transmission spectra have
an oscillating character, which is characteristic of the emerging interference effects in
multilayer thin-film structures. The optical properties of ITO films do not change after
additional vacuum annealing (Fig. 4).

Figure 3 shows typical AFM images of the surface of an ITO sample (topography,
phase contrast, grain marking), the scanning area was 4 × 4 μm.

The ITO layer is formed by evenly distributed spherical grains with clear boundaries
between them. Before additional vacuum annealing, a dense layer with a characteristic
grain size of 120 nm and a subroughness of 5.5 nm is formed on the surface of the multi-
layer ITO film. For comparison, we note that the subroughness of the ITO sample layer
(6 layers) on the polished silicon surface does not exceed 3 nm. After additional vac-
uum annealing, the structure becomes denser, the grain size decreases to 70 nm, and the



ITO-Based Sol-Gel Layers Containing Rare Earth Complexes 277

Fig. 3. Transmission spectra of ITO layers
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Fig. 4. AFM images of the ITO sample surface: a - topography, b - phase contrast, c - grain
marking

subroughness to 4.2 nm, which is in good agreement with the resistivity measurements.
The synthesized layers had high adhesion to the surface of the substrates.

Persistent ceramic phosphors with composition YAGG doped with Ce3+, Cr3+ and
Yb3+ ions were prepared, then they were into ITO matrix embedded and their spec-
troscopic properties of composite materials were measured. Bright green emissions are
produced as a result of the Ce3+:5d1 → 4f transition that continues for several hours
after ceasing the blue light excitation. In this material, the threshold of photoionization
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between the 5d1 energy level of Ce3+and the bottom of the conduction band with photo-
stimulation can be decreased by Ga3+. At room temperature, Cr3+ ions can function as
electron traps with an ideal trap depth for persistent luminescence.

Powders made by the Pechini method are characterized by more intense lumines-
cence in the ranges of 510–580 nm and 700–750 nm, which is apparently explained by
the stronger coupling of the activator ion with the matrix.

It was found that after removing the external light source, solar cells with an addi-
tional applied luminescent coating maintained a residual voltage of 0.5 V for 60–90
min.

Fig. 5. Luminescence spectra of ITO composites with YAGG:Cr3+, Yb3+ nanocrystals (chemical
precipitation): λexc = 325 nm (1); λexc = 435 nm (2)

Fig. 6. Luminescence spectra of ITO composites with YAGG:Cr3+, Yb3+ nanocrystals (λexc =
435 nm): chemical precipitation (1); Pechini (2)

The powders produced by the Pechini method are characterized by more intense
luminescence in the ranges of 510–580 nm and 700–750 nm. This phenomenon can be
presumably explained by stronger binding of the activator ion to the matrix. Figures 5
and 6 show the luminescence spectra of composites with YAGG:Cr3+, Yb3+ nanocrys-
tals. Increasing the concentration of doping nanocrystals above 0.5 wt% reduced the
transmittance of the sol-gel film to less than 80%, which is unacceptable for a transpar-
ent conducting electrode. When the external light source was removed, solar cells with



ITO-Based Sol-Gel Layers Containing Rare Earth Complexes 279

an additionally deposited ITO coating with YAGG:Cr3+, Yb3+ luminescent nanocrystals
maintained a residual voltage of up to 0.51 V for 30–60 min.

4 Conclusions

The technique for synthesizing ITO sol-gel films with embedded YAGG:Cr3+, Yb3+

nanocrystals that exhibit a long-lasting afterglow on the surface of a photoelectric solar
cell has been developed. Increasing the concentration of doping nanocrystals above 0.5
wt% reduced the transmittance of the sol-gel film to less than 80%,which is unacceptable
for a transparent conducting electrode. The Pechini method provides the luminescence
intensity of ITO films with YAGG:Cr3+, Yb3+ nanocrystals 4 times higher than the
chemical deposition method. Solar cells with an additionally deposited ITO coating
with YAGG:Cr3+, Yb3+ luminescent nanocrystals maintained a residual voltage of up to
0.51 V for 30–60 min.
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Abstract. Colorectal cancer is a leading cause of death in the world, thus, early
prevention and treatment became a major priority. Improved detection, on-site
evaluation and the accuracy of the medical exploration are essential for this
attempt. Automatic detection of polyps, diverticula and membrane bleedings or
lesions, might enhance the objectivity, precision and efficiency of this examina-
tion, aiding the endoscopy expert. Video colonoscopy files can be split in frames
and these can be classified into informative or non-informative images. Apply-
ing the technology advancements on the chosen frames, the system can learn to
detect and point on the relevant findings. It can assist on-line object detection
and off-line classification and segmentation of images. Using diverse structures
of deep learning, it is able to help the physicians or to assess the quality of the
video colonoscopy procedures.Wewill further describe some affordable, efficient,
solutions that might be used to tackle these problems worldwide.

Keywords: video colonoscopy · deep learning · detection · segmentation ·
classification

1 Artificial Intelligence in Endoscopy Exams

1.1 Deep Learning in Image Processing

The accelerated development of artificial intelligence, the diversification of the deep
learning (DL) architectures and the new hardware dedicated to parallel computing, deter-
mined a qualitative improvement in image processing. With the appropriate training on
well-structured annotated images databases, they are successfully replacing the classic
computing approaches [1–3].

Due to affordable parallel computing devices, DL might now be used for object
detection, image classification and semantic segmentation.

Endoscopy, and particularly colonoscopy, is a long, tedious procedure, needing
focused attention and skilled training in observing small polyps, therefore automatic
image processing for experts assistance is useful and necessary [4].
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Video colonoscopies might contain both clear, informative images (with valuable
information) and non-informative images which are blurred, full of reflexes, bubbles or
residues on the colon’s membrane. Labeling these images and marking the regions of
interest is a compulsory, yet laborious step, and using an important amount of annotated
images is essential for obtaining good performances with deep learning [5].

1.2 Video-Colonoscopy Image Database

We used our own video-colonoscopy image database which we have progressively
augmented from 18 videos at the beginning of our testing to 28 video colonoscopies.
This database of video colonoscopies is selected within an internal agreement between
the Institute of Gastroenterology and Hepatology, “Grigore T. Popa” University of
Medicine and Pharmacy, Iasi, Romania, and the Institute of Computer Science, Roma-
nian Academy - Iasi Branch, with the ethical commission approval and the patients’
written consent.

Taking into account almost 50000 frames for a colonoscopy of about 15–17 min
(more or less upon the particularities and abnormalities discovered) we worked on hun-
dreds of thousands of images. We selected about 300000 informative frames and nar-
rowed the choice step by step towards the identification of certain particularities, in order
to be able to label the most important types of “objects”.

2 Object Detection Using MobileNet

The onset of colorectal cancer initiates with the formation of benign polyps on the
mucosal surface of the colon or rectum. Over a span of 5 to 15 years, these polyps may
undergo transformation into cancer, leading to the invasion of the colonic wall [6].

In video colonoscopies, physicians are trying to detect the abnormal structures that
might evolve into cancer, especially the large polyps [6–10]. There are polyps of differ-
ent sizes (diminutive – less than 5 mm, small - between 6 and 9 mm, or large - more than
10 mm) [8], and structures (pedunculated, serrated, adenomatous, dysplasia, adenocar-
cinoma), or other structures (bleeding areas, diverticula, lipoma) [7]. Clinical studies
[8] found that colon polyps are mainly less than 10 mm in size (85%–90%). The risk of
cancer in diminutive lesions is negligible, while the risk in small lesions is less than 1%
[7]. Literature, guides and medical blogs are developing a lot these aspects [9, 10].

Artificial intelligence is useful here. Well annotated, in hundreds and thousands
of frames, these chosen areas are used to train DL networks on parallel hardware,
appropriated for operating millions of convolutions in a record time [5, 11].

We have focused on polyps, because this is a dilemma in colonoscopy: finding
and removing them, or letting them on their place, when they are too small? Polyps,
pedunculated or sessile, diverticula, bleedings are issues to be found. The other categories
we have chosen to detect were in order to better differentiate from the important ones,
during the learning process.We observed that this is the better way to avoid confusion, to
“teach” more different objects to the deep learning network, not only the main entities.

An automatic colonoscopy analysis system should “know” all the elements that can
appear in colonoscopy videos. Therefore we have trained the networks on hundreds
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Bleeding 100% Diverticulum 99,7%

Forceps 99,8% Lipoma 99,7%

Pedunculated polyp 100% Sessile polyp 78,1% 

Snare 99,7% Tool 99,7%

Vascularization 99,3% Water jet 99,8%

Fig. 1. Ten classes of objects selected to train the DL network for detection



286 M. Luca et al.

of well-chosen images for each kind of “object” to be detected. In fact we denote by
“object” classes like: bleeding area, diverticulum, forceps, lipoma, pedunculated polyps,
sessile polyps, snare, tool-head, vascularization and water jet, presented in Fig. 1.

MobileNet architecture reduces the number of parameters and computations
required, compared to traditional convolutional neural networks (CNNs) while main-
taining a good performance. It is less computationally complex than other deep learning
architectures and thus interesting for mobile vision applications, as the seminal paper of
Andrew Howard’s and colleagues [11], is proving. We have obtained excellent on-line
results, highly overpassing our classical, previous, image processing attempts [11].

We used a Jetson Xavier NX, NVIDIA computing device [11, 12] and we retrained
a MobileNet DL structure [5, 11, 13]. MobileNet is a deep learning model designed for
efficient image classification and object detection tasks onmobile and embedded devices,
particularly well-suited for applications that require real-time processing. MobileNet
architecture is built using depth-wise separable convolutions, which are composed of
two main components: depth-wise convolution and point-wise convolution (Figs. 2 and
3).

Fig. 2. Random selection of images from the 10 classes of objects.
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Tool 99.9% - snare 94.9% Bleed 97.2% - vascularization 50.2%

Pedunculated polyp 86.8%-Forceps36.1%     Pedunculated polyp 90.1%, Tool 97.1%

Tool 80.7%, polyp sessile 51.9%, snare 44.5% Forceps 99,7%, Sessile 43,1%

Fig. 3. Two or more “objects” detected in the same image and the confidence coefficient

The resulted trained neural networkwas obtainedwith a limited number of images per
class. Our goal was to demonstrate that it is possible to obtain such a well-trained neural
network with limited resources. We used the 18 video colonoscopies in.mp4 format,
from which we extracted 322,486 frames (.jpg images). We made several selections,
first down to 9,087 relevant frames, then down to 3,226 frames.
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Finally, for training we used 700 images, 70 images for each of the 10 classes
taken into consideration. We applied the trained neural network on all the 18 video
colonoscopies and we extracted 322,486 frames after detection. This was an experiment,
therefore we are satisfied with the results, as in fact we do not have a project for a finite
product, we just verified our method.

We stated that the large polyps were well detected by MobileNet, with 98%–99%
confidence coefficient (see Fig. 4).

Fig. 4. Large polyps well detected in video colonoscopy using MobileNet

Fig. 5. Medium size polyps detected in video colonoscopy using MobileNet

Fig. 6. Small polyps detected in colonoscopy frames with a complex MobileNet structure
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The detection confidence for the medium-size polyps was between 88% up to 97%
(see Fig. 4).

The diminutive ones were sometimes misinterpreted or detected with a smaller
confidence (Fig. 5).

Consequently, we have trained a special DL model (also based on MobileNet) on
imageswith smaller regions of interest, to enhance the accuracy of small polyps detection
obtaining good results (see Fig. 6), detailed in a previous paper [13].

3 Image Classification with Deep Learning

To evaluate the quality of the video colonoscopy procedure, as the physician has to reach
with the colonoscope till the appendix, the path is passing through the rectum, sigmoid
colon, descending colon, splenic flexure, transverse colon, hepatic flexure, ascending
colon, cecum, ileocecal valve. Thus, some important loci (or places) have to be visu-
ally documented, as it is stated into the colonoscopy guides [14, 15]. We have chosen
as landmarks for assessing the correctitude of a colonoscopy four entities: appendix,
ileocecal valve, hepatic flexure and splenic flexure. The list of landmarks differs upon
the professional society which is agreed in a certain geographical region, usually either
European or American guidelines are followed.

These images have their own characteristics that can be taught into the DL system.
A special attention has to be focused on the resemblance of these images. It is better to
exclude the atypical images from the training database in order not to spoil the results.

Therefore, we had to put the two types of flexure images (hepatic and splenic, which
are in fact blueish shadows on the colon membrane) in the same class. Only the temporal
order of their appearance distinguishes them, while physicians are obviously knowing
that in the normal anatomical succession the ileocecal valve precedes the hepatic flexure
that is before the splenic one, which makes them recognize each flexure. The images are
very similar. The appendix is just a small aperture towards the small intestine, difficult
observables.

We trained on these different three image categories and then compared the results
of several DL structures: ResNet50, GoogLeNet, VGG19, and AlexNet [15].

Table 1. Landmarks images classification with four different types of deep learning networks

DL network Correct classification (over 80%)

ResNet50 90%

GoogLeNet 86,65%

VGG19 98,33%

AlexNet 98,33%



290 M. Luca et al.

Fig. 7. Appendix (left), ileocecal valve (center), hepatic/splenic flexures (right) image classifica-
tion using Deep Learning

The best rate of recognition was 98.33% for VGG19 and AlexNet (Table 1, Fig. 7).

4 Semantic Segmentation for the Overall Evaluation

The Boston Bowel Preparation Score (BBPS) is a conventional mark given upon the
degree of colon membrane cleansing and visibility. However it is a subjective apprecia-
tion depending on the expert’s experience and skills. It differs upon individual standards,
being relatively difficult to mediate a final score. Two different experts might give two
different marks, each of themwith its own modality of evaluation; therefore an objective
estimation is desirable.

Scarce residues on the tissue surface are time consuming and difficult to annotate in
order to feed a DL network for learning, aiming to automatically segment the image.

Fig. 8. Membrane surface semantic segmentation for BBPS evaluation (mucosa on red, residues
in yellow, lumen in black, artifacts in blue)
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We have proposed a CIELAB color-based method of identifying different regions
on the video colonoscopy frames and trained a semantic segmentation DL network to
recognize them, obtaining valuable results in segmenting mucosa, lumen, residues and
artifacts [16]. In a first stage we transformed the RGB images in LAB color space and
we extract image fragments characteristic for each of the four regions. Then we created
a specific LAB cube for each region (mucosa, lumen, residues and artifacts) and these
color features (let’s say similar to fingerprints) were applied to the selected colonoscopy
frames to obtain the annotated images. We annotated with red the mucosa, with yellow
the residues, with blue the artifacts and with black the lumen. We configured in Matlab
a semantic segmentation DL network and we trained it with original and annotated
colonoscopy frames. Figure 8 presents some results of applying the trained semantic
segmentation network to colonoscopy frames, showing that the network was capable to
generalize and find related colors, for each region, that were not present in the annotated
images.

Automatically identifying the residues covered areas (in yellow) permits counting the
total covered surface and deducing a value conventionally comparable with the standard
evaluation BBPS.

Having a clean colon is very important, as a well-observable surface, permits reliable
diagnosis. Upon the pattern of the polyp surface, recognizing the “texture” on high reso-
lution images, the physician assisted by the artificial intelligence system might decide if
the diminutive polyp might be safely left in place, or not, thus diminishing the medical
costs [17, 18].

Our methods permit to detect the important objects (or regions of interest) that we
want to find, to classify the landmarks images in order to identify the correctitude of
the procedure (automatically parsing the way of the instruments), and use color and DL
to automatically segment images, generalizing, permitting to objectively compute the
covered surface of the colon.

Next, step by step,wewill try to learn to use imperfect datasets in image segmentation
[19], augmenting the available information in a consistent way with reality, as databases
are still scarce, difficult to collect and to correctly annotate.

5 Conclusions

We developed several systems which use deep learning in approaches for assisting the
video colonoscopy procedures. We used MobileNet DL model on Jetson Xavier NX for
on-line object detection on the video colonoscopies. The system is capable of identifying
pedunculated and sessile polyps, as well as diverticula, bleedings etc., in real time,
with high degrees of confidence. We mainly focused on polyps’ detection. Besides,
we propose a few off-line techniques to evaluate the correctness of the colonoscopy
procedure. A deep learning classifier for several anatomic landmarks detected during
video colonoscopy might verify the compliance with medical guidelines. The methods
presented are tests on our database. Larger image databases might allow us to compute
statistics, too. The DL semantic segmentation method on the CIELAB color space offers
a new method to be applied to the video recordings to estimate the quality of the colon
cleansing. These are low cost methods for colonoscopy evaluation that permit interesting
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applications. For example, in the field of education, a useful application that might be
developed in the future is for training students in detecting polyps, in a competing
manner with our system. The system might give marks to the students, and evaluate
their answers. Another possible and necessary approach for the insurance societies is a
system that might evaluate the correctitude of the colonoscopy procedure verifying the
documentation of the important landmarks and evaluating the degree of colon cleansing.
But, important applications of the methods described in this paper might be developed
only in collaboration with the producers of the endoscopic devices, as the images of
very high resolution demand only embedded solutions. The colonoscopy images of high
resolution are not usually available (we had only Standard Definition videos).
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Abstract. In this paper, a new method is presented for fuzzy inference-based
classification. Its base idea lies in the dimensional decomposition of the problem
space: the proposed method builds a structure from the training data in which
the search among the fuzzy rules is done dimension by dimension, and thus, the
number of rules that are needed to be evaluated is gradually restricted. The structure
has a layered architecture, where each layer corresponds to a given dimension of
the input data and contains a set of fuzzy membership functions, each with a self-
balancing binary search tree to quickly identify the relevant fuzzy sets. These are
implemented using indexing arrays to enhance the operating speed.

Keywords: Classification · Fuzzy Logic · Fuzzy Inference · Machine Learning

1 Introduction

Fuzzy inference systems [1] are widely used nowadays for classification [2], decision
making systems [3], etc. They apply fuzzy logic to map a given input to an output using
fuzzy rules that combine predefined fuzzy sets and their fuzzy membership functions.
Many implementations have been developed during the past decades, one of which
is the Sequential Fuzzy Indexing Tables (SFITs, [4, 5]) classifier that achieves a very
fast operation by storing the precalculated fuzzy membership function (FMF) values for
known parts of the problem space (thus, creating a dimensional decomposition of it),
effectively reducing the inference process that would require the evaluation of all fuzzy
rules into a series of array accesses. However, a significant disadvantage of SFITs is that
they have a non-negligible memory requirement that scales substantially with the size
of the problem space.

In this paper, a new fuzzy classifier called Sequential Fuzzy Indexed Search Trees
(SFISTs) is proposed that is based on the same idea as the SFITs, but instead of stor-
ing the precalculated values in large indexing arrays, SFISTs only store the significant
parameters of the fuzzy sets (divided into intervals based on the training data) and use
self-balancing binary search trees to identify the fuzzy sets that are need to be evaluated
for each attribute (narrowing down the corresponding problem space dimension). This
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significantly reduces the size of the structure of the classifier. A secondary goal of the
new classifier is to surpass the classification accuracy of the SFIT classifier as well,
which is ensured by a more thorough evaluation phase.

The rest of the paper is as follows. In Sect. 2, a brief overview is given of the
general architecture and properties of the SFIT classifier. In Sect. 3, the architecture of
the proposed SFIST classifier is described, then the training and evaluation algorithms
are presented. In Sect. 4, the classification performance of the new classifier is given,
alongside a brief analysis considering its computational and spatial complexities. Finally,
the Conclusions section summarizes the paper, and presents future work.

2 Sequential Fuzzy Indexing Tables

The SFIT classifier builds and maintains a layered structure (one layer for each attribute
of the problem). In each layer, there is a fuzzy value array M (1D in the first layer, and
2D in the rest) that stores the pre-calculated fuzzy membership function values for each
element of the array, and an index array � of the same size, that determines which row
should be regarded in the arrays of the next layer. Each row in a given layer is basically
a separate FMF.

Figure 1 presents an illustration for the classifier. To demonstrate its usage, let us
consider the input sample X = (5.0, 3.8). First the values are mapped to integers using
a simple linear mapping function that converts the input values into a suitable positive
integer domain: X̃ = (5, 4). The new values are used as the column coordinate of the
arrays. In the first layer,�5 = 2 index value shows that in the next layer, row 2 should be
checked, at column X̃1 = 4. In the last layer of the structure, class ID numbers are stored
in the index array (as positive integer values), of which the output value is selected using
the linearly mapped value of the last attribute (as column address) and the index value
obtained in the previous layer (as row address). The overall fuzzy membership value
belonging to it indicates the confidence of the system in this output, which is calculated
from the fuzzy values (gained fromML0 andML1 , , marked with rounded squares in the
figure) along the path the evaluation has taken to reach it. E.g., the overall FMF value

μ = Min
(
ML0

5 ,ML1
4

)
= Min(0.8, 1) = 0.8 in the example shown in Fig. 1, meaning

that the confidence of the system in the output is 80%.

Fig. 1. An illustrative example for the general architecture of the Sequential Fuzzy Indexing
Tables classifier.
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Remark: The numbering of the sets and intervals is generally given by the order in
which they were created from the training data.

Tests shown [5] that although the SFIT classifier provides a slightly lower (by ~1–
2%) classification accuracy compared to other contemporary fuzzy classifiers, but it is
also much faster considering its evaluation speed. This is because its time complexity is
∼ O(N ), , meaning that it only depends on the number of attributes (since it simply has
to access that many array elements to gain the indices along the path of the evaluation,
and the class label in the last layer).

However, its spatial complexity depends on the size of the domains of the training
data attributes, aside from the number of attributes. Since its index and class matrices
in each layer have as many columns as the scaled domain size (Di), and as many rows
as the number of index values in the previous layer (which in practice can be bounded
by the number of training samples, P). Therefore, the spatial complexity of the SFIT is
∼ O

(
N · min

(
D,P

))
, where D is the average attribute domain size among the layers.

Although the size of the attribute domains can be lowered by scaling them accordingly,
but that also reduces the classification accuracy of the classifier (as the nuances between
data values are getting lost in the scaling process). Furthermore, for larger domains there
often are “holes” in the arrays (i.e., valueless elements representing unknown parts of
the problem space), so a portion of the used memory space can be wasteful.

Another disadvantage of the SFIT classifier is that it only evaluates one sequence
of FMFs: the one that seems to result in the highest fuzzy membership value. This
sometimes results in the classifier choosing a class that seems resembles the input data
sample in the first few attributes but less so in the rest of the attributes, over one that
would fit it more in general.

3 Sequential Fuzzy Indexed Search Trees

3.1 The General Architecture of SFISTs

In order to solve the problem of both the domain-size dependency and the empty regions,
a new structure has been designed that uses the same base idea (i.e., creating and main-
taining a dimensional decomposition of the problem space), but uses a more compact
description of the FMFs in the form of intervals.

Figure 2 shows an example for the structure of the proposed classifier for the same
problem as shown previously, roughly representing the same FMFs depicted in Fig. 1.
In the first layer (L0,0), there is one FMF with 3 fuzzy sets, which are represented as 5
intervals. An interval can either be a transition (an intersection between two neighboring
sets) or a plateau (where the μ FMF value is constant 1). Each fuzzy set (and thus, each
interval that is a part of a given fuzzy set) is linked to the appropriate FMF in the next
layer (by a corresponding index value), so the next step in the evaluation in the next
layer is determined by which interval the value of the input data (X0) falls into. E.g., for
input data X = [5.0, 3.8], the first attribute value falls into the transition (interval #2)
between fuzzy sets 0 and 2 in the FMF of L0,0, so in the next layer the FMFs of L1,0 and
L1,2 have to be examined using the second attribute value.

An FMF is divided into multiple intervals by so-called pins. Each pin represents a
single data value from the data set used to train the classifier. To each pin belongs an
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Fig. 2. The general architecture of the SFIST and an example for its usage.

interval that starts at the pin and ends at the next one (with the exception for the rightmost
interval, where the upper bound is∞+). Furthermore, since the lower boundary value of
the leftmost interval is at ∞−, the leftmost interval also belongs to the leftmost pin. The
leftmost and the rightmost intervals in any given FMF are always plateau type intervals.

In the following, let Ii,j,k denote the kth interval of the jth FMF in layer i. An interval
is defined with the following 5 values:

Ii,j,k
(
BL,BU , ηL, ηR,K

)
(1)

where BL and BU are the lower and upper boundary values of the interval (i.e., the two
pins bounding the interval), ηL and ηR denote the left and right index values associated
to the fuzzy sets the interval is part of, while K is the class ID of the interval. An interval
can be associated with multiple classes, in such case its K value is −1.

Figure 3 shows a detailed illustration of the a givenμ(Xi) fuzzymembership function
(Fig. 3(a)) for a given attribute i (ormore precisely, thefirst attribute of the example shown
inFig. 2). For each interval, its left and right boundaries (BL andBU ) are stored (Fig. 3(c)),
as well as the index values (ηL and ηR) that link the fuzzy sets to the corresponding FMF
in the next layer (which, in this particular example, are the 3 FMFs that can be seen in
the second layer in Fig. 2). Note: if an interval is a plateau (μ(Xi) = 1), then its ηR value
is −1 (since it is only associated to one fuzzy set).

A class label K is also assigned to each interval to help the training process, and in
the last layer the system regards K to gain the output of the system. The values of K in
the example have been created from the class labels of the training data: the Kj value
belong to an interval j is the same as the class of the sample used to make the leftward pin
of the interval. In case there are multiple training samples with the same input attribute
value but different class labels, then the K value belonging to their pin is set to −1. The
main role of this notation is in the training phase: in the algorithm proposed in Sect. 3.2,
it indirectly results in the creation of a new interval each time the training value falls
into an interval marked with the K value of −1.

In order to quickly find the interval belonging to the input value Xi, a self-balancing
binary search tree (BSTs, [6]) is built for each FMF (Fig. 3(b)), In a BST, each interme-
diate (non-leaf) node has an associated value, which is used to determine which of the
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Fig. 3. The parts of a fuzzy membership function in any given layer i: a visual representation of
(a) a fuzzy membership function and (b) the corresponding self-balancing fuzzy search tree that
is used to quickly determine which interval a given input value Xi falls into. Bellow them are
the indexing table representations of (c) the intervals and (d) the search tree. An example for the
evaluation can be followed as well: for Xi = 5, the search tree determines that it falls into interval
#2, by starting at the “root” (stored in ρ) node of the search tree arrays and following the indices
till a leaf is reached (CL

3 = −3), from which the interval number #2 is gained. The corresponding

interval values (BL2 and BU2 ) are then used to calculate the fuzzy membership function value

μ(Xi), and the index values (ηL2 and ηU2 ) provide the index number of the two FMFs that need to
be regarded in the next layer in the next step of the evaluation.

two child nodes are to be examined next. The interval IDs (i.e., the index numbers) are
stored in the leaves. The tree nodes are also stored in indexing arrays (Fig. 3(d)): their
condition value (V ), alongside with the indices of their left and right children nodes (CL

and CR). In the latter ones, nonnegative values indicate inner node IDs, while negative
ones are leaves (E.g. “−1” corresponds to interval ID “0”, “−2” to ID “1”, etc.).

The evaluation algorithm of the indexing table representation of the BST can be
followed in Fig. 4, for a given input value Z. Let j denote the ID of the node that is being
investigated. The starting value of j is the ID of the root node. In a loop, first the value
of node j is checked against Z: if the input value is smaller, then j is set to the ID of
the left child of j (j = CL

j ), otherwise it is set to the right child (j = CR
j ). If the value

of j is nonnegative, then the loop continues, otherwise the output value is calculated
(φ = |j| − 1).

An example for the usage of BSTs can be seen in Fig. 3. The root ρ is set to node
ID 2, so the input value (Z = 5) is checked against V2 (V2 = 5.5). Since Z is smaller,
CL
2 = 1 will be the new value of j. In the next iteration, the algorithm finds that Z is

larger than V1, and thus, j = CR
1 = 3. After that, since Z is smaller than V3 = 5.1 and

the left child of node 3 is negative, the evaluation stops and returns the value of 2. From
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Fig. 4. Evaluation algorithm for the indexing array representation of a binary search tree.

this, it can also be deduced that the index values belonging to the sought interval are
ηL3 = 0 and ηR3 = 2, and the class value is K3 = 2 (although the latter is only significant
in the last layer during the evaluation phase.)

3.2 The Training of SFITs

To train the proposed classifier, an incremental algorithm has been developed where the
training data samples are processed one by one, each one either modifying the already
existing FMFs in the structure, or creating new ones if necessary.

Let X denote an unprocessed input sample, t the class of the sample and Xi the value
belong to its ith attribute. Let Sμ

i be the number of FMFs in layer i (i.e., belonging to the
ith attribute), while SIi,j is the number of intervals in the jth FMF of layer i.

In each layer i (∀i ∈ [0,N − 1]), there are two main tasks: analyze the current
structure and create new or modify existing FMFs if necessary, and get the index value
(ω) of the FMF that is needed to be regarded in the next layer. This value is 0 when the
first layer is examined.

If the FMF referenced by ω does not exist yet (Sμ
i ≤ ω) in the layer, then a new FMF

is made with two intervals:

Ii,ω,0
(∞−,Xi, S

μ
i+1,−1, t

)
(2)

Ii,ω,1
(
Xi,∞+, Sμ

i+1,−1, t
)

As it can be seen, the initial setting for each FMF consists of two plateaus around
the initial value Xi ((∞−,Xi) and [Xi,∞+), respectively). This is changed to triangular
or trapezoidal shapes later on, as new values are added to the FMF with class values that
are different from that of the initial pin. Because of a new FMF is being created in layer
i, another new one will necessarily be made in the next layer (i + 1), which will have
the ID of Sμ

i+1, thus, the left index value of the two intervals in layer i are both set to this
value. Remark: since the indexing used in this research starts at 0, any given Sμ

i value
not only stores the number of FMFs in layer i, but also the index of the FMF that is yet
to be created (because the indices of an array with N elements range from 0 to N − 1,
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Fig. 5. The training algorithm of the proposed SFIST classifier. The blocks with roman numbers
represent the 7 main cases examined during the training phase.
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the N th element does not exist (yet)). This is why the index value Sμ
i+1 is used before it

gets incremented in the next layer (during the next step of the training process) (Fig. 5).
A new BST is also created (for attribute i, FMF ω), where a single node is made

with value Xi and leaves 0 and 1 (i.e., V0 = Xi, CL
0 = −1, CR

0 = −2, , meaning that
the node arrays will only have one element each). The number of FMFs is incremented
(Sμ

i = Sμ
i + 1), and the next FMF index is set to the number of FMFs in the next layer

(ω = Sμ
i+1), ensuring that a new FMF will be created in the next step, then the training

moves onto the next layer.
If there is already an FMF at ω, then three main details are needed to be examined:

• if the input value is the same as the lower boundary value,
• if the class value of the input sample is the same as that of the intervalD that the input

value falls into,
• the type of said interval, and its position within the FMF (leftmost, rightmost or

somewhere in the middle).

If the input value (Xi) is the same as the value of the lower boundary (BL
i,ω,D)

of interval D, then this value has already occurred during course of the training.
Furthermore:

• If the class label of the interval is also the same as the label of the training sample
(Ki,ω,D = t), then there is no need to change anything, proceed to the next layer using
the left index of the interval (ω = μL

i,ω,D).• If the class label is different (Ki,ω,D �= t), then the class label (Ki,ω,D) of the interval is
changed to −1, before proceeding to the next layer using the left index of the interval
(ω = ηLi,ω,D).

If the input value is not the same as the one stored in BL
i,ω,D, then a new interval

(with interval ID A = SIi,ω) is inserted (SIi,ω = SIi,ω + 1). A new interval is created by
virtually splitting an existing interval into two: the old interval will retain its index value
and most of its parameters, while the new one will always be to the right side of the old
one. A new node is also inserted into the BST with value Xi and leaf A (Vb = Xi and
CR
b = A, where b = SIi,j).

If the input value (Xi) is not the same as the value of the lower boundary (BL
i,ω,D) of

interval D, then there are 7 main cases that need to be investigated, since the parameters
of the new interval depend on which existing interval is divided into two.

The first two cases deal with the sample having the same class as interval D:

• Case I: If the input sample is of the same class as interval D (Ki,ω,D = t) and D is a
plateau (μR

i,ω,D = −1), then interval D is split into two by Xi, and the new interval
inherits its indices (Fig. 6(b)):

Ii,ω,A

(
Xi,B

U
i,ω,D, ηLi,ω,D,−1, t

)
, (3)

then the upper boundary value of the old interval D is updated, and the next index
value ω is set to its left index:

BU
i,ω,D = Xi, ω = ηLi,ω,D (4)
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• Case II: If the input sample is of the same class as interval D (Ki,ω,D = t) and D is a
transition (ηRi,ω,D > −1), then the new interval extends the old one, inheriting most
of its parameters (Fig. 6(c)):

Ii,ω,A

(
Xi,B

U
i,ω,D, ηLi,ω,D, ηRi,ω,D, t

)
, (5)

then the upper boundary value of the old interval D is updated, its right index value
set to −1 (turning the old interval into a plateau), and the next index value ω is set to
its left index:

ηRi,ω,D = −1, BU
i,ω,D = Xi, ω = ηLi,ω,D (6)

The next 3 cases deal with the sample having a different class label, but falls into
a plateau interval, thus, a new fuzzy set is inserted (and consequently, a new FMF
will be created in the next layer for all 3):

• Case III: If the class of the input sample is different from that of intervalD (Ki,ω,D �=
t), D is a plateau (ηRi,ω,D = −1) and D is the leftmost interval (BL

i,ω,D = ∞−), then
the new interval will be a transition (Fig. 6(d)):

Ii,ω,A

(
Xi,B

U
i,ω,D, Sμ

i+1, η
L
i,ω,D, t

)
(7)

The old interval D is changed into a plateau, its class is changed to that of the sample
and the next index value ω is set to the value of a not yet existing FMF in the next
layer:

ηRi,ω,D = −1, BU
i,ω,D = Xi, ηLi,ω,D = Sμ

i+1 (8)

Ki,ω,D = t, ω = Sμ
i+1 (9)

• Case IV: If the class of the input sample is different from that of intervalD (Ki,ω,D �=
t), D is a plateau (ηRi,ω,D = −1) and D is the rightmost interval (BU

i,ω,D = ∞+), then
the new interval will be a plateau (Fig. 6(e)):

Ii,ω,A

(
Xi,B

U
i,ω,D, Sμ

i+1, η
R
i,ω,D, t

)
(10)

The old interval D is changed into a transition, and the next index value ω is set to
the value of a not yet existing FMF in the next layer:

ηRi,ω,D = Sμ
i+1, BU

i,ω,D = Xi, ω = Sμ
i+1 (11)

• Case V: If the class of the sample is different from that of interval D (Ki,ω,D �= t), D
is a plateau (ηRi,ω,D = −1) and D is not either the leftmost or the rightmost interval

(∞− < BL
i,ω,D andBU

i,ω,D < ∞+), then the new intervalwill be a transition (Fig. 6(f)):

Ii,ω,A

(
Xi,B

U
i,ω,D, Sμ

i+1, η
L
i,ω,D, t

)
(12)
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Fig. 6. An illustration for the main cases of inserting a new pin into the FMF: (a) the reference
FMF, (b) insertion into same-classed plateau, (c) insertion into same-classed transition, (d) inser-
tion into different-classed leftmost plateau, (e) insertion into different-classed rightmost plateau,
(f) insertion into different-classed non-extrema plateau, (g) insertion into different-classed tran-
sition (where the interval to the right has the same class), (h) insertion into transition with both
neighboring pins having a different class.

The old interval D is also changed into a transition, and the next index value ω is set
to the value of a not yet existing FMF in the next layer:

ηRi,ω,D = Sμ
i+1, BU

i,ω,D = Xi, ω = Sμ
i+1 (13)

The last two cases deal with an input sample with a different class label that falls
into a transition type interval:

• Case VI: If the class of the sample is different from that of intervalD (Ki,ω,D �= t),D
is a transition (ηRi,ω,D > −1) and the class of the sample is the same as the pin to the
right (Ki,ω,E = t, where interval ID E is gained by evaluating the BST with the upper
bound value of interval D), then the new interval is a leftward extension of interval E
(Fig. 6(g)):

Ii,ω,A

(
Xi,B

U
i,ω,D, ηRi,ω,D,−1, t

)
(14)
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The lower boundary value of the old interval D is set to the input value and the next
index value ω is set to its left index:

BU
i,ω,D = Xi, ω = ηLi,ω,D (15)

• Case VII: If the class of the sample is different from that of interval D (Ki,ω,D �= t),
D is a transition (ηRi,ω,D > −1) and the class of the sample is different from that of the
pin to the right (Ki,ω,E �= t), then the old transition interval is split into two transition
intervals, with the new fuzzy set in its center (Fig. 6(h)). A new FMF will be created
in the next layer. Its formulas are the same as Eqs. (10) and (11).

3.3 Evaluation

Let us consider a sequence of FMFs in the structure (determined by a series ofω indices)
from the first to the last layer as a path. In the structure of the proposed classifier, a path
can branch at transition type intervals, and either continue or end at plateau type intervals.

In the evaluation phase, the goal is to evaluate all paths, and the one that ends in the
last layer with the largest fuzzy membership value will determine the output class label.

In order to calculate the fuzzy membership function value for a given input value, in
this paper simple linear transitions are used. Let Z be the input value (Z ∈ [A,B], where
A < B), so the FMF value for an increasing slope is calculated as:

μ(Z,A,B) = Z − A

B − A
, (16)

while the value for a decreasing slope is calculated from Eq. (16):

μ(Z,A,B) = 1 − Z − A

B − A
(17)

For each transition that the evaluation encounters (i.e., the input value falls into one
such interval in a given FMF), the evaluation splits into 2 paths, while each plateau
determines if a path is continued (if the closest pin falls within the range of an arbitrary
threshold τ ) or is closed down (if the input value is too far from both neighboring pins).

This threshold can be chosen simply to be a given percentage of the domain size of
the given attributes (calculated from the largest and smallest value from the values of
the training data for each attribute i):

τi = θ ·
(
max
∀k

(
Xk,i

) − min
∀k

(
Xk,i

))
(18)

where θ is an arbitrary value (θ ∈ [0, 1]). For example, for θ = 0.1, the allowed distance
from neighboring pins will be 10% of the total domain size of the given attribute.

Let βp,i denote the fuzzy membership function value that is calculated in the ith layer
for path p. For the first layer, there is always just one FMF (ω = 0). The first step for each
layer i (i ∈ [0,N − 1]) is determining which interval the corresponding input attribute
value (Xi) falls into, by evaluating the corresponding BST. Let us denote the ID of this
interval with D.
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If interval D is a plateau, then the fuzzy membership function is calculated for the
value for both of the intervals bounds (BL

i,ω,D and BU
i,ω,D):

βp,i = max
(
1 − μ

(
Xi,B

L
i,ω,D,BL

i,ω,D + τi

)
, μ

(
Xi,B

U
i,ω,D − τi,B

U
i,ω,D

))
(19)

If the resulting βp,i value is not 0, then the evaluation resumes in the next layer
(i = i + 1), using the left index of D (ω = ηLi,ω,D) for determine which FMF to regard.

If intervalD is a transition, then the evaluation continues on both ways of the branch-
ing path. The 2 FMF values (βL

p,i and βR
p,i, respectively) are calculated for the lower and

higher bound values. In order to improve the flexibility of the classifier, both branches
are always considered, with an arbitrary σ value:

βL
p,i = max

(
σ, 1 − μ

(
Xi,B

L
i,ω,D,BU

i,ω,D

))
(20)

βR
p,i = max

(
σ,μ

(
Xi,B

L
i,ω,D,BU

i,ω,D

))

where σ is a low, arbitrary value used to grant a certain level of flexibility to the system,
in order to widen the search space. In this paper, σ = 0.1 is used.

After that, the evaluation path defined by the left index value of D (ω = ηLi,ω,D) is

resumed with value βL
p,i, , while the other branch is continued on the right index value

(ω = ηRi,ω,D) with value βR
p,i.

When the processing of a path reaches past the last layer (i = N −1), the total fuzzy
value of the path p is calculated:

βp = min∀i
(
βp,i

)
(21)

In the simplest solution, the βp values are collected in a small, temporary indexing
table T that has as many elements as many different class labels there are in the problem.
Upon reaching the last layer (i = N − 1), the element of T indexed by KN−1,ω,D is set
to βp, if the new value is larger than the old one:

TKN−1,ω,D = max
(
TKN−1,ω,D , βp

)
(22)

After all paths have been evaluated, the output of the system is the label that reached
the highest fuzzy membership function value:

y =
{
k|max

∀k (Tk)

}
(23)

4 Performance

4.1 Experimental Results

In order to measure the classification performance of the proposed classifier, it has been
trained with different benchmark datasets from the UCI Machine Learning Repository
[7], ofwhich two is presented in detail in the following, comparing its results to that of the
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predecessor SFIT classifier [5]. The available datasets are divided into (non-overlapping)
training and testing datasets in given ratios (90:10%, 80:20% and 70:30). Furthermore,
the order of the data samples have been changed randomly, so in each iteration a different
training and testing datasets have been used. Both classifiers have been trainedwith these
datasets (100 times each), and the average results have been observed.

Remark: the classification accuracy in this paper is calculated from the ratio between
the correctly classified testing samples and the total number of training samples.

Table 1 shows the comparison of classification accuracy between the SFIST classifier
and its predecessor classifier, using the Wisconsin Breast Cancer dataset [8]. The data
consists of N = 9 attributes and 2 classes, among a total of 683 data samples. As it can
be seen, the new classifier has achieved a higher accuracy (by ~0.17–0.9%).

Table 1. The classification performance of the SFIST classifier on the WBC dataset, compared
to that of the SFIT classifier.

Training to Testing set ratio (%) SFIST SFIT

70:30 94.21% 94.04%

80:20 94.80% 93.72%

90:10 95.60% 94.7%

Table 2 shows the comparison of classification accuracy using the Seismic Bumps
dataset [9], which consists of N = 15 attributes (originally 18, but 3 of them are all zero
valued, so they have been omitted) and 2 classes, among a total of 2584 data samples. On
this dataset too, the new classifier has achieved a higher accuracy rate (by ~1.71–2.07%).

Table 2. The classification performance of the SFIST classifier on the Seismic bumps dataset,
compared to that of the SFIT classifier.

Training to Testing set ratio (%) SFIST SFIT

70:30 93.25% 91.38%

80:20 93.28% 91.21%

90:10 93.41% 91.70%

Table 3 shows the effect of this using flexible transitions (σ = 0.1) on the Iris dataset.
The dataset consists ofN = 3 attributes and 3 classes among a total of 150 samples. As it
can be seen, the usage of the flexible transitions can drastically enhance the classification
accuracy of the classifier (by 7.67–9.33%).
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Table 3. The effect of the flexible transitions in the SFIST classifier considering the Iris dataset.

Training to Testing set ratio (%) With flexible transitions With rigid transitions

70:30 85.67% 77.39%

80:20 86.47% 78.80%

90:10 89.93% 80.60%

4.2 Time Complexity

In comparison to that of its predecessor classifier, the time complexity of the proposed
SFIST classifier is higher by a logarithmic factor, since the corresponding BST is needed
to be evaluated in each layer (which logarithmically depends on the number of the fuzzy
sets (and subsequently, the intervals) in the layer). Thus, the spatial complexity of the
SFIST classifier is O

(
N · log2 M

)
, where M is the average number of fuzzy sets per

fuzzy membership function in the whole structure.
Remark: Although theoretically there are 2N paths to process for any given input

sample, in practice only the first few attributes cause branching in the path (due to
having more fuzzy sets in the FMFs in average), while for the rest of the layers the
FMFs consists of only 1 or 2 fuzzy sets, so the overall number of paths per input sample
is typically low (e.g. for the WBC dataset, only 1–3 paths are typically processed on
average).

4.3 Spatial Complexity

For the proposed SFIST classifier, the two main structural parameters that have to be
regarded are the average number of FMFs (Sμ), and the average number of intervals (SI )

among the FMFs in each of theN layers. Thus, the spatial complexity isO
(
N · Sμ · SI

)
.

As it can be seen, the size of the SFIST structure does not depend on neither the size of
the training dataset, nor the size of the domain of the attributes, making it scale much
better in both aspects.

To provide a more tangible quantification of the structure sizes, let us regard the
elements of BL,BU and V as 3 real numbers (8 bytes each) while CL,CR, ηL, ηR and K
are 5 integer numbers (4 bytes each). The following simplified formula can be used to
calculate the approximate size of the structure (in bytes):

SIZESFIST = 3 · 8 · SI
∧

+ 5 · 4 · SN
∧

(24)

where SI
∧

is the total number of intervals (for which real number arrays BL,BU and

V are stored) and SN
∧

stands for the total number of nodes (for which integer arrays
CL,CR, ηL, ηR and K are stored) in the structure.

On the other hand, the size of the predecessor classifier can be calculated from the
domain size of the attributes (Di, ∀i ∈ [0,N − 1]), which can be bounded by the number
of training samples (P):

SIZESFIT =
∑N−1

i=0
((4 + 8) · min(Di,P)) (25)
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where the fuzzy arrays are real valued (8 bytes per element), while the index arrays are
integer valued (4 bytes per element).

A typical SFIST structure trained with the WBC dataset (P = 615, considering
90:10 training to testing sample ratio), results in 729 intervals and 538 nodes, 29020
bytes (~28.34 KB). The structure of the predecessor classifier (after training it with the
WBC data) consists of 38010 valued array elements, taking 456120 bytes (~445.42 KB)
memory space (~15 times more).

For the seismic bumps dataset (P = 2326, using 90:10 training to testing sample
ratio), the proposed SFITS classifier structure consists of 8212 intervals and 6329 nodes
(~293.04 KB). The structure of the predecessor classifier requires ~95.27 MB, due to
the larger training sample set and domain sizes (~333 times larger). This shows that the
proposed classifier indeed provides a much more compact structure than its predecessor.

5 Conclusion

In this paper, a new method is proposed for fuzzy inference-based classification. Simi-
larly to its predecessor, the SFIT classifier, the proposed method uses a layered architec-
ture to create a dimensional decomposition of the problem space, but in a more flexible
and concise way.

Instead of directly storing the precalculated fuzzy values for known parts of the
problem space, the new classifier only stores the fuzzy membership functions and their
search trees in the form of indexed arrays. This requires much less memory space,
without sacrificing much of the operating speed (by a logarithmic factor of the average
number of fuzzy sets in the FMFs).

Experiments on benchmark data sets showed that the proposed classifier provides a
better classification accuracy (by 1–2%) compared to that of its predecessor classifier,
since path branching and flexible transitions make sure that the evaluation process takes
a larger area of the problem space into account.

Although for 2-class problems the classifier provides a good classification perfor-
mance (~93–95%), though for multiclass problems there is room for improvement
(~89.9%). In future work, the system will be further improved to better handle those
problems as well.

Furthermore, the application of different shapes for fuzzy sets will be investigated
as well, as well as different types of training (e.g. clustering-based) algorithms.
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Abstract. This study provides the optimization of double-beam cutting of quartz
plates through laser cleaving. Neural network simulation and the authors’ version
of the modified genetic algorithm were used to determine the optimal processing
parameters. Finite element calculations of temperature and thermoelastic stress
fields were performed to create the training data array and the array data for testing
neural networks. Neural networks and their training algorithmswere implemented
with the Keras library in Python. The optimal neural network architectures for
approximating the maximum values of tensile stresses and temperature during
laser cutting of quartz plates were determined. The genetic algorithm was used to
find the optimal parameter values for quarts plate laser cutting process.

Keywords: Neural Network Modeling · Laser Cutting · Genetic Algorithm ·
Parameter Optimization

1 Introduction

Quartz glasses exhibit unique properties. These features are also observed in quartz
glasses synthesized via the sol-gel method. This method makes it possible to produce
activated and high-purity quartz glasses for laser technology, fiber optics, and optoelec-
tronics [1]. Conventional quartz glass processing methods face significant limitations.
Laser cleaving is an effectivemethod for processing glasses, ceramics and crystals,which
is based on forming a crack in the material by successive laser heating and exposing the
surface under processing to a refrigerant. Several significant advantages of this process
can be identified, including a high level of separation accuracy, a high processing speed,
the absence of debris, and the increased strength of the resulting products. At the same
time, using double-beam schemes increases the efficiency of this technology [2–7]. Cur-
rently, artificial neural networks are successfully used to simulate laser processing of
materials, and genetic algorithms are used to optimize the corresponding technological
parameters [8, 9].
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Artificial neural networks possess the capacity to serve as universal approximation
models, hence offering the potential of producing favorable outcomes in the simulation
of complex technical systems. Genetic algorithms can be classified as a particular type of
evolutionary approaches, which are based on the principles of collective learning within
a population and employ the simulation of natural selection. Genetic algorithms provide
the search for better solutions by inheriting and enhancing useful properties of a set of
objects in the process of simulating their evolution.

This study employed numerical finite element simulations to develop neural net-
work models for the double-beam laser cleaving of sol-gel glasses with subsequent
determination of effective processing modes using a genetic algorithm.

2 Finite Element Analysis

Calculation of temperatures and thermoelastic stresses in sol-gel glass during double-
beam laser cleaving (see Fig. 1) was performed using the finite element method using
APDL programming language (Ansys parametric design language).

Figure 1 illustrates the correspondence between different positions and their respec-
tive characteristics [10]. The same experiment scheme is applied in this study for another
class of material (sol-gel glasses). Position 1 represents an elliptical laser beam with a
wavelength of 10.6 μm, position 2 stands for a circular laser beam with a wavelength
of 1.06 μm, position 3 denotes a refrigerant, positions 4 and 5 depict cross-sections of
laser beams with wavelengths of 10.6 μm and 1.06 μm, respectively. Lastly, position 6
signifies a zone of refrigerant impact.

Fig. 1. Schematic of mutual arrangement of laser beams and refrigerant impact zones.

For eight factors (P1-P8): P1 represents the processing speed V; P2 is the quartz
plate thickness H; P3 and P4 refer to the major semi-axis A and minor semi-axis B
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of an elliptical beam with emission wavelength λ = 10.6 μm; P5 is the radius of the
emission spot R of a beam with emission wavelength λ = 1, 06 μm; P6 denotes the
power P of the laser with emission wavelength λ = 10.6 μm; P7 is the power P0 of the
laser with emission wavelength λ = 1.06 μm; P8 stands for the distance h between the
impact zones of the laser with emission wavelength λ = 1.06 μm and the refrigerant.
Calculations were performed for 100 combinations of input parameters. The following
output parameters were selected for study: maximum temperature in the laser treatment
zone T and maximum tensile stresses σyy in the treatment zone.

Figure 2 illustrates the typical distributions of temperature and thermoelastic stress
fields during the implementation of finite element modeling of double-beam laser
cleaving on quartz glasses.

Fig. 2. Computed distributions of temperatures (a) and thermoelastic stresses (b) during the
implementation of double-beam laser cleaving on quartz glasses

3 Neural Network Modeling

The process of double-beam laser cleaving of sol-gel glasses was simulated using arti-
ficial neural networks in accordance with the algorithm used in [10] for silicate glass
cleaving.

Neural network approximators were constructed for the parameters σyy and T in
Python using the Keras library. To determine the optimal neural network architecture,
three-layer networkswere enumerated by the number of neurons in hidden layers ranging
from 8 to 96 with a step of 4. The neural networks were trained by minimizing the MSE
loss function with early stopping. MSE and determination coefficient R2 metrics were
used to evaluate the constructed models.

Figure 3 displays the graphs of typicalmetric changes throughout the training process
of the candidate models.

Figure 4 depicts the distribution of mean-square error (MSE) values for neural net-
workmodels when testing themodels on normalised data for the problem of determining
the values of maximum tensile stress (a) and maximum temperature (b). The number of
neurons in the first and second hidden layers of the artificial neural network are marked
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Fig. 3. Training process of neural networks with normalized values of metrics

on the x (horizontal) and y (vertical) axes, respectively. The intensity of color coding
represents the extent of error: the error increases from light to dark.

During the numerical experiment, it was found that the artificial neural network with
[8-24-60-1] architecture provides themost accurate results when approximating σyy, and
the artificial neural network with [8-38-54-1] architecture shows the best results when
approximating temperature T.

Fig. 4. Map of MSE metric values during cross-validation of three-layer neural network
architectures for σyy (a) and T (b) approximation.

4 Genetic Algorithm Optimization

The authors’ version of the modified genetic algorithm implemented in Python [11] was
used to solve the multicriteria problem of finding the input parameters to maximize the
tensile stress σyy under the condition of maximizing the velocity V and limiting the
temperature value T < 1473 K.
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The approach employed for creating further generations of the population was
derived from the genome crossing technique outlined in reference [11]. Additionally,
genome mutation was achieved by introducing random changes in factors. The objec-
tive function included the values of the σyy and T estimates predicted by neural net-
work approximators and velocity V. Furthermore, penalties were included for exceeding
permissible ranges of normalized factors and maximum temperature values:

L(A,B,V ,P) = −(α1σyy + α2V ) + β1E1 + β2E2 + β3E3 + β4E4

+ β5E5 + β6E6 + β7E7 + β8E8 + β9E9,

E1 = {1,V /∈ [0.1]0,V ∈ [0.1],E2 = {1,H /∈ [0.1]0,H ∈ [0.1],

E3 = {1,A /∈ [0.1]0,A ∈ [0.1],E4 = {1,B /∈ [0.1]0,B ∈ [0.1],

E5 = {1,R /∈ [0.1]0,R ∈ [0.1],E6 = {1,P /∈ [0.1]0,P ∈ [0.1],

E7 = {1,P0 /∈ [0.1]0,P0 ∈ [0.1],E8 = {1, h /∈ [0.1]0, h ∈ [0.1],

E9 = {1,T ≥ 1473K 0,T < 1473K,

α1 = α2 = 0.5, βi = 1.0, i = 1, . . . , 9 (1)

Table 1 displays the results of multicriteria optimization. The required correspon-
dence between the neural network model and the results of finite element analysis was
established, validating their reciprocal correspondence and accuracy.

Table 1. Optimization results

V
m/s

H
m

A
m

B
m

R
m

P
W

P0
W

h
m

T
K

σ yy
MPa

0.03 0.002 0.002 0.001 0.001 29 73 0.001 1468 7.03

5 Conclusion

This study presents a multicriteria optimization of double-beam cutting of quartz plates
via laser cleaving, using neural network simulation. Effective neural network archi-
tectures have been established for estimating the maximum of tensile stresses and the
maximum of temperature in the laser radiation and refrigerant exposure area when per-
forming double-beam cleaving of quartz plates. The authors’ version of the modified
genetic algorithm was used to determine the optimal parameters for laser processing.
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Abstract. Asymbol table is an abstractmechanismused inmanykinds of applica-
tions, including search applications, to store key-value pairs (information), where
we can later search for and retrieve the value by specifying a key. For an effec-
tive symbol table implementation, it is important to choose an appropriate data
structure. We have created a C# .NET application that allows to search for values,
structured data of persons, according to given keys, e.g., first names and surnames,
or phone numbers, in a symbol table (a phone book) that is implemented in a binary
search tree, an array, and in a linked list sequentially, on multiple threads and in
parallel using its instance methods, while the application measures the execution
times of particular searches. By comparing these execution times, we were find-
ing which of these data structures allows more efficient searching in a sequential
search, multi-threaded, or in a parallel search.

Keywords: Sequential Search ·Multi-threaded Search · Parallel Search ·
Symbol Table · Binary Search Tree · Array · Linked List

1 Introduction

Many applications use a symbol table for storing information. If we want to create
an effective symbol table implementation, then we have to choose an appropriate data
structure for it.Wewere interested in which of data structures a binary search tree (BST),
an array, and a linked list is more suitable for a sequential, multi-threaded, and parallel
search for, e.g., a data set of persons or phone numbers, by the C# .NET application
search methods in the symbol table that contains a phone book. We have created a C#
.NET application that allows to search for such data sets according to given keys, e.g.,
first names and surnames, or phone numbers, in these three implementations of a symbol
table sequentially, on multiple threads and in parallel using its instance methods. This
application also measures the execution times of all searches and writes them into a disc
log file. Using these execution times, we were finding which of these data structures
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allows more efficient searching in a sequential search, multi-threaded, or in a parallel
search. The results and an evaluation of this experiment are presented in the paper.

In the relevant sources, the Web of Science, and the Scopus, we did not find studies
or papers dealing with our topic Execution Efficiency of a Sequential, Multi-Threaded,
and a Parallel Search for a Structured Data in a Symbol Table Implemented in a Binary
Search Tree, an Array, and in a Linked List or similar to our topic. More authors deal
with parts of our topic only, for example, with a BST implementation [1–3], an array
implementation [1–4], and a linked-list implementation [1–3] of a symbol table.

The research described in this paper is a continuation of our research from [5], in
which we have dealt with similar topic Execution Efficiency of a Sequential Search,
Multi-Threaded, and a Parallel Search for a Data in a Symbol Table Implemented in an
Array, and in a Linked List. However, in [5] we did not work with an implementation
of a symbol table in a binary search tree and our C# application from [5] worked with
simple key-value pairs, URL - IP address pairs, only in two implementations of a symbol
table, in an array and linked-list implementation. Now our C# application works with
structured data stored in three implementations of a symbol table, in a binary search
tree, an array and in a linked list. A symbol table contains structured data of persons of
a phone book.

2 A Symbol Table, Its Use in Applications, and Its Implementations

A symbol table is a data structure of items with keys that supports two basic operations:
insert a new item, a key-value pair, and return an item (a value) with a given key [1].
The fact that the symbol table is often used in different applications is confirmed by
the many kinds of applications in which it is implemented. These are e.g., applications
that work with a phone book, a dictionary, accounts, an e-book, DNS records [3] etc.
From the given overview of the use of the symbol table its wide use in various kinds of
applications is evident, therefore it makes sense to consider its use in the development
of such or similar kinds of applications.

A symbol table can be implemented using a binary search tree, an array, and a linked
list. A binary search tree (BST) is a binary tree where each node has a comparable key
(and an associated value) and satisfies the restriction that the key in any node is larger
than the keys in all nodes in that node’s left subtree and smaller than the keys in all nodes
in that node’s right subtree [2].

For a symbol table implementation, we also use an unordered dynamic array of
objects and an unordered linked list of objects, which are dynamic structures. Especially
a linked list is a true dynamic data structure that is maximal memory efficient. We can
even create an empty list that contains no data elements (nodes), only informational data,
in our case the head and tail references and theCount instance variable. We can add new
data elements (nodes) to the linked list at its beginning, end, or any place in it during the
execution of the application. We can also delete any data element (a node) from the list,
it can be the first, last or any of its element (a node). That is, the list can dynamically
grow or shrink during the application execution, still maintaining maximum memory
efficiency. A dynamic array cannot work like that. However, there are also disadvantages
of working with a list, e.g., we cannot access its data element (a node) as easily as using
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an index to a dynamic array element. [5] In the list, we have to get to the given data
element (a node) by going through all previous data elements (nodes) [4].

3 The Task Parallel Library, Kinds of a Parallelism,
the Parallel.InvokeMethod

We have created a C# application, which uses the System.Threading.Tasks.Parallel
library class, from the Task Parallel Library in its parallelized source code.

This Task Parallel Library (TPL) is a set of public types and APIs (Application Pro-
gramming Interfaces) in the System.Threading and System.Threading.Tasks namespaces
in the NET Framework. The purpose of the TPL is to make developers more productive
by simplifying the process of adding parallelism and concurrency to applications [6].

In parallel programming in the .NET Framework, we recognize two kinds of a par-
allelism - data and task parallelism.

Data parallelism refers to scenarios in which the same operation is performed
concurrently (that is, in parallel) on elements in a source collection or array [6]. We did
not use a data parallelism in a parallelized code of our C# application.

The Task Parallel Library (TPL), as its name implies, is based on the concept of a
task, which represents an asynchronous operation. The term task parallelism refers to
one or more independent tasks running concurrently. Tasks provide two primary benefits
[6]:

• More efficient andmore scalable use of system resources. Behind the scenes, tasks are
queued to the ThreadPool, which has been enhanced with algorithms that determine
and adjust to the number of threads and that provide load balancing to maximize
throughput. This makes tasks relatively lightweight, and we can create many of them
to enable fine-grained parallelism.

• More programmatic control than is possible with a thread or work item. Tasks and the
framework built around them provide a rich set of APIs that support waiting, cancel-
lation, continuations, robust exception handling, detailed status, custom scheduling,
and more.

Task parallelism with the Parallel.Invoke method is used in a parallelized code of
our C# application. The Parallel.Invoke method provides a convenient way to run any
number of arbitrary statements concurrently. We just pass in an Action delegate for each
item of work. The easiest way to create these delegates is to use lambda expressions.
The lambda expression can either call a named method or provide the code inline [6].

Parallel.Invoke is a static method with two overloaded versions. Here is the signature
of the version of Parallel.Invoke from [6] that is used in a parallelized code of methods
of our C# application.

Syntax (in C#): public static void Invoke (params Action[] actions);

Parameters: actions - an array of Action delegates to execute.
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4 A C# Application, Its Methods

Our C# application was created in the C# language and built in the Microsoft Visual
Studio 2019 development environment. The C# application implements a symbol table
(a phone book) in a BST of objects, in an unordered array of objects, and in an unordered
linked list of objects, and allows, except of other things, to search data records of persons
according to the first name and surname key, and the phone number key in these three
implementations of a symbol table sequentially, onmultiple threads, and inparallel,while
this applicationmeasures the execution time of each search in each implementation of the
symbol table. The source code of this application contains seven classes, two structures,
and five delegates (Fig. 6). The following classes are defined in this source code:

• Node - objects of this class represent the nodes of a binary search tree with an
implemented symbol table. They contain key-value pairs: a first name and a surname
- personal data in the keyFirstSurName and personalInfo instance variables, the left
and right references to the left and right subtree, and the size instance variable with
the number of nodes in a subtree. The Set_keyValuePair member method initializes
the keyFirstSurName and personalInfo instance variables of the Node class object,
and theGet_keyFirstSurName andGet_personalInfomember methods get the values
of the keyFirstSurName and personalInfo instance variables of such object.

• BST - an object of this class containing the root reference to a root node of a binary
search tree, represents a binary search tree, in which nodes a symbol table is im-
plemented (Fig. 2). The nodes of a binary search tree are objects of the Node class.
The BST class provides member methods for inserting the specified key-value pair
into the symbol table, finding the smallest and largest keys in the symbol table,
searching for nodes according to various kinds of keys, finding the number of key-
value pairs in the symbol table, for removing the specified key and its associated
value from the symbol table and so on. For example, the BST class provides the
SearchALLNodeKeyVPhoneNInordr method for searching for all key-value pairs in a
symbol table (nodes in a binary search tree) according to the phone number key and
the SearchNodeKeyValInorder_str member method for searching for a key-value pair
in this symbol table according to the first name and surname key (the keyFirstName
and keySurName parameters of the method) (Fig. 1).

public string SearchNodeKeyValInorder_str(Node s, string keyFirstName, string keySurName) { 
  if (s == null)   return ""; 
  int compare = Compare(s, keyFirstName, keySurName); 
  if (compare > 0)   return SearchNodeKeyValInorder_str(s.left, keyFirstName, keySurName); 
  else if (compare < 0)  
   return SearchNodeKeyValInorder_str(s.right, keyFirstName, keySurName); 
  else 
   return GetNodeData_str(s);   } 

Fig. 1. The source code of the SearchNodeKeyValInorder_str member method.
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Fig. 2. The small part of a symbol table (a phone book) implemented in a BST (with 3 nodes
- the Node class objects) that contains structured personal data of persons, key-value pairs: the
keyFirstSurName key - the personalInfo value.

The SearchNodeKeyValInorder_str method works recursively: if the tree is empty,
it terminates the search as unsuccessful. If the search key is equal to the key in the node,
it terminates the search as successful (by returning the value associated with the key).
If the search key is smaller than the key in the node, it searches (recursively) in the left
subtree. If the search key is greater than the key in the node, it searches (recursively) in
the right subtree [3].

The SearchALLNodeKeyVPhoneNInordr and SearchNodeKeyValInorder_str meth-
ods have searched for data records of persons, key-value pairs: first names and surnames
- personal data of persons according to 5 given keys a phone number and 5 given keys
a first name and a surname in a symbol table (a phone book) sequentially (Fig. 3), on
multiple threads (Fig. 5), and in parallel in an experiment.

The asynchronous execution of these methods (also others in our C# application)
on multiple threads is realized using the BeginInvoke and EndInvoke instance methods
of the objects of the delegate types that we had to declare, and which signature must
match the signature of the method to which the delegate, the object of the delegate type,
will point to [5].

The common language runtime automatically defines BeginInvoke and EndInvoke
methods for these delegate types, with the appropriate signatures. The BeginInvoke
method initiates the asynchronous call to a target method on a secondary thread. It has
the same parameters as the method that we want to execute asynchronously, plus two
additional optional parameters. BeginInvoke returns immediately and does not wait for
the asynchronous call to complete. BeginInvoke returns an IAsyncResult, which can be
used to monitor the progress of the asynchronous call. The EndInvoke method retrieves
the results of the asynchronous call. It can be called any time after BeginInvoke. If the
asynchronous call has not completed, EndInvoke blocks the calling thread until it com-
pletes. The parameters ofEndInvoke can include the out and ref parameters of themethod
that we want to execute asynchronously, plus the IasyncResult returned by BeginInvoke
[6].
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The parallel execution of 5 the bst.SearchALLNodeKeyVPhoneNInordr instance
methods and 5 the bst.SearchNodeKeyValInorder_str instance methods (Fig. 4) is
realized using the Parallel.Invoke static method that uses lambda expressions.

BST bst = new BST();  // Creates the ‘bst’ object of the ‘BST’ class. .  .  .
string[] results = new string[10]; 

.  .  .
stopwatch.Reset(); // Stops time interval measurement and resets the elapsed time to zero.
stopwatch.Start(); // Starts, or resumes, measuring elapsed time for an interval.
results[0] = bst.SearchNodeKeyValInorder_str(bst.Get_root(), splitInput[0], splitInput[1]); 
results[1] = bst.SearchNodeKeyValInorder_str(bst.Get_root(), splitInput[2], splitInput[3]); 
results[2] = bst.SearchNodeKeyValInorder_str(bst.Get_root(), splitInput[4], splitInput[5]); 
results[3] = bst.SearchNodeKeyValInorder_str(bst.Get_root(), splitInput[6], splitInput[7]); 
results[4] = bst.SearchNodeKeyValInorder_str(bst.Get_root(), splitInput[8], splitInput[9]); 
stopwatch.Stop(); // Stops measuring elapsed time for an interval.
TimeSpan ts = stopwatch.Elapsed; // Gets the total elapsed time measured by the current instance.
string strIntervalStopWatch = ts.ToString(); 
double msIntervalStopWatch = ts.TotalMilliseconds; 

Fig. 3. The section of source code of theMain method with the sequential searching for 5 nodes
in a BST by the SearchNodeKeyValInorder_str instance method.

string[] results = new string[n]; 
stopwatch.Reset();  
stopwatch.Start();  
// Performs five tasks in parallel on the source array
Parallel.Invoke( 
 () => {results[0] = bst.SearchNodeKeyValInorder_str
 () => {results[1] = bst.SearchNodeKeyValInorder_str
 () => {results[2] = bst.SearchNodeKeyValInorder_str

(bst.Get_root(), splitInput[0], splitInput[1]);},
(bst.Get_root(), splitInput[2], splitInput[3]);},
(bst.Get_root(), splitInput[4], splitInput[5]);},

 () => {results[3] = bst.SearchNodeKeyValInorder_str(bst.Get_root(), splitInput[6], splitInput[7]);},
 () => {results[4] = bst.SearchNodeKeyValInorder_str(bst.Get_root(), splitInput[8], splitInput[9]);} 
); // closes the ‘Parallel.Invoke’ method
stopwatch.Stop(); 
TimeSpan ts = stopwatch.Elapsed; 
string strIntervalStopWatch = ts.ToString(); 
double msIntervalStopWatch = ts.TotalMilliseconds; 

Fig. 4. The section of source code of theMain method with the parallel searching for 5 nodes in
a BST by the SearchNodeKeyValInorder_str instance method.

• NodeSTarray - objects of this class are elements of a dynamic array of objects,
containing key-value pairs, a first name and a surname - personal data in the keyFirst-
SurName and personalInfo instance variables. These elements represent the items of
an implemented symbol table. The refSTNodesArray reference points to the array of
such objects. The SetKeyValuePairSTarr member method initializes the keyFirstSur-
Name and personalInfo instance variables of the NodeSTarray class object, and the
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DlgSrchNodKVInrdStr[] refDlgSearchNodKVInrdSt; 
refDlgSearchNodKVInrdSt = new DlgSrchNodKVInrdStr[n]; 
// Creates ‘kx’ objects of the ‘DlgSrchNodKVInrdStr’ delegate type.  
// These objects refer to ‘SearchNodeKeyValInorder_str’ instance method.
for (int kx = 0; kx < n; kx++) 
refDlgSearchNodKVInrdSt[kx] = new DlgSrchNodKVInrdStr(bst.SearchNodeKeyValInorder_str);

stopwatch.Reset(); 
stopwatch.Start();  
for (int z = 0, d = 0; z < n; z++, d += 2)  { 
  Monitor.Enter(obj);  // Acquires an exclusive lock on the ‘obj’ object.
  try  {  // The ‘BeginInvoke’ method initiates the asynchronous call.
   refAsyncResults[z] = refDlgSearchNodKVInrdSt[z].BeginInvoke(bst.Get_root(),  
              splitInput[d], splitInput[d + 1], null, null); 
  } 
  finally  { Monitor.Exit(obj); } // Releases an exclusive lock on the ‘obj’ object.
} 
string[] returned_values = new string[n]; 
for (int c = 0; c < n; c++)  // The ‘EndInvoke’ method retrieves the results of the asynchronous call.
  returned_values[c] = refDlgSearchNodKVInrdSt[c].EndInvoke(refAsyncResults[c]); 
stopwatch.Stop();  
TimeSpan ts2MT1 = stopwatch.Elapsed; 
string strIntervalStopWatchMT1 = ts2MT1.ToString(); 
double msIntervalStopWatchMT1 = ts2MT1.TotalMilliseconds; 

Fig. 5. The section of source code of the Main method with the multi-threaded searching for 5
nodes in a BST by the SearchNodeKeyValInorder_str instance method.

Get_keyFirstSurName and Get_personalInfo member methods get the values of the
keyFirstSurName and personalInfo instance variables of such object.

• STarray - an object of this class, containing the refSTNodesArray reference to an
array of references to objects of the NodeSTarray class (elements of an array) and
their number in the n instance variable, represents an unordered array, in which ele-
ments a symbol table is implemented. The STarray class provides member methods
for inserting the specified key-value pair into the symbol table, searching for nodes
according to various kinds of keys, finding the number of key-value pairs in the sym-
bol table, for removing the specified key and its associated value from the symbol
table and so on. For example, the STarray class provides the SearchALLNodesKey-
PhoneNumbmethod for searching for all key-value pairs in a symbol table (elements
in an unordered array) according to the phone number key and the SearchPersonal-
InfoOfKey member method for searching for a key-value pair in this symbol table
according to the first name and surname key. The SearchALLNodesKeyPhoneNumb
and SearchPersonalInfoOfKey methods have searched for data records of persons,
key-value pairs: first names and surnames - personal data of persons according to
5 given keys a phone number and 5 given keys a first name and a surname in a
symbol table (a phone book) sequentially, on multiple threads, and in parallel in an
experiment.
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• NodeLLUns - objects of this class that contain key-value pairs, a first name and
a surname - personal data in the keyFirstSurName and personalInfo instance vari-
ables, and the Next reference to the next data element (a node), represent the data
elements (nodes) of an unordered linked list with an implemented symbol table. The
Set_keyValueNodeLLUnsort member method initializes the keyFirstSurName and
personalInfo instance variables of the NodeLLUns class object, and the GetKeyFirst-
SurNNodeLLUns and GetPersonalInfoNodeLLUns member methods get the values
of the keyFirstSurName and personalInfo instance variables of such object.

• LinkedListSTUnsort - an object of this class containing the head reference to the first,
the tail reference to the last data element (a node) of the linked list and their number in
the Count instance variable, represents an unordered link list, in which data elements
(nodes) a symbol table is implemented. The data elements (nodes) of an unordered
linked list are objects of theNodeLLUns class. TheLinkedListSTUnsort class provides
member methods for inserting the specified key-value pair into the symbol table,
searching for nodes according to various kinds of keys, finding the number of key-
value pairs in the symbol table, for removing the specified key and its associated
value from the symbol table and so on. For example, the LinkedListSTUnsort class
provides the SearchALLNodesKey PhoneNumb method for searching for all key-
value pairs in a symbol table (nodes in an unordered link list) according to the phone
number key and the SearchNodeKeyValue_node member method for searching for
a key-value pair in this symbol table according to the first name and surname key.
The SearchALLNodesKeyPhoneNumb and SearchNodeKeyValue_nodemethods have
searched for data records of persons, key-value pairs: first names and surnames -
personal data of persons according to 5 given keys a phone number and 5 given
keys a first name and a surname in a symbol table (a phone book) sequentially, on
multiple threads, and in parallel in an experiment.
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Fig. 6. The class diagram of the C# application.
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As we mentioned above, our C# application can perform search operations in three
implementations of a symbol table (a phone book), in a BST of objects, in an unordered
array of objects, and in an unordered linked list of objects, and simultaneously it is
able to measure the execution times of particular search operations. By a comparison of
these execution times, we were finding which of these three data structures allows more
efficient searching in a sequential search, multi-threaded, or in a parallel search in an
experiment.

5 Experiment and Its Results

We assume that an implementation of a symbol table in an unordered linked list is more
appropriate for sequential, multi-threaded, and for a parallel search for the same set
of structured data in a symbol table (a phone book) by the search methods of a C#
application than its implementation in a BST, and an unordered array.

To verify this hypothesis, we performed an experiment using our C# application that
has searched for the sets of values associated with the sets of given keys inserted by a
user in a BST, in an unordered array, and in an unordered linked list, sequentially, on
multiple threads, and in parallel. This application has also measured the execution times
of all sequential, all multi-threaded, and all parallel searches that were executed by its
search methods. The C# application wrote all execution times together with results of
all searches into the LogFile.txt disc log file. Using these execution times, we want to
confirm or refuse our hypothesis.

We have carried out two kinds of searches using our C# application in BST of
objects, in an unordered array of objects, and in an unordered linked list of objects for
the purpose of this experiment. In each symbol table implementation (a phone book),
we have searched for data records of persons according to:

• the following identical set of 5 keys: first name and surname: Stephen King, Stan
Smith, Gill Andersson, Andrew Cowley, Paul Smith

• and the following identical set of 5 keys: phone number: +1 (915) 144-4242, +61
(999) 717-6787, +1 (770) 693-8938, +61 (135) 388-3603, +1 (602) 324-6011

Thedata record of each person,which creates aBSTnode, an element of an unordered
array and a linked list node, contains: the first name and surname key and the assigned
value, personal data of the person: ID, a gender, a phone, an e-mail, an address, a city, a
state, a state abbreviation, and a country.

During the mentioned searches, the same sets of data records of 100, 200, 300, 400,
500, 600, 700, 800, 900 and 1000 persons stored in all 3 implementations of the symbol
table (a phone book), i.e., in the BST of objects, in the unordered array of objects and
in unordered linked list of objects were searched.

Searches for data records of persons according to the same set of 5 keys first name
and surnamewere executed using the following instance methods of the C# application:

• a sequential, multi-threaded, and parallel search in a BST -
bst.SearchNodeKeyValInorder_str

• a sequential, multi-threaded, and parallel search in an unordered array -
sTarray.SearchPersonalInfoOfKey
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• a sequential, multi-threaded, and parallel search in an unordered linked list -
linkedListSTUnsort.SearchNodeKeyValue_node

Searches for data records of persons according to the same set of 5 keys phone
number were executed using the following instance methods of the C# application:

• a sequential, multi-threaded, and parallel search in a BST -
bst.SearchALLNodeKeyVPhoneNInordr

• a sequential, multi-threaded, and parallel search in an unordered array -
sTarray.SearchALLNodesKeyPhoneNumb

• a sequential, multi-threaded, and parallel search in an unordered linked list -
linkedListSTUnsort.SearchALLNodesKeyPhoneNumb

The execution time of each of these searches was measured by the Main method,
and along with the results of the searches, the method wrote them into the console and
into the LogFile.txt disk file.

The C# application was running on the computer with the following basic hard-
ware configuration: Intel Core i5-8250U Processor (6MB Cache, 1.60 GHz (Processor
Base Frequency), 3.40 GHz (Max Turbo Frequency)), 4 GT/s (Bus Speed), 4 Cores, 8
Threads, RAM: 8 GB. The Microsoft Windows 10 Home, 64-bit operating system and
the Microsoft .NET Framework 4 were installed on this computer.

A part of one of the outputs of our C# application stored in the LogFile.txt disc
log file after a sequential, multi-threaded, and parallel search for the set of data records
of persons according to the same set of 5 keys first name and surname: Stephen King,
Stan Smith, Gill Andersson, Andrew Cowley, Paul Smith, in all 3 implementations of the
symbol table (a phone book), i.e., in a BST with 1000 nodes, in an unordered array of
objects with 1000 elements, and in an unordered linked list with 1000 nodes, by the
search methods of this application is shown in Fig. 7. The C# application wrote the
similar output into the system console. The C# application wrote the results of other
searches into the same LogFile.txt file, too.

The execution times of all sequential, all multi-threaded, and all parallel searches
data records of persons according to the set of 5 given keys a first name and a surname
and the set of 5 given keys a phone number that were executed by the C# application
search methods during the experiment are shown in Fig. 8 and Fig. 9.

Brief Results Analysis. Several facts result from a comparison of the execution times of
sequential, multi-threaded, and parallel searches for the sets of data records of persons
according to the same sets of 5 given keys a first name and a surname and 5 given keys
a phone number inserted by a user in a BST of objects, in an unordered array of objects,
and in an unordered linked list of objects by the C# application search methods.

Findings for searching for data records of persons according to the same set of 5
given keys a first name and a surname in three implementations of a symbol table (a
phone book):

• The shortest execution times in the sequential search are achieved by the search in
the BST of objects and the longest execution times are achieved by the search in an
unordered array of objects. However, the differences between the shortest and longest
execution times are very small, less than 0.7 ms.
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********** PARALLEL searching according to first names and surnames **********
 Persons with the 'Stephen King, Stan Smith, Gill Andersson, Andrew Cowley, Paul Smith' 
first names and surnames found / NOT found in PARALLEL in a symbol table: 
 The key-value pairs found (4) / NOT found (1) in a symbol table implemented in a BST (1000): 
   The key-value pair with the 'Stephen King' key found: 
   Stephen King, (Male, 984053), +1 (915) 144-4242, sking0@miitbeian.gov.cn,  
  52 Evergreen Court, El Paso, Texas, TX, United States 

   The key-value pair with the 'Stan Smith' key found: 
   Stan Smith, (Male, 117426), +1 (770) 693-8161, ssmith90@google.jp,  

1459 Mallory Junction, Atlanta, Georgia, Georgia, United States 

   The key-value pair with the 'Gill Andersson' key found: 
   Gill Andersson, (Male, 577303), +1 (516) 626-8006, ganderssone@wisc.edu,  
  305 3rd Point, Port Washington, New York, NY, United States 

   A person with the first name and surname 'Andrew Cowley' NOT found! 

   The key-value pair with the 'Paul Smith' key found: 
   Paul Smith, (Male, 117653), +1 (770) 693-8909, psmith9@google.jp, 
  80 Mallory Junction, Atlanta, Georgia, Georgia, United States 
     [Execution time:  00:00:00.0053621, 5,3621 ms] 
 The key-value pairs found (4) / NOT found (1) in a symbol table implemented in an unordered 
ARRAY of objects (1000):  
   The key-value pair with the 'Stephen King' key found: 
   Stephen King, (Male, 984053), +1 (915) 144-4242, sking0@miitbeian.gov.cn,  
  52 Evergreen Court, El Paso, Texas, TX, United States 

   The key-value pair with the 'Stan Smith' key found: 
   Stan Smith, (Male, 117426), +1 (770) 693-8161, ssmith90@google.jp,  

1459 Mallory Junction, Atlanta, Georgia, Georgia, United States

   The key-value pair with the 'Gill Andersson' key found: 
   Gill Andersson, (Male, 577303), +1 (516) 626-8006, ganderssone@wisc.edu,  
  305 3rd Point, Port Washington, New York, NY, United States 

   A person with the first name and surname 'Andrew Cowley' NOT found! 

   The key-value pair with the 'Paul Smith' key found: 
   Paul Smith, (Male, 117653), +1 (770) 693-8909, psmith9@google.jp, 
  80 Mallory Junction, Atlanta, Georgia, Georgia, United States 
     [Execution time:  00:00:00.0003535, 0,3535 ms] 

Fig. 7. The part of the output of the C# application stored in the LogFile.txt disc log file that
shows results of the parallel search in a BST and an array implementation of a symbol table with
1000 items.
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Fig. 8. Execution times of searching for 5 persons according to first names and surnames in 3
various implementations of a symbol table (a phone book), in a BST, an array, and in a link. list.
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Fig. 9. Execution times of searching for 5 persons according to phone numbers in 3 various
implementations of a symbol table (a phone book), in a BST, an array, and in a linked list.

• The shortest execution times in multi-threaded search are achieved by the search in
an unordered linked list of objects and the longest execution times are achieved by
the search in a BST of objects.

• The shortest execution times in parallel search are achieved by the search in an
unordered linked list of objects and the longest execution times are achieved by the
search in a BST of objects.

• The shortest execution time of all searches according to the same set of 5 given keys
a first name and a surname is achieved by sequential search in BST of objects, and
the longest execution time of all searches is achieved by parallel search in a BST of
objects.

Findings for searching for data records of persons according to the same set of 5
given keys a phone number in three implementations of a symbol table (a phone book):

• The shortest execution times in the sequential search are achieved by the search in an
unordered array of objects and the longest execution times are achieved by the search
in a BST of objects.

• The shortest execution times in multi-threaded search are achieved by the search in
an unordered linked list of objects and the longest execution times are achieved by
the search in a BST of objects.
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• The shortest execution times in parallel search are achieved by the search in an
unordered linked list of objects and the longest execution times are achieved by the
search in a BST of objects.

• The shortest execution time of all searches according to the same set of 5 given keys
a phone number is achieved by a multi-threaded search in an unordered linked list
of objects, and the longest execution time of all searches is achieved by a sequential
search in a BST of objects.

The execution times of the search itself in all three implementations of a symbol
table (a phone book) are affected by the composition of the key.

If it consists of two components, that is our case of the key a first name and a surname,
then it is advantageous to search in a BST during a sequential search. This search was
also the most execution efficient of all searches according to the same set of 5 given keys
a first name and a surname in three implementations of a symbol table (a phone book).

For a search according to a one-component key, that is our case of a key a phone
number, a multi-threaded search in an unordered linked list of objects seems to be the
most execution efficient and a sequential search in a BST seems to be the least efficient.

For a parallel search according to a one- and two-component key we do not recom-
mend using a search in a BST, in this case it is more advantageous to use a search in an
unordered linked list of objects.

A parallel search according to a one- and two-component key in a BST implementation
of a symbol table achieves the longest execution times. This is caused by the construction
of a BST (Fig. 2), which is more complex than the construction of an unordered array
and unordered linked list, and the rule that is used in the construction of a BST: The
key in a node is larger than the key of every node in its left subtree and smaller than
the key of every node in its right subtree [6]. When creating an unordered array and
unordered linked list, no rule is used, new data elements (or nodes) are inserted into
an array and a list sequentially in the order as they are read from an input data stream.
Therefore, a search operation in a BST is more complex than search operations in an
unordered array and unordered linked list, which may be the reason for longer execution
times of a parallel search according to one- and two-component keys in BST compared
to a parallel search in an unordered array and unordered linked list. If we compare these
search operations in these three implementations of a symbol table, it is obvious, which
of them is the most complex.

Search in a BST: We suppose that we want to search for a node with a given key in
a BST. A recursive algorithm follows [3]:

• If the tree is empty, we terminate the search as unsuccessful.
• If the search key is equal to the key in the node, we terminate the search as successful

(by returning the value associated with the key).
• If the search key is smaller than the key in the node, we search (recursively) in the

left subtree.
• If the search key is greater than the key in the node, we search (recursively) in the

right subtree.

Search in an unordered array/an unordered linked-list implementation of a symbol
table: we scan through an array/a list, using some comparative method to compare the
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search key with the key in each element/node in an array/a list. If we find the match, we
return the associated value; if not, we return null [7].

From the above results that by a task parallelization of the source code we do not
always have to achieve the shortest execution times for each data structure.

Sequential searches in different implementations of a symbol table have the following
properties [1]: Sequential search in an array and linked-list implementations of symbol
table of N unordered items uses N/2 comparisons for search hits (on the average) and N
comparisons for search misses (always).

Sequential search in a BST implementation of symbol table of N ordered items uses
N comparisons (the worst case) or lg N comparisons (on the average) for search hits and
for search misses.

In a sequential search in a BST according to a two-component key, our searchmethod
probably performed lg N comparisons. It was faster than other search methods that
searched in an array and linked-list implementation of the symbol table.

In a sequential search in a BST according to a one-component key, our searchmethod
probably performed N comparisons (the worst case). This method achieved the longest
execution times of all searches according to an one-component key.

The number of comparisons in a BST depends on the location of the search node
in it. If the search node is located close to the beginning (to the root) of the BST, then
lg N comparisons are performed (on the average). This case occurred during a sequential
search according to a two-component key (a first name and a surname) in a BST by our
search method. If the search node is close to the end of a BST, then N comparisons are
performed (the worst case). This case occurred during a sequential search according to
a one-component key (a phone number) in a BST by our search method.

6 Conclusion

From the results of the comparison of the execution times of sequential, multi-threaded,
and parallel searches for the sets of data records of persons according to the same sets of
5 given two-component keys and 5 given one-component keys in three implementations
of a symbol table (a phone book), i.e., in a BST of objects, in an unordered array of
objects, and in an unordered linked list of objects by the C# application search methods,
it is obvious that for a two-component key, it is advantageous to search in a BST in a
sequential search.

This search was also the most execution efficient of all searches according to the
same set of 5 given two-component keys in three implementations of a symbol table (a
phone book). For multi-threaded and parallel searches according to a two-component
key, it is advantageous to use the search in an unordered linked list of objects.

From the results of the comparison of these execution times it is also obvious that
for a one-component key it is advantageous to search in an unordered array of objects in
a sequential search, while in a multi-threaded and parallel search it is advantageous to
search in an unordered linked list of objects. The shortest execution time of all searches
according to the same set of 5 given one-component keys is achieved by the multi-
threaded search in an unordered linked list of objects.
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From the results of our experiment, it seems to be the most optimal choice for
sequential, multi-threaded and parallel searching for the sets of data records of persons
according to the sets of given one- and two-component keys using an unordered linked-
list implementation of a symbol table (a phone book).
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