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The main goal of this paper is to analyse recent trends in freight transport volumes as well as their relation to 
socio-economic and infrastructural variables, in the case of the following major European countries: France, Germany, 
Italy, Poland, Spain and the United Kingdom. This analysis refers to the period 2005-2016, so that years affected by the 
global economic crisis, which shows its peak in 2009, are taken into account. This research demonstrated that not all 
the countries under study show a strong relation between freight traffic and GDP as it could have been expected based 
on well consolidated experiences and studies. Moreover, other relations are investigated, with mixed results, between 
the freight traffic volumes and the extension of the rail and road networks as well as oil price data.
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250 and 650 thousands square kilometers. For each country, 
data about the GDP, transport supply and freight transport 
volumes between year 2005 and 2016 are taken into 
consideration from different data sources [16-18], in order 
to investigate their statistical relations. 

2.1	The Gross Domestic Product 

Figure 1 shows the trends in the GDP values, collected 
from the Eurostat database for each European country 
belonging to the study sample, with reference to the period 
2005-2016. All the GDP data are expressed in billion of 
euros, with reference to chain-linked values, taking 2010 
as the base year. The economic crisis has shown its peak 
point after 2008, causing a turnaround in GDP trends for all 
the countries analysed, with the only exception of Poland. 
The UK, but especially Italy, show a significant decline: 
however, while the UK after 2008 has shown a strong 
recovery, the recovery for Italy has not been completed yet 
and Italian GDP in 2016 is the only one, which is still lower 
than that of 2005. 

From 2005 to 2016, Poland shows a total growth in its 
GDP of 50.8%, proving to be much more dynamic compared 
to the other countries, that register a total growth between 
8% and 18% only, for the whole period: 10% for France, 18% 
for Germany, 8% for Spain and 16% for the UK. Only Italy 
shows a negative growth rate equal to -3%. Poland seems 
not to have perceived the economic crisis at all, showing a 
constant growth along the study period.

1	 Introduction

Traditionally, the freight transport volumes are 
considered to depend on several socio-economic variables, 
as well as variables directly related to the transport system, 
such as the extension and features of transport network 
and oil price [1-2]. The main socio-economic variable, 
whose impact is typically considered to be the most 
relevant one on the freight traffic volumes, is the Gross 
Domestic Product (GDP) [3-7]; theoretically, more goods are 
produced and more will have to be transported within the 
country under consideration. Moschovou [8] illustrated this 
relation focusing on the recent period of crisis in Greece. 
Moreover, kilometres of the road and rail infrastructures in 
the country can affect the total freight transport [9-13]. In 
addition, oil price affects freight transport [14-15]: across 
the board, the higher the oil price is, the higher will be the 
amount of goods that will be transported by train rather 
than truck. In this paper, the above mentioned relations and 
factors are analysed under qualitative as well as quantitative 
perspectives, for six among the major European countries 
and with reference to the period 2005-2016.

2 	 The data set

Both socio-economic and transport system variables 
are taken into account, in the case of six European 
countries, with similar territorial surface and population, 
i.e. France, Germany, Italy, Poland, Spain and the United 
Kingdom. 

All these countries are populated by between 40 and 
80 million of inhabitants and show a surface of between 
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in Germany, where the network has increased by more 
than 4,700 km (+14%). On the other hand, in Poland, the 
rail network has decreased by approximatively 1,000 km 
(-5.5%).

Table 2 shows the total length of motorways, the 
corresponding percentage growth in the study period 
(Δ%) and the absolute variations in terms of kilometers 
added to the road infrastructure (Δ): in the latter case, for 
all of the countries under study, an increase in network 
length has been registered, with particular regard to the 

2.2	Extension of road and rail networks

Table 1 and Table 2 show the level of transport 
supply for rail and road transport systems, in terms of 
corresponding network extension. Table 1 shows, for each 
country, the total length of railways, the corresponding 
percentage growth in the study period (Δ %) and the 
absolute variations (Δ) in terms of kilometers added to 
the total infrastructure length. The most relevant growth 
in terms of extension of rail infrastructure has occurred 

Figure 1 2005-2016 GDP trends, in billions of euros, calculated in chain linked values (base year: 2010),  
for the countries under study

Table 1 Railway total length (km)

Country 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Δ % Δ

FR 29286 29463 29918 29901 29903 29871 30404 30581 29784 30905 28808 28364 -3.2 -922

DE 34221 34122 33890 33855 33714 33707 33576 33509 38703 38836 38828 38990 14.0 4769

IT 16545 16627 16667 16861 17004 17022 17045 17060 17070 17037 17041 17096 3.3 551

PL 19507 19429 19419 19627 19764 19702 19725 19617 18959 18942 18510 18429 -5.5 -1078

ES 15015 15212 15554 15550 15330 15837 15932 15922 15937 15901 16050 15922 6.0 907

UK 16208 16193 16212 16212 16151 16175 16408 16423 16423 16209 16209 16253 0.3 45

Table 2 Motorway total length (km)

Country 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Δ% Δ

FR 10798 10848 10958 11042 11163 11392 11413 11413 11552 11560 11599 11612 7.5 814

DE 12363 12531 12594 12645 12813 12819 12845 12879 12917 12949 12993 12996 5.1 633

IT 6542 6554 6588 6629 6661 6668 6668 6726 6751 6844 6943 6943 6.1 401

PL 552 583 663 765 849 857 1070 1365 1482 1556 1559 1640 197.1 1088

ES 11432 12073 13013 13518 14021 14262 14554 14701 14981 15049 15336 15444 35.1 4012

UK 3665 3669 3673 3674 3672 3686 3733 3756 3760 3769 3768 3764 2.7 99
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the worst performance, with a decrease of total freight 
transport by 42.3%. 

In the case of the rail freight (Table 5), data sets are 
based on the Regulation (EC) 91/2003 of the European 
Parliament and Council (2002) on rail transport statistics. 
Rail freight transport statistics show that, from 2008 to 
2009, the decrease in transported goods is very significant. 
In 2009 the overall decrease in the goods transported by 
rail is equal to 18.1% with reference to the study sample. On 
the other hand, the total variation in rail freight transport 
from 2005 to 2016 is equal to +3.2%, i.e. equivalent to 7.9 
billion ton-km, as far as the whole countries included in the 
study sample are concerned. Statistics about road haulage 
are presented in Table 6, based on the Council Regulation 
(EC) 1172/1998, so that reporting countries may exclude 
vehicles for road transport, whose load capacity is lower 
than 3.5 ton or maximum permissible laden weight is lower 
than 6 ton. 

Table 6 shows the national and international road 
haulage expressed in billion ton-km, by vehicles registered 
in the reporting country, including cross-trade and 
cabotage. From 2008 to 2009, only Poland shows some 
traffic increases. All other countries seem to be affected by 
the global economic crisis, subsequently overcome by all 
countries, with the only exception of Italy, which shows a 
further significant reduction in road haulage between 2010 
and 2016 (-6%). The total variation in road haulage, as far as 
all countries included in the study sample are concerned, is 
equal to +1.0 %, i.e. equivalent to 12.8 billion ton-km.

By comparing data reported in Tables 4-6, different 
trends emerge for the countries under study: France, Spain 

case of Poland and Spain. Poland, in particular, shows a 
triplication in its total motorway length during the period 
under consideration. In absolute terms, the most relevant 
growth in the extension of motorway network has occurred 
in Spain, with an increase of more than 4,000 km from 2005 
to 2016.

2.3	The oil price

In Table 3, oil price trend calculated in dollars per 
barrel of crude oil is reported, with reference to the period 
2005-2016. Significant changes in oil prices have occurred 
in the period under study, with a decrease by 20%. Price 
of crude oil can be considered as a proxy of pump price 
values, which can vary very much between different pump 
stations and countries [19].

2.4 	National and international freight transport 
by road and rail

This paragraph deals with the analysis of the national 
and international haulage, both by rail and road, from 2005 
to 2016. 

Table 4 shows the total national and international 
freight transport reported by carriers registered in the 
countries under analysis, with reference to both road and 
rail operations. The highest total traffic increase has been 
registered by Poland (+111.0%), while Italy has recorded 

Table 3 Crude Oil, Europe Spot Price FOB (dollars per barrel)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Δ %

54.58 65.17 72.51 96.94 61.74 79.61 111.38 110.80 108.56 96.97 52.30 43.64 -20.0

Table 4 National and international road and rail freight volumes (billion ton-km)

Country 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Δ %

FR 246.0 252.6 261.8 246.7 205.7 212.2 219.9 204.9 203.7 197.8 187.9 188.4 -23.4 %

DE 405.5 437.0 458.0 457.2 403.3 420.4 437.1 417.1 418.3 422.7 428.7 431.4 +6.4 %

IT 234.6 211.3 204.7 204.3 185.4 194.4 162.6 144.2 146.2 138.0 137.6 135.3 -42.3 %

PL 161.8 181.9 205.2 216.9 224.2 251.0 261.5 271.2 298.5 301.0 311.3 341.4 +111.0 %

ES 244.8 253.3 270.1 254.0 2197 219.0 216.3 208.7 201.9 206.2 220.5 227.5 -7.1 %

UK 182.7 1874 192.3 181.4 158.7 165.3 174.5 179.9 169.6 165.3 180.9 172.1 -5.8 %

Table 5 National and international rail freight volumes (billion ton-km)

Country 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Δ %

FR 40.7 41.2 42.6 40.4 32.1 30.0 34.2 32.5 32.2 32.6 34.3 32.6 -19.9

DE 95.4 107.0 114.6 115.7 95.8 107.3 113.3 110.1 112.6 112.6 114.0 116.2 +21.8

IT 22.8 24.2 25.3 23.8 17.8 18.6 19.8 20.2 19.0 20.2 20.8 22.7 -0.3

PL 50.0 53.6 54.3 52.0 43.5 48.7 53.8 48.9 50.9 50.1 50.6 50.7 +1.5

ES 11.6 11.5 11.2 11.0 7.8 8.9 9.5 9.5 9.3 10.4 11.1 10.5 -9.4

UK 21.5 21.9 21.3 21.0 19.2 18.6 21.0 21.4 22.4 22.1 22.0 17.1 -20.2
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Table 9 shows the signs of the total percentage 
variation of freight transport volumes in each country 
under study, for what concerns both rail and road haulage, 
between 2005 and 2016. Each country shows the same sign 
for the variation in rail and road haulage, as well as for total 
and national adjusted data, with the only exception of the 
United Kingdom. Indeed, the United Kingdom shows an 
increase only in the national adjusted road freight, while 
all other values show a negative sign. This is related to the 
fact that, in these years, carriers from different European 
countries have started working in the UK, replacing 
some local operators, probably to minimize service costs. 
Table 10 shows the adjusted road freight transport share 
controlled by carriers registered in the corresponding 
country (national road freight divided by the adjusted road 
freight). Only the United Kingdom, Italy and France show 
a high decrease in this value, due to the high increase in 
the adjusted road freight compared to the national one. 
In particular, the decreasing of this value for the United 
Kingdom is a consequence of the phenomenon highlighted 
in Table 9. France and Germany are the countries having 
recorded the highest percentage of freight traffic by foreign 
companies, in absolute terms.

and the United Kingdom show a decrease both in the road 
and rail freight volumes, between 2005 and 2016. In the 
same period, Italian carriers show a strong contraction of 
road freight, while rail haulage is almost constant. On the 
other hand, Germany shows a relevant growth in both road 
and rail transport and Poland shows a very high increase 
in road haulage, while rail haulage has registered only a 
very limited growth between 2005 and 2016. Table 7 reports 
data regarding national road freight transport by carriers 
registered in the corresponding country, while Table 8 
reports data regarding national road freight transport 
adjusted for territoriality. The latter values account for 
haulage performed within the territory of each country 
by any vehicles, without considering the cross-trade 
and cabotage. The total variation of national haulage, by 
considering all the countries included in the study sample, 
is equal to -5.1%, i.e. equivalent to 7.9 billions of ton-km, for 
national road haulage, between 2005 and 2016. As far as the 
adjustment for territoriality is taken into consideration, an 
increase by +2.2%, i.e. equivalent to 30.2 billion of ton-km, 
for the national road transport performance has been 
registered. The latter observation seems to indicate that 
road transport market of the countries under study has seen 
a significant shift of freight traffic from local operators to 
operators registered in other countries.

Table 6 National and international road freight volumes (billion ton-km)

Country 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Δ %

FR 205.3 211.4 219.2 206.3 173.6 182.2 185.7 172.4 171.5 165.2 153.6 155.8 -24.1

DE 310.1 330 343.4 341.5 307.5 313.1 323.8 307 305.7 310.1 314.7 315.2 +1.6

IT 211.8 187.1 179.4 180.5 167.6 175.8 142.8 124 127.2 117.8 116.8 112.6 -46.8

PL 111.8 128.3 150.9 164.9 180.7 202.3 207.7 222.3 247.6 250.9 260.7 290.7 +160.0

ES 233.2 241.8 258.9 243 211.9 210.1 206.8 199.2 192.6 195.8 209.4 217 -7.0

UK 161.3 165.5 171 160.3 139.5 146.7 153.5 158.5 147.2 143.2 158.9 155 -3.9

Table 7 National road haulage (billion ton-km)

Country 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Δ %

FR 177.3 182.8 191.4 181.9 156.0 164.3 168.2 156.4 155.7 151.1 141.2 144.2 -18.7

DE 237.6 251.4 261.4 264.5 245.6 252.5 265.0 254.5 256.7 263.0 269.7 271.7 +14.3

IT 171.6 155.4 152.4 151.8 145.6 149.2 127.7 111.8 112.0 102.4 104.1 100.3 -41.6

PL 60.9 59.4 65.8 71.9 79.2 82.2 89.7 89.0 100.3 96.6 104.7 106.6 +75.0

ES 166.4 174.6 190.6 175.2 151.1 146.2 142.3 133.4 127.0 128.2 137.2 145.0 -12.9

UK 151.2 154.8 160.7 151.1 131.6 137.8 139.9 142.6 131.3 127.7 142.9 148.7 -1.7

Table 8 Road transport performance adjusted for territoriality (billion ton-km)

Country 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Δ %

FR 294.5 303.9 315.3 301.4 261.7 275.1 273.4 259.1 263.7 259.8 249.4 258.1 -12.4

DE 370.8 394.5 413.2 420.0 385.3 404.9 417.6 408.2 416.7 426.9 427.5 447.7 +20.7

IT 204.0 190.1 186.8 187.5 176.4 183.6 157.3 139.5 141.8 133.0 133.5 132.0 -35.3

PL 86.8 91.0 95.3 101.6 107.4 116.2 125.6 127.9 141.5 138.5 147.3 154.2 +77.7

ES 210.7 220.1 237.3 217.3 189.4 184.4 179.9 169.8 166.1 167.1 177.9 186.7 -11.4

UK 167.3 171.5 178.1 167.7 145.0 151.5 157.6 163.4 152.2 149.6 165.9 185.6 +10.9
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which started in 2008, had the effect of producing a drastic 
decrease in terms of transported goods, both by road 
and rail. The rail freight traffic reduction was particularly 
strong. The country that lost the smallest amount of traffic 
is Poland, whose economy is growing in a fast way, like 
other East-European countries. The main results of the 
elasticity analysis performed in this research between the 
analysed variables are presented in Table 11. 

More in detail, Table 11 reports the R-square and 
elasticity values for different pairs of attributes and for 
each country, with reference to the period 2005-2016. 
Statistical results leading either to the low R-square values 
or to counterintuitive signs of coefficients are omitted in 
Table 11. The existence of a link between GDP trends and 
road and rail haulage seems to be valid, at least for some 
countries of the sample under study, with special regard 
to Germany and Italy. High values of elasticity for Italy, 
compared to the expected ones based on the scientific 
literature, are possibly due to the huge loss in terms 
of freight transport in a period of the GDP stagnation. 
Relations between the freight traffic and infrastructural 
variables are not statistically significant, with the only 

3 	 Regression analysis

In this paragraph, relations between freight transport 
data and the values associated to the other independent 
variables, which are related both to the socio-economic 
sector, as well as the transport supply sub-system, are 
evaluated in terms of both linear and logarithmic regression 
analysis. In this framework, the elasticity of freight traffic, 
with respect to the independent variables, is estimated 
for all the countries included in the sample under study. 
Figure 2 shows for each country the comparison between 
the absolute values of national road haulage, national and 
international rail haulage and GDP, in the period 2005-2016. 
For Germany, Poland and Spain the freight transport trends 
appear to be strongly related to the GDP trends registered 
in the corresponding countries. Figure 3 shows the annual 
variations of the national and international rail and road 
haulage. Again, trends in the GDP are included in this charts 
and in the case of France, Germany and Poland, they seem 
to reproduce freight transport annual rates of increase well.

This analysis confirms that the economic crisis and 
the consequent austerity applied by the governments, 

Table 9 Sign of total percentage variation of rail and road freight between 2005 and 2016

Country Rail freight Nat. and int. road freight Nat. road freight Nat. adjusted road freight

FR - - - -

DE + + + +

IT - - - -

PL + + + +

ES - - - -

UK - - - +

Table 10 National share of total freight transport - changes between 2005 and 2016

Country 2005 2016 Δ 

FR 60.2 % 55.9 % -7.2 %

DE 64.1 % 60.7 % -5.3 %

IT 84.1 % 76.0 % -9.7 %

PL 70.2 % 69.1 % -1.5 %

ES 79.0 % 77.7 % -1.7 %

UK 90.4 % 80.1 % -11.3 %

Table 11 Elasticity and R-square values for relationships between the rail and road freight traffic from 2005 to 2016 and 

socio-economic and transport system variables (n.s. and f. are abbreviations for “not statistically significant” and “freight”)

E - R-square FR DE IT PL ES UK

GDP - Road f. n.s. 0.71 0.79 4.90 0.64 1.58 0.96 n.s. n.s.

GDP - Rail f. n.s. 1.08 0.66 2.60 0.53 n.s. n.s. n.s.

Motorway - Road f. n.s. n.s. n.s. 0.49 0.95 n.s. n.s.

Railway - Rail f. n.s. n.s. n.s. n.s. n.s. n.s.

Motorway - Rail f. -3.73 0.69 n.s. n.s. n.s. n.s. n.s.

Oil price - Road f. n.s. n.s. n.s. n.s. n.s. n.s.

Oil price - Rail f. n.s. n.s. n.s. n.s. n.s. n.s.

GDP in thousands €, Road f. and Rail f. in billion ton·km, Motorways and Railways in km
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motorway length and rail freight has been performed: only 
the case of France confirms the statistical significance of 
this relation. All the statistically significant relations satisfy 

exception of Poland, which has experienced a relevant 
variation on both the motorway length and the road freight, 
so that an elasticity of 0.49 with an R-square of 0.95 has 
been calculated. The cross-elasticity analysis between 

         

        

        

Figure 2 Absolute values of national road haulage, national and international rail haulage and GDP, between 2005 and 2016
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A further relation has been analysed by taking into 
account the rail share of the freight transport in the 
European Union (Table 12) and the oil price registered 

the t-student test for their coefficient, showing t-values that 
range between 3 and 7.

           

          

          

Figure 3 Annual rate of increase of GDP, national road freight and national and international rail freight between  
2005 and 2016
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Finally, Figures 4 and 5 present the results of the 
linear regressions estimated between the GDP annual rate 
of increase and annual rate of increase in national road 
freight as well as national and international rail freight 
traffic volumes. It can be noted that Germany shows a 
strong relationship between these variables, while for Italy 
and Poland no statistically significant relationship has been 
observed.

Moreover, Figure 6 presents the correlation existing 
between the railway length and rail haulage registered in 

in the same year. The relation between the percentage 
variation of these two variables has resulted to be quite 
low with an R-square equal to 0.48; moreover, by excluding 
values related to the exceptional cases of years 2008 and 
2015 (outliers), the R-square regression value becomes 
equal to 0.94. As a consequence, increases in oil price 
seem to contribute effectively to the increase in the modal 
share controlled by the rail operations, compared to road 
operations, thus resulting in a significant decrease in CO

2
 

emissions, to a different extent in different countries.

Table 12 European share of rail freight for the European Union - changes between the 2005 and 2016

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Δ %

11.50 % 11.80 % 12.00 % 12.00 % 11.00 % 11.40 % 12.10 % 12.00 % 11.90 % 11.80 % 11.90 % 11.20 % -2.6 %

         
Figure 4 Relation between the annual rate of increase of GDP and national road haulage, for Italy and Germany

        
Figure 5 Relation between the annual rate of increase of GDP and national and international rail haulage,  

for Poland and Germany
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related attributes in the period under consideration. In fact, 
Poland behaves very differently compared to other more 
mature economies and it emerges from other countries also 
by registering a total growth of motorway network length 
by 160%, between 2005 and 2016. A comparison between the 
annual variation of analysed attributes leads to observation 
of some relations among them, to a different extent in the 
various countries included in the study sample. Indeed, 
correlations between different pairs of attributes have been 
evaluated, by taking into account the freight traffic volumes 
as a dependent variable. Road haulage seems to be strongly 
related to GDP trend, at least as far as Germany, Italy and 
Poland are concerned. Moreover, it has been observed that 
a positive variation in the oil price involved, on average, a 
shift for freight from road to rail transport, with a significant 
decrease of the CO

2
 emissions. Finally, Poland appears to 

be the best performing country in the period under study, 
for what concerns both economic parameters and the road 
and rail transport of goods.

the countries under analysis. This graph shows the positive 
correlation that seems to exist between these two variables.

4 	 Conclusions

In this paper, the socio-economic, infrastructural and 
road, as well the rail freight, traffic data have been analysed 
with reference to the following European countries: France, 
Germany, Italy, Poland, Spain and the United Kingdom. The 
analysis is focused on the trend of data registered in the 
period 2005-2016, when the negative reaction of GDP and 
land transport haulage can be clearly observed, following 
the economic crisis started in 2008. Indeed, this study 
confirms that the economic crisis and the consequent 
policy of austerity applied by many European governments, 
starting from year 2008, led, in many cases, to a drastic 
decrease in terms of freight traffic volumes, both by road 
and especially by rail. On the other hand, Poland has shown 
a continuous growth of both socio-economic and transport-

Figure 6 Relation between the rail freight and railway length for all analysed countries
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introduction of the free transport is most often a solution 
for many years.

Obviously the introduction of the free travelling has 
many supporters, they refer to protection of the city 
environment, reduction of personal cars traffic in favour of 
urban public transport; also most generally free availability 
of goods and services is by nature acceptable, because 
people do  not notice that such services are at a  cost, but 
they do not pay for them directly and that becomes most 
important for many of them. Because one assigns an 
entirely different weight to spending own funds - in a thrifty 
way, but much less to spending the public money. Although 
such funds originate from taxes, but at the moment of 
collection they lose their specific owner - obviously this 
is the public sector - but, as it is shown by many real life 
examples, the public sector manages resources in a  less 
effective way than the private sector [2-3]. It is also possible 
to compare economies with state/public ownership of 
means of production with market economies.

So far, the free urban transport services were not the 
subject of consideration within the public sector economics 
[4]. The issues of free provision of transport services for 
many years were not included in the main area of economic 
transport problems considerations in Poland - hence there 
are not many results of studies here. In recent years the 
issues of urban collective public transport tariffs, in the 
context of free travelling, are more and more extensively 
undertaken in the literature on the transport economics. 
The situation abroad was similar - now it is possible to 
mention a few dozen valuable papers from the field of „free 
fare public transport” within recent more than ten years 

1 	 Introduction

In the media, and in professional publications as well, 
a  discussion has been carried out for a  few years related 
to the usefulness and limitations of the free collective 
public transport implementation. Examples are provided, 
usually of small cities, which introduced such solutions and 
benefits, which they plan to achieve due to that. Services of 
urban collective public transport are free already for many 
years for selected social groups, these are primarily children 
(frequently up to 4 years of age), disabled and elderly 
persons (at the age of more than 70 years). In addition, 
e.g. councillors, members of parliament, volunteer blood 
donors, and job seekers are entitled to free rides. A part of 
entitlements is established by cities, hence the solutions are 
not uniform. Discussions are related to what extent it would 
be favourable and justified to give entitlements to all Also 
residents using the urban public transport in a specific city.

When making a  decision on that it is necessary to 
consider that implementation of a  free collective public 
transport system means reduction of funds inflowing to the 
urban public transport system. Albeit the ticket revenues 
cover only a  part of costs, for example for five urbanised 
centres of Poland the ticket revenue consisted in 2017 
only 33.7 % of total expenditure and 36.4 % of transport 
expenditure - based on example of five chosen urbanised 
centres in Poland, i.e. Warsaw, cities of the central part of 
Silesian Voivodeship, Poznan, Gdansk, and Szczecin [1], but 
in nominal terms the obtained funds are not small. At the 
same time it is difficult to withdraw from such decision, 
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systematically causing a growing share of travelling by cars 
and decreasing movements by the public transport. The 
necessity to increase the public transport competitiveness 
against movements by personal cars becomes significant, 
too [6-7].

In the situation of public financing there is redistribution 
of funds between users themselves (travelling based on 
short- and long-term tickets), between various social groups 
in the municipality, between municipalities (cross-financing 
between municipalities in a  common public transport 
system). In this context questions are raised with respect 
to the level of public financing; the subsidy may be small, 
e.g. of a dozen or so percent, but it can reach as much as 
70-80 % of a specific service, like it is now the case in many 
cities. The higher the public financing, the greater the funds 
redistribution and the higher burden on public budgets. 
Moreover, for the entity providing a  transport service in 
practice also the employer changes. In the situation of 
very high public financing it is the public entity that is, so 
to speak, the employer and it determines the expectations; 
in an opposite situation, where the small public financing 
is assumed, passengers using the services and via fares 
financing those services provision are the employer.

3	 Is the introduction of free urban public 
transport justified?

The discussion and consideration on the free public 
transport is not something new, only the motives or 
conditions change, under which this solution implementation 
is possible. In the past, in socialist states, the free access to 
many goods or services was perceived as a  high stage of 
the then society development, but this solution was never 
implemented on a massive scale. Now, attention is drawn to 
availability of the public transport and its substitution with 
respect to individual motorisation.

At e introduction of the free public transport benefits 
are sought in the growing number of rides by the public 
transport, parallel to giving up individual motorisation. 
A  premise for such statement is the assumption that if 
some good is provided for free, then the consumption 
can substantially grow, because people do  not need to 
pay for it. The analysis to what extent introduction of 
the free public transport results in a  change of transport 
behaviour was carried out by R. Tomanek [8, based on: 
9-14]. Declarations related to giving up a personal car at the 
introduction of free public transport are rather cautious, 
but also dependent on a  number of factors, including the 
final ticket prices, relationship of the car usage costs, the 
existing division of transport tasks. It is possible to assume 
that in Polish cities the number of actual new users will 
not exceed a  level of 13 % [8], where also in this case the 
caution should be exercised, considering a  car-oriented 
culture of mobility in Poland. Hence under conditions of 
widespread motorisation, availability and comfort of cars 
use, no increase of a  dozen or a  few dozen percent in 

(See Google Scholar having entered the „free fare public 
transport” phrase).

This paper raises the issue related to premises and 
limitations related to introduction of a  free urban public 
transport system; this is a view from the economy point of 
view and from the perspective of searching for effectiveness 
in the public management and in public funds spending.

2	 Premises for public financing of urban 
collective transport

Most generally, the beginning of gainful urban and 
regional passenger transport was at the end of the 19th and 
at the beginning of the 20th century. The urban transport in 
majority of cities was developing then as a private venture, 
services were financed by fares paid by passengers. At that 
time the service prices were regulated by the supply and 
demand and - as it is the case in such situations and acc. 
to assumptions - that was ensuring the optimum utilisation 
of resources. Users of urban public transport were paying 
fares, which were to cover the costs of used resources and 
to ensure funds necessary for development. The transport 
services were provided by private entities, based on general 
rules, or after obtaining relevant concessions from city 
authorities [5].

With the passage of time the importance of urban 
transport for efficient functioning of cities, activation of 
new districts and hence their development and the city 
areas growth became to be noticed. So public authorities 
started to interfere in the urban collective transport 
services. As a  result, the taking over by cities of the 
ownership (via buying out shares or concessions) of urban 
collective transport entities was observed, implementation 
of investment projects by cities, in particular in the field of 
transport infrastructure, as well as gradual participation in 
financing the public transport activities.

Development of individual motorisation was 
a  significant factor resulting in the necessity to support 
urban collective public transport. An increasing number 
of cars, in particular from mid-20th century in Western 
European countries, for the urban public transport meant 
a decline in the passengers number and this next resulted 
in decreased ticket revenues, which over time could not 
cover the costs of service provision. Hence the necessity 
to support urban public transport to maintain the volume 
of transport by public means of transport. Prices of urban 
public transport services systematically were becoming 
one of basic instruments to carry out the transport policy in 
a given area. Over time, the prices of urban public transport 
became also instruments to pursue the social policy, to 
promote employment and to protect health.

Processes similar to those in Western Europe states in 
the 1950s and 1960s were proceeding later on in countries of 
the former Eastern bloc. In Poland by the end of 1960s the 
revenues from tickets were still generally covering the cost 
of public transport services provision. However, the growth 
of individual motorisation, which started in the 1970s, was 
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an own car declared the willingness to use a free of charge 
public transport. Instead, 42 % were respondents, who could 
not clearly declare such willingness and as many as 48 % of 
surveyed persons were the people, who would certainly 
not change the means of transport (Table 2). The lack of 
appropriate connections and an insufficient travel speed 
were mentioned among the main barriers discouraging 
the surveyed persons to use the public transport in daily 
commuting [11, 16].

Another argument, presented in favour of the free 
public transport introduction, is elimination of the mobility 
exclusion. The free access to services means higher access 
for persons with low income, which is indisputable and 
difficult to challenge. However, one should consider 
whether introduction of the free transport would not limit 
development of this service sector due to reduction of 
funds by those originating so far from tickets (in big cities 
approx. 1/3 of funds). Obviously, the assumption is that 
funds assigned to the urban public transport should not be 
decreased, they should be supplemented with a subsidy and 
benefits obtained in other places, e.g. reduced expenditure 
on road repairs due to smaller car traffic, but the reality is 
frequently different from the assumptions made. The deficit 
in public budgets funds maintaining for years, the necessity 
to use aid funds and loans for investment projects cause 
that it is not possible to count on stable and high financing 
from public funds. Sooner or later, the free of charge public 
transport will result in an increase in taxes or in giving up 
other public tasks.

Attention should be also drawn to the fact that in 
systems of free services, i.e. services not financed directly 
by the users, but financed from funds available to public 
entities, hence in general originating from taxes and various 
charges, there are no mechanisms of flexible adaptation 
to expectations and - e.g. in the case of growing service 
volume, so for instance in the urban public transport - 
starting additional connections. This is widely experienced 
in the case of health care services, where there is a demand 

travelling by the public transport will occur as a  result of 
prices lowering. 

Implementation of the fare free urban public transport 
is to result significantly in a reduced use of cars in the city. 
That is the objective set by politicians in local governments 
of cities. However, local politicians in the councillors, office 
administration and organiser system do  not acknowledge 
the fact that cars are purchased for the purpose that 
household members would have a better comfort of moving 
within the city area than that offered by the substitutive 
urban public transport. The effectiveness of expected 
benefits from a free urban public transport is low - the car 
traffic went down by approx. 5 %. Local politicians and their 
households are the best example in cities with free urban 
public transport. They still travel by cars, like employees of 
operators, having free tickets [15]. 

As the most surveys of transport preferences of big 
city residents show that the most important transport 
postulates formulated by them apply to the transport 
offer, namely direct connections, punctuality, frequency, 
and accessibility. The expectation of a  low cost is for 
respondents most often a  postulate of medium or low 
importance (Table 1). The results of questionnaire surveys, 
carried out within the area of Municipal Transport Union 
of the Upper-Silesian Industrial Region, for the needs of 
formulating the assumptions of Plan of Sustainable Public 
Transport Development and results of cyclically performed 
surveys of Gdynia residents transport preferences and 
behaviour could be considered an example [16-18].

In addition, the available results of transport preference 
surveys carried out in cities outside Poland show that the 
price is not the main factor affecting the choice of means of 
transport. The results of questionnaire survey of commuters 
to Brussels, carried out in 2005 by the staff of Vrije 
Universiteit Brussel can be used as an example. The survey 
was carried out on a  sample of 1  276 respondents (526 
car users, 740 railway passengers). The carried out survey 
shows that only 10 % of surveyed persons commuting by 

Table 1 Hierarchy of transport postulates among passengers of the Upper-Silesian Industrial Region. Source: [17]

Parameter
Total number  

of points
Parameter

Total number of 
points

Punctuality 8.24 Travel time 7.60

Security 8.24 Convenience of traveling 7.44

Directness of connection 8.12 External marking of vehicles 7.21

Reliability 7.74 Passenger information 6.81

Availability of the bus network 7.73 Ticket price 6.57

Frequency of running 7.66 Functionality and aesthetics of stops 6.26

Cleanliness of vehicles 7.61 Efficiency of an e-ticket validator 5.87

Table 2 Attractiveness of free public transport in everyday trip to work. Source: [11]

Willingnes to switch Overall (%) Company car (%) Private car (%)

Yes, certainly 9 7 10

Maybe 39 30 42

No, certainly not 52 63 48
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Another motive, raised and supposed to support 
implementation of free travelling by the urban public 
transport, is elimination of the transaction costs (cost of 
sales). However, attention should be drawn to the fact 
that the ticket sales and inspection systems do not create 
such a significant cost to decide about introducing a free of 
charge transport. In general, the tickets inspection itself and 
financial recovery is financed from the obtained revenue 
resulting from the imposed additional charges for travelling 
without a  valid ticket. An argument for introduction of 
the fare free urban public transport, popping up among 
politicians, is - what can be surprising - an excessive 
amount of subsidies from the local government budget 
as against the revenues obtained from tickets sold. The 
justification is ‘very simple’ - if subsidies are approx. 80 % of 
total revenues and the funds from tickets sale only 20 %, it is 
better to give up the tickets distribution (very costly tickets 
distribution systems have been constructed on a scale not 
existing in Europe), the tickets inspection and shift to the 
fare free urban public transport. After all, it is possible 
to keep the city budget expenditure on public transport 
on the hitherto level and perhaps even reduce it, through 
the reduction of expenditures of the entities providing the 
transport services [15].

Taking into account the quoted results of research, 
it should be stated that the price is not a  basic factor, 
which will ensure a  change of method of movement 
and hence giving up a  car in favour of using the public 
transport services. Changes in the transport tasks division 
may be evaluated as a  few or a  dozen or so percent, but 
it is necessary to consider the necessity of resolving the 
problems of financing the current activity and development, 
as well as the problems accompanying the situation, where 
goods and services are provided for free.

4 	 Practical dimension of free travelling

In theory, but also in practice, a problem originates to 
what extent, via public transport prices, functions other 
than an efficient public transport should be fulfilled. In 
the price management on a  current basis it is possible 
to encounter applications of various social groups to 
grant appropriate entitlements to free and concessionary 
travelling by the public transport and hence to widen 
the catalogue of hitherto entitlements [19]. Each such 
application has its social dimension - for the applicants 
it means appreciation by the public authority of carried 
out in the past or now activity important for the society, 
recognition and respect and at the same time some aid 
having a  financial dimension, after all, in the form of 
reduced expenditure on the public transport. At the same 
time for public authorities and public transport managers 
the widening of groups entitled to free or concessionary 
travelling means a  necessity to assign higher funds from 
the municipality budget on transport financing or to cut 
costs of urban public transport operations e.g. by reduction 
of the transport offer. Already now in the urban public 

for specific types of medical services, but there are 
no possibilities to provide them, because there are no 
additional public funds that could be allocated to such 
services. At the same time there is no problem with such 
services if the user pays. Thus, it is possible to assume 
that a  free urban public transport will result in just such 
behaviour, i.e. unprofitability or unwillingness to start 
additional connections, as it is the case of free goods, 
already mentioned medical services and health protection, 
but also care services, education or schools.

A  low assessment of free goods is also a  problem. 
Providers of goods or of free services know that they are 
provided free of charge and this decreases their motivation 
in general to raise and maintain a high quality of services 
and to develop. Because it is free, actually everybody 
should be happy that it is. In a similar way the users, at the 
moment of spending their funds, expect a service consistent 
with their preferences - also in terms of quality. They do not 
necessarily express such expectations in the case of free 
services, frequently a  free service is like a  social one, of 
poor quality, addressed just to those, who do not have funds 
to pay for it. Hence a  problem originates, to what extent 
a  fare free urban public transport will make it a  poorer 
quality service and a service perceived as such.

Services of urban public transport are not basic needs, 
directly related to satisfying hunger, shelter, medical 
assistance in the case of accidents or illness. In the case of 
small distances a possibility to walk or to ride a bicycle is 
a substitute, which does not imply significant expenditure. 
Obviously, a possibility of changing the place, accessibility 
to various venues of activity or broadly understood mobility 
is important and affects the quality of life, however, the 
usage of urban public transport prices to implement various 
policies becomes widespread, not only those related to 
ensuring an efficient transport system.

In modern societies the issues of health protection 
(concessions for volunteer blood donors), promotion of 
employment (transport for unemployed), air protection 
(free transport on smog days), welfare and social functions 
(pensioners, persons 70+, disabled, children and youth, 
opposition activists, MPs and senators) are obviously 
important, but can all that be implemented by means 
of public transport prices? Is it just?  Are the worst-
off financed by reducing the prices? Each investment 
project, improving the living standard of residents, like 
a stadium, sports arena, swimming pool, kindergarten etc. 
also requires a capital expenditure, and the users of those 
investments pay e.g. for an entrance ticket. However, it is 
very weird that travelling to those services in certain cities 
is to be for free. There is no such attitude in very wealthy 
cities worldwide [15]. Free certain municipal services, such 
as urban public transport, water or electricity consumption, 
or the use of apartments, are provided in Cuba, Belarus, 
Venezuela, Turkmenistan, and Tajikistan. Each municipal 
service for free or paid by a lump sum in those states results 
in devastation of municipal assets, and - what is the worst 
- the lack of respect for reasonable consumption of those 
goods-services [15].
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a  wider range of persons entitled to concessionary and 
free rides. The introduction of fare free transport in cities 
or for specific groups of persons, e.g. children and youth, 
is related primarily to urban systems. As a  result, the 
modal shifts occur - passengers can use fare free public 
transport except for rail transport, hence in relations, 
which are served by both rail and bus/tram transport, it is 
more favourable to use buses and trams in general. This 
is not good, because shifts in the transport work occur 
inconsistently with objectives formulated in transport 
policies. So disproportions in concessions existing in urban 
public transport systems and in urban and regional railway 
transport should be eliminated by the introduction of 
a  consistent and uniform system of concessions and free 
rides in the urban transport and in the railway transport 
[20-21].

5 	 Summary

A  fare free urban public transport seems as an 
attractive solution - its introduction allows to obtain 
a  positive assessment and to win passengers favour, it 
integrates with a general policy of sustainable development 
of urban transport systems, with increased availability of 
urban services and actions aimed at residents; mobility 
improvement. However, the analysis of carried out surveys 
of residents’ transport preferences and behaviour, as well 
as assessments made in cities, which implemented the 
fare free public transport services, result in a less positive 
assessment of this solution. Shifts in the transport work 
division from individual transport to the public transport 
are not big and the lack of revenue from sales means that 
the funds feeding the transport entities will be reduced or 
the public expenditure will grow. The next issues seem to 
be postponed in time, will be related to difficulties with 
ensuring a  bigger transport offer and development and 
introduction of new innovative solutions in this sector. 
For example, switching to vehicles with lower emission, 
including electric buses, will be related to significant 
expenditure on the vehicles and infrastructure, as well as 
costs will originate related to lower usage of those vehicles 
- due to the time necessary to charge batteries. Irrespective 
of that also effects characteristic of goods and services 
provided for free are likely. 

The depriving of revenue on the sales of services 
may be also related to difficulties in the current financing 
of urban public transport services. Transport features 
high energy consumption, materials consumption and 
a  significant share of human factor related costs in the 
total cost. It is difficult to achieve a growth of productivity, 
just opposite, the congestion of cities and regulations 
applicable to drivers working time result in its decrease. 
Also the labour costs increase as well as burdens incurred 
in relation to that. In the future it is difficult to assume 
a  decline in fuel or electricity prices, their significant 
increase should be rather expected. As a result, the growing 
costs of transport services should be considered and 

transport, for example organised in the central part of the 
Silesian Voivodeship, more than a  half of travellers enjoy 
entitlements to free or concessionary travelling, in addition 
the prices of season tickets are calculated much below the 
price, which would result from the number of rides carried 
out in a given period. As a result, an average payment for 
one ride is significantly - even three times lower - than 
the price of a  single-travel ticket. Granting entitlements 
to free or concessionary travelling for the next social 
groups, at already a  significant share of persons holding 
such entitlements, results frequently in inflating prices of 
normal tickets, including single-travel tickets. This results 
in deterioration of price competitiveness of the public 
transport and ultimately may be one of reasons to give up 
services of passenger public transport by passengers, who 
are not entitled to concessionary travels and who use such 
services occasionally. This additionally increases the deficit 
of urban public transport services - calculated as the ticket 
revenue minus costs of services provision.

Prices of urban public transport services are set 
by municipal local governments. In addition, they are 
authorised, as it has been previously stated, to determine 
groups of persons entitled to free and concessionary rides, 
or to introduce special prices or free rides, for example in 
relation to the carried out mobility policy or to reduction 
of the negative effects of transport in the city. The location 
of powers in the field of local public transport tariff/prices 
on municipal local government level caused that both 
prices, and to some extent, groups of persons entitled to 
concessionary rides, differ between cities. If, for example, 
the entitlement to concessionary (50 %) rides for children, 
youth, and pensioners, or free travelling for persons 70+ 
does not raise observations and exists widely in Poland, 
then there are groups, with respect to which various 
opinions exist, whether they should also be entitled to 
concessionary or free rides by the urban public transport. In 
general, this is related to the question, to what extent prices 
of urban public transport should be used to accomplish 
policy goals of e.g. health care, unemployment prevention, 
pro-family policy support, or promotion of education. 
What is the effectiveness in this case and whether other 
instruments should be used, for instance providing direct 
support to persons, who need it.

When considering the system of the fare free transport 
it is necessary to take into account that the service by the 
public transport is carried out by municipal public transport 
systems - first of all bus and tram transport systems (in 
certain cities also trolleybuses, water trams, and metro in 
Warsaw) and also by railway carriers. Such systems in big 
cities and in conurbations operate within a common area, 
but in Poland there are separate systems of price setting 
and groups of persons entitled to concessionary and free 
rides. In addition, the sources and rules of public financing 
differ - municipality budgets or Voivodeship budgets and 
the state budget in the case of railway transport. That 
means that the policy of ticket prices as well as of solutions 
implementation in the field of concessionary and free 
rides are not always consistent. Urban systems feature 
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of free services, unfortunately these are not necessarily 
solutions, which ensure city effectiveness, competitiveness 
and development in a longer time horizon.

this in turn will require ensuring appropriate financing. 
A  component of media, solutions, widespread approval 
for solutions implementation is visible in the urban public 
transport, resulting in lowered charges or introduction 
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The article presents numerical simulations with regard to determining the impact of the ionospheric and 
tropospheric delays on a  radar-aircraft slant distance measurement. During the first experimental test, numerical 
calculations were made, showing the relationship between the ionosphere correction and the zenith angle in order to 
determine the measurement error of a radar-aircraft slant distance. During the second experimental test, numerical 
calculations were made demonstrating a relationship between the tropospheric correction and zenith angle in order to 
determine a measurement error of a radar-aircraft slant distance. The experimental test was conducted for the primary 
surveillance radar AVIA-W located on the grounds of the military aerodrome EPDE in Deblin. Based on the conducted 
research tests, it was found that the impact of the ionosphere delay can cause an error in a radar measurement above 
4 m. Moreover, influence of the troposphere delay can cause an error of a radar measurement by approximately 0.2 m. 
The numerical simulation made in this research study may be used in the radiolocation of moving objects, as well as 
the GNSS satellite navigation in aviation.
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of the ionospheric and tropospheric delay. Ionosphere 
is a  dispersive medium [2], which translates into the 
relationship between the speed of a carrier wave and a radar 
frequency operation. For this reason, the ionospheric delay 
shortens the radar-aircraft slant distance [3]. Moreover, the 
ionosphere delay exerts a  direct impact on determination 
of the aircraft coordinates in the horizontal plane. On the 
other hand, troposphere is a  neutral medium [4], so the 
speed of a carrier wave does not depend upon the frequency 
of the radar operation. The parameter of the tropospheric 
delay causes scaling (also reducing) [5] of a  radar-aircraft 
slant distance. An atmospheric disturbance is therefore an 
extremely important aspect in radar measurements.

The aim of this article is to present a  relationship, as 
well as conducting simulation tests, with regard to impact 
of the atmospheric delays for designation of a radar-aircraft 
slant distance. The paper proposes a  numerical solution 
to determine the effect of the atmosphere upon a  radar 
measurement, taking into account the ionosphere and 
troposphere corrections. The proposed algorithms for 
the conducted computer simulations facilitate a  better 
understanding of impact of the atmosphere upon the 
operation of the primary surveillance radar within the 
microwave band. The article is divided into five parts. At the 
end, it is supplemented with a list of scientific references.

2 	 Mathematical model

The study uses two basic models determining the 
relationship between the atmospheric delay and the 

1	 Introduction

Radar as an air traffic control system is one of the 
most important navigation devices. It provides a  safe, 
orderly and expeditious flow of air traffic. For this purpose, 
two types of radars are used: primary surveillance radar 
(PSR) and secondary surveillance radar (SSR). The primary 
surveillance radar provides a graphic representation of the 
aircraft location, displaying the azimuth and distance of 
the aircraft in relation to the radar antenna to be used by 
the air traffic controller. Additionally, through use of the 
secondary surveillance radar, the following information 
can be displayed: flight altitude, identification, speed of 
the aircraft, and many other data. The primary surveillance 
radar can operate as the Air Traffic Control (ATC) Radar 
or as the en-route radar. The Air Traffic Control Radar 
is designed as a  short range radar (operating within 120 
km), working in the vicinity of one or more aerodromes. 
It is used to provide an efficient performance of air traffic 
services in the terminal manoeuvring area (TMA). The 
en-route radar can also aid an instrumental approach to 
landing (ILS, NDB, TACAN, VOR). In the case of exploiting 
an en-route radar to control an area, the radar‘s range 
must be much larger (above 200 km). The en-route radar 
provides information about the position of the aircraft and 
the progress of its flight from a large area. An increase in the 
size of surveillance is at the cost of impaired accuracy [1].

The main role of a radar operation is to determine the 
position of an aircraft as a function of a slant distance and 
azimuth. The measurement of slant distance to the aircraft 
is heavily affected by the atmosphere factor in the form 
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where:            
db -	absolute error of slant distance radar-aircraft for the 

troposphere delay,
dTrop - absolute error of the troposphere delay.

Influence of the tropospheric delay to designate the 
radar aircraft slant distance is determined as a function of 
dTrop absolute error of troposphere delay, Earth radius, 
and zenith angle.

Equations (1) and (2) are used in computer simulations 
and calculations to estimate the impact of the atmospheric 
delay on the determination of the radar-aircraft slant 
distance.

3 	 Research test

In the framework of the experimental test, a number of 
computer simulations were made with regard to impact of 
atmospheric delays on radar measurements. The numerical 
calculations were performed for the localization of the 
primary surveillance radar AVIA-W [7], mounted on the 
grounds of the military aerodrome EPDE in Deblin (see 
Figure 1) [8]. The basic technical specifications of the 
AVIA-W radar, localized at the military aerodrome EPDE in 
Deblin, are presented below [7, 9]:
•	 Radar maximum range 100 km,
•	 Maximum height range capability: 10 km,
•	 Accuracy of distance measurement: does not exceed 

350 m,
•	 Accuracy of azimuth measurement: does not exceed 1°,
•	 Coverage for elevation angle: not more than 45°,
•	 Azimuth bandwidth: 1.3°,

accuracy of the designation of a  radar measurement. In 
the first place, the relationship between the ionospheric 
delay and the radar-aircraft slant distance is shown. The 
mathematical relationship has been presented in Equation 
(1), as below [6]:

,
cosL

dl Cx
R z
VTEC

f2
1
2$

$
$= 	 (1)

where:
dl -	 absolute error of a  slant distance radar-aircraft for 

ionosphere delay,
L -	 slant distance radar-aircraft,

.Cx
TECU s
m

2
40 3 1016 2$

$
= ,

VTEC - Vertical TEC,

R - Earth radius, 6371 R km= , 
z - maximum of zenith angle,
f - frequency of radar microwave,
f = 1300-1400 MHz.

Influence of the ionospheric delay to designate the 
radar aircraft slant distance is determined as a function of 
VTEC ionospheric delay, Earth radius, zenith angle, and the 
radar frequency carrier wave. 

In the second place, the authors designated the effect 
of the tropospheric delay to determine the radar aircraft 
slant distance. The mathematical relationship is presented 
in Equation (2), as below [6]:

cosL
db

R
dTrop

z
1$= ,	 (2)

Figure 1 Location of the AVIA-W radar at Deblin aerodrome [8]
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installation. The radar is equipped by a digital compensation 
system of passive interference (constant echo suppression). 
In the past, the signals originally developed by the station 
were displayed on analogue indicators. Currently, the 
AVIA-W in Deblin was equipped by a  device TU-20L of 
imaging and data processing, which made the imaging 
displayed on digital indicators [7, 9].

The basic technical parameters of AVIA-W radar were 
applied in numerical simulation in research test. In addition, 
the value of parameter such as a  radar maximum range, 
operating frequency of primary surveillance radar receivers 
and maximum height range capability were included in 
computations. Based on this, the numerical simulation was 
executed in a specialist software. The numerical simulation 
was done in the software Scilab v6.0.0 [10], being part of 
Windows 64. In the course of the conducted numerical tests 
for the determination of the impact of the ionospheric delay 
in radar measurements, the following initial values of the 
parameters from equation (1) were adopted:
•	 the value L changes from 0 km to 100 km,
•	 the value VTEC changes from 0 TECU to 100 TECU,
•	 Earth radius is equal to R = 6371 km,
•	 the frequency f equals 1310 MHz,
•	 the maximum zenith angle changes from 0 0 to 850,
•	 zenith angle is calculated as follow [11]:

 
z el90= -c ,	 (3)

where:  

el - elevation angle, arctanel
L
h= b l ,

h - radar height range, h=10 km.

In the course of the conducted numerical tests for 
determination of the impact of the tropospheric delay 

•	 Radar’s operating frequency band: L,
•	 Operating frequency of primary surveillance radar 

receivers: 1310 ± 5 MHz (channel A), 1347 ± 5 MHz 
(channel B),

•	 Wavelength: 23 cm,
•	 Average repetition rate: 939 pps,
•	 Number of pulses per one revolution of antenna: 6,432 

pulses/revolution,
•	 UWB high peak power pulse: 0.45 MW (channel A),  

0.5 MW (channel B),
•	 UWB pulse width: 1.25 μs (channel A), 1.35 μs (channel 

B),
•	 Coefficient of noises of main waveguide system: 5.5 dB,
•	 Coefficient of noises of auxiliary waveguide system: 

8 dB,
•	 Correct system operation at wind speeds of up to  

30 m/s,
•	 Strength of antenna system at wind speeds of up to 

50 m/s,
•	 Dimensions of antenna reflector: 12 x 4 m,
•	 Antenna rotation speed: 10 or 15 rev/min ± 10% 

(depending on the operating mode),
•	 Power consumption: 65 kW.

The AVIA-W in Deblin is equipped with the two 
transmit-receive channels, ensuring a  high degree of 
reliability, contrary to one channel operation. It is also 
possible to use a  frequency-diversity receiver. The system 
also has the adjustable polarity, thus it is capable of 
suppressing harmful reflections from the storm clouds 
and clear air turbulence (referred to as angels). Moreover, 
AVIA-W facilitates a remote control of the equipment, thus 
the transmit-receive part of its operation is possible without 
the necessity to keep a constant watch at the place of its 

Figure 2 Impact of the ionospheric delay in a radar measurement (case 1: L=0÷100 km, VTEC=0÷100 TECU, z=0÷850)
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•	 the value VTEC changes from 0 TECU to 100 TECU.
•	 the maximum zenith angle changes from 0 0 to 850.

In the analyzed case, the radar-aircraft slant distance 
measurement varies from 0 m to 2.69 m. Values of the 
parameter dl are respectively equal to: under 0.02 m at 
a  distance between an aircraft and an aerodrome of up 
to 20 km, under 0.04 m at a  distance an aircraft and an 
aerodrome of up to 30 km, above 0.07 m at a  distance 
between an aircraft and an aerodrome of up to 40 km, above 
0.12 m at a distance between an aircraft and an aerodrome 
of up to 50 km, above 0.20 m at a  distance between an 
aircraft and an aerodrome of up to 60 km, above 0.34 m at 
a distance between an aircraft and an aerodrome of up to 
70 km, above 0.57 m at a distance between an aircraft and 
an  aerodrome of up to 80 km, above 1.08 m at a  distance 
between an aircraft and an aerodrome of up to 90 km, 
approximately 2.69 m at a distance between an aircraft and 
an aerodrome of up to 100 km. Therefore, it can be observed 
that impact of the ionospheric delay is quite significant in 
radar measurements at a distance between an aircraft and 
an aerodrome of above 90 km. 

Figure 3 shows another simulation of impact of the 
ionosphere delay on the measured radar-aircraft slant 
distance, assuming that the ionosphere correction is 
constant in the calculations. In accordance with Equation 
(1) in calculations was assumed that
•	 the value L changes from 0 km to 100 km, 
•	 the value VTEC equals 100 TECU.
•	 the maximum zenith angle changes from 0 0 to 850.

In this specific case, the measurement error of the 
radar-aircraft slant distance varies from 0 m to 2.69 m, 
respectively. Values of parameter dl are under 0.08 m at 
a distance between an aircraft and an aerodrome of up to 
20 km, above 0.12 m at a distance between an aircraft and 
an aerodrome of up to 30 km, under 0.18 m at a  distance 

in radar measurements, the following initial values of 
parameters from equation (2) were adopted:
•	 the value L changes from 0 km to 100 km,
•	 the value dTrop changes from 0 m to 1 m,
•	 Earth radius is equal to R = 6371 km,
•	 the maximum zenith angle changes from 0 0 to 850.

4 	 Results and discussion

Within the conducted research, a number of computer 
simulations on the impact of atmospheric delays were 
made. The simulations were related to determining the 
radar-aircraft slant distance. Regarding the impact of the 
ionospheric delay in radar measurements, three numerical 
simulations were made, assuming the following initial 
conditions:
•	 Case 1: all parameters (L,VTEC,z) change,
•	 Case 2: the parameters (L,z) change, parameter VTEC 

is constant,
•	 Case 3: the parameters (L,VTEC) change, parameter z 

is constant.
•	 Regarding the impact of the troposphere delay in 

radar measurements, three numerical simulations were 
made, assuming the following initial conditions:

•	 Case 1: all parameters (L,dTrop,z)  change,
•	 Case 2: the parameters (L,z) change, parameter dTrop 

is constant,
•	 Case 3: the parameters (L,dTrop) change, parameter z 

is constant.
Figure 2 shows a simulation of impact of the ionospheric 

delay, of the measured radar-aircraft slant distance, using 
different values of initial parameters. In accordance with 
Equation (1) in calculations was assumed that:
•	 the value L changes from 0 km to 100 km, 

Figure 3 Impact of the ionospheric delay in a radar measurement (case 2: L=0÷100 km, VTEC=100 TECU, z=0÷850)
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Figure 4 shows another simulation illustrating impact 
of the ionospheric delay upon the measured radar-aircraft 
slant distance, assuming that the zenith angle is constant 
in the calculation.  In accordance with Equation (1) in the 
calculations, it was assumed that
•	 the value L changes from 0 km to 100 km, 
•	 the value VTEC changes from 0 to 100 TECU.
•	 the maximum zenith angle equals 850.

In the analyzed case, the radar-aircraft slant distance 
measurement changes from 0 m to 4.29 m. Values of the 
parameter dl are as follows: over 0.04 m at a  distance 
between an aircraft and an aerodrome of up to 10 km, above 
0.17 m at a distance between an aircraft and aerodrome of 
up to 20 km, above 0.38 m at a distance between an aircraft 

between an aircraft and an aerodrome of up to 40 km, below 
0.25 m at a distance between an aircraft and an aerodrome 
of up to 50 km, above 0.34 m at a  distance between an 
aircraft and an aerodrome of up to 60 km, above 0.48 m at 
a distance between an aircraft and an aerodrome of up to 
70 km, above 0.72 m at a distance between an aircraft and 
an aerodrome of up to 80 km, above 1.20 m at a  distance 
between an aircraft and an aerodrome of up to 90 km, 
approximately 2.69 m at a distance between an aircraft and 
an aerodrome of up to 100 km. Therefore, it can be observed 
that impact of the ionospheric delay is quite significant in 
radar measurements at a distance between an aircraft and 
an aerodrome of above 90 km. 

Figure 4 Impact of the ionospheric delay in a radar measurement (case 3: L=0÷100 km, VTEC=0÷100 TECU, z=850)

Figure 5 Impact of the tropospheric delay in a radar measurement (case 1: L=0÷100 km, dTrop=0÷1 m, z=0÷850)
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Figure 5 shows a  simulation of impact of the 
tropospheric delay of the measured radar-aircraft slant 
distance, using different values of the initial parameters. 
In accordance with Equation (2) in the calculations, it was 
assumed that
•	 the value L changes from 0 km to 100 km, 
•	 the value dTrop changes from 0 m to 1 m,
•	 the maximum zenith angle changes from 0 0 to 850.

In the analyzed case, the radar-aircraft slant distance 
measurement changes from 0 m to approximately 0.12 m. 
Values of the parameter db are less than 0.01 m at a distance 
between an aircraft and an aerodrome of up to 60 km, above 
0.01 m at a distance between an aircraft and an aerodrome 
of up to 70 km, above 0.02 m at a  distance between an 

and an aerodrome of up to 30 km, above 0.68 m at a distance 
between an aircraft and an aerodrome of up to 40 km, over 
1.07 m at a distance between an aircraft and an aerodrome 
of up to 50 km, more than 1.54 m at a distance between an 
aircraft and an aerodrome of up to 60 km, more than 2.10 m 
at a distance between an aircraft and an aerodrome of up 
to 70 km, above 2.74 m at a distance between an aircraft and 
an aerodrome of up to 80 km, above 3.47 m at a  distance 
between an aircraft and an aerodrome of up to 90 km, 
approximately 4.29 m at a distance between an aircraft and 
an aerodrome of up to 100 km. Based on the conducted 
simulations, it was found that the impact of the ionospheric 
delay is already quite significant from 50 km in a  radar 
measurement, assuming that the zenith angle is constant. 

Figure 6 Impact of tropospheric delay in a radar measurement (case 2: L=0÷100 km, dTrop=1 m, z=0÷850)

Figure 7 Impact of the tropospheric delay in a radar measurement (case 3: L=0÷100 km, dTrop=0÷1 m, z=850)
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5	 Conclusions

The paper presents numerical simulations, which 
determine the effect of atmospheric delays in radar 
measurements in aviation. An experimental test was 
conducted for the primary surveillance radar AVIA-W 
located on the grounds of the military aerodrome EPDE in 
Deblin. All the computer simulations were performed for 
the basic radio-navigation parameters of the AVIA-W radar, 
taking into account the frequency of the carrier wave and 
the maximum radar range. The article presents findings of 
the numerical calculations of impact of the ionospheric and 
tropospheric delays upon the radar-aircraft slant distance 
measurement. In the case of the effect of the ionospheric 
delay upon radar-aircraft slant distance, the following were 
found: 
•	 the impact of the ionopheric delay in radar 

measurements is clearly visible at a distance between 
an aircraft and an aerodrome of above 90 km,

•	 the ionospheric disturbance equal to 100 
TECU is noticeable in radar measurements at  
a  distance between an aircraft and an aerodrome 
exceeding 90 km,

•	 the influence of the zenith angle equal to 850 causes an 
error in a radar measurement of even more than 4 m.

•	 In the case of the tropospheric delay effect upon the 
slant distance radar aircraft, the following were found:

•	 the impact of the tropospheric delay in radar 
measurements is small, exceeding 0.10 m at  
a distance between an aircraft an aerodrome equal to 
100 km,

•	 the impact of the tropospheric delay of 1 m is small in 
radar measurements, exceeding 0.10 m,

•	 the impact of the zenith angle equal to 850 causes 
a radar measurement error under 0.20 m.

Among many parameters applying in numerical 
simulation, the zenith angle is a  crucial factor in 
computations. The zenith angle can be expressed as 
a function of a radar range distance and radar altitude range. 
If the radar altitude range will be changed then influence of 
atmosphere delay will be different. The theoretical research 
with radar altitude range can be carried out for AVIA-W 
radar only to elevation angle equaling to 45 degrees, e.g. 
for maximum altitude of 100 km. It should be noticed that 
altitude of 100 km is a  lower layer of ionosphere zone in 
atmosphere. Moreover, if the ionosphere state of 100 km 
layer will be disturbed, then it will be visible in radar 
measurements, as well. 

The obtained findings of computer simulations for 
the AVIA-W radar are crucial in planning an air operation 
and during its execution. The ionospheric disturbance 
results in shortening a  radar-aircraft slant measurement, 
which in turn leads to a  decrease in the accuracy of 
determining the aircraft’s horizontal coordinates. Besides 
that, a tropospheric disturbance also causes a decrease in 
the accuracy of determining the aircraft horizontal position. 
The results are extremely important in radar measurements 

aircraft and an aerodrome up to 80 km, less than 0.05 m 
at a distance between an aircraft and an aerodrome of up 
to 90 km, approximately 0.12 m at a  distance between an 
aircraft and aerodrome of up to 100 km. Thus, it can be 
observed that impact of the tropospheric delay is quite 
small in radar measurements at a  distance between an 
aircraft and an aerodrome ranging from 0 km to 100 km.

Figure 6 shows another simulation of impact of the 
troposphere delay on the measured radar-aircraft slant 
distance, assuming that the tropospheric correction is 
constant in the calculations. In accordance with Equation 
(2) in the calculations, it was assumed that
•	 the value L changes from 0 km to 100 km, 
•	 the value dTrop equals 1 m,
•	 the maximum zenith angle changes from 0 0 to 85 0.

In the analyzed case, the error of radar-aircraft slant 
distance measurement changes from the value 0 m to 
0.11 m. Values of the parameter db are as follows: over 
0.01 m at a distance between an aircraft and an aerodrome 
of up to 60 km, above 0.02 m at a  distance between an 
aircraft and an aerodrome of up to 70 km, above 0.03 m 
at a  distance of an aircraft and an aerodrome of up to 
80 km, above 0.05 m at a distance between an aircraft and 
an aerodrome of up to 90 km, approximately 0.11 m at 
a  distance between an aircraft and an aerodrome of up 
to 100 km. Thus, it can be observed that in the analyzed 
example, impact of the tropospheric delay is also quite 
small in radar measurements at a  distance between an 
aircraft and an aerodrome ranging from 0 km to 100 km.

Figure 7 shows another simulation of impact of 
the troposphere delay upon the measured radar-aircraft 
slant distance, assuming that the zenith angle is constant 
in the calculations. In accordance with Equation (2) in 
calculations was assumed that:
•	 the value L changes from 0 km to 100 km, 
•	 the value dTrop changes from 0 m to 1 m,
•	 the maximum zenith angle is equal to 850.

In the analyzed case, the error of radar-aircraft slant 
distance measurement changes from the value 0 m to 0.18 m. 
Values of the parameter db are as follows: over 0.01 m at 
a distance between an aircraft and an aerodrome of up to 
30 km, below 0.03 m at a distance between an aircraft and 
an aerodrome of up to 40 km, below 0.05 m at a  distance 
between an aircraft and an aerodrome of up to 50 km, above 
0.06 m at a distance between an aircraft and aerodrome of 
up 60 km, under 0.09 m at a  distance between an aircraft 
and an aerodrome of up to 70 km, more than 0.11 m at 
a distance between an aircraft and an aerodrome of up to 
80 km, below 0.15 m at a distance between an aircraft and 
an aerodrome of up to 90 km, 0.18 m at a  distance of an 
aircraft and an aerodrome of up to 100 km. Based on this, it 
can be observed that in the considered example, the impact 
of the troposphere delay to determine radar-aircraft slant 
distance is the largest. However, this effect seems to be 
small in comparison to impact of the ionospheric delay in 
radar measurements. 
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and can be used in the GNSS satellite technology, within the 
GBAS augmentation system in aviation. Therefore, in the 
future the authors plan to perform numerical simulations 
on the impact of atmospheric delays also with regard to 
application of the GNSS satellite technology in aviation.
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Annex

Abbreviation Full name

Radar Radio Detection and Ranging

PSR Primary Surveillance Radar

SSR Secondary Surveillance Radar

ATC Air Traffic Control

TMA Terminal Manoeuvring Area

ILS Instrument Landing System

NDB Non-Directional Beacon

TACAN Tactical Air Navigation

VOR VHF Omni-directional Range

VTEC Vertical TEC

UWB Ultra Wide-Band

TECU Total Electron Content Unit

GBAS Ground Based Augmentation System

GNSS Global Navigation Satellite System
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The article presents and describes results of research in determination of the aircraft positioning accuracy with 
use of the GPS and EGNOS satellite systems in the air navigation. The article, in particular, makes a comparison of 
the designated aircraft coordinates in the GPS and EGNOS systems in relation to the reference position, determined 
from the precision differential RTK-OTF technique. The experimental test was conducted in Slovakia, in the vicinity 
of Kosice airport. In the test, a trial flight by Cessna aircraft was executed over the village of Bidovce (LZBD) in 
Slovakia, in East-Central Europe. Within the conducted investigations, the GPS and EGNOS positioning accuracies 
were determined in real time during an in-flight experimental test. Based on the conducted investigations, it was found 
that the accuracy of the GPS positioning in the air navigation equals ±10 m throughout the most part of the air test. In 
the same period the EGNOS positioning accuracy in air navigation is equal to ± 5 m.
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•	 Non-Precision Approach (NPA): 220 m in the 
horizontal plane, in the vertical plane there are no 
recommendations or technical standards,

•	 airport departure: 220 m in the horizontal plane, in 
the vertical plane there are no recommendations or 
technical standards.
Moreover, the accuracy of the EGNOS system in 

accordance with the PBN recommendation in air transport 
is determined for each stage of the flight path, as below 
[2-3]:
•	 approach and landing operations with vertical guidance 

APV-I:  16 m in the horizontal plane, 20 m in the vertical 
plane,

•	 approach and landing operations with vertical guidance 
APV-II:  16 m in the horizontal plane, 8 m in the vertical 
plane,

•	 LPV200 approach: 16 m in the horizontal plane, 4 m in 
the vertical plane.
The aim of this study is to verify and determine the 

positioning accuracy of the aircraft, using the GPS system 
and the EGNOS system in air navigation. The research 
work is universal for conducting air navigation in the 
area of Slovakia. The obtained results are practical for 
the execution of the air operations in Slovakia, in East-
Central Europe. Therefore, the GPS and EGNOS positioning 
accuracy, obtained in this paper, appear to be innovative for 
pilots and navigators in this part of Europe. 

2	 Mathematical model

The basic observation equation of the GPS positioning 
method in air navigation can be expressed as [4]: 

1	 Introduction

The ICAO has introduced global systems of the GNSS 
satellite navigation to be used in civil aviation, during the 
execution of air operations. Amongst the GNSS navigation 
systems, it is possible to distinguish the NAVSTAR GPS 
and GLONASS satellite systems. Furthermore, in order to 
improve the performance of the GNSS satellite systems 
in aviation, it is possible to exploit ABAS, SBAS and 
GBAS augmentation systems. The GPS satellite system 
allows determining the accuracy of the determined aircraft 
position in air navigation, as follows [1-2]:
•	 an average accuracy equals 9 m in the horizontal plane,
•	 an average accuracy equals 15 m in the vertical plane,
•	 the worst accuracy equals 17 m in the horizontal plane,
•	 the worst accuracy equals 37 m in the vertical plane.

In addition, the accuracy of the GPS system in 
accordance with the PBN recommendation in the air 
transport is determined for each stage of the flight path, as 
below [2-3]:
•	 en-route operation: 3.7 m in the horizontal plane, in 

the vertical plane there are no recommendations or 
technical standards,

•	 terminal operation: 0.74 km in the horizontal plane, in 
the vertical plane there are no recommendations or 
technical standards,

•	 initial approach: 220 m in the horizontal plane, in 
the vertical plane no recommendations or technical 
standards,

•	 indirect approach: 220 m in the horizontal plane, in 
the vertical plane no recommendations or technical 
standards,
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using the fast-term and long-term corrections in the EGNOS 
system,
Ion* - ionospheric correction, determined from the regular 
grid model GRID, using polynomial interpolation parameter 
VTEC,
Trop* - tropospheric correction, determined from the model 
of the troposphere RTCA-MOPS,
Rel - relativistic effect, determined based on the navigation 
message data,
TGD - a group delay in sending a code measurement for 
GPS satellites based on the navigation message data,
PRC - fast-term corrections in the EGNOS system.

The unknown aircraft coordinates from Equations (1) 
and (2) in the XYZ geocentric frame are determined, as 
instructed by the ICAO, with the least squares method in 
the stochastic process. The stochastic process does take 
into account the weight of code measurements, typically 
in the function of the angle of elevation. The process of 
determining the aircraft coordinates is conducted for all the 
registered measuring epochs. In the case of conducting the 
air navigation, the aircraft coordinates should be expressed 
in the ellipsoidal BLh frame, as [6]:
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where:
(a,b) - semi-major and semi-minor axes of the BLh ellipsoidal 
frame, 

e - eccentricity, e
a

a b
2

2 2

= - , 

R - radius of the curvature of the prime vertical, 
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R
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1 2 2$
=

-
, 

X Y2 2t= + ,
(B,L,h)- geodetic coordinates of aircraft’s position in the 
BLh ellipsoidal frame, 
B - Latitude, 
L - Longitude, 
h - ellipsoidal height.                         

The determined aircraft coordinates in the ellipsoidal 
BLh frame will form the foundation for further deliberations 
in this article. It should be stressed that based on Equation 
(3), it was possible to determine the position of the aircraft, 
separately for the GPS solution - see Equation (1), and 
independently for the EGNOS solution - Equation (2).

3	 The research test

For the purposes of this publication, an air experiment, 
which involved the Cessna, was conducted in Bidovce 
(LZBD), Slovakia, in East-Central Europe [7]. The research 
experiment was performed jointly by the Faculty of 

Rel d c dtr dts Ion Trop l TGD$= + - + + + +^ h ,	 (1)

where:
l  - 	 pseudorange (code measurement) at the frequency of 

L1 in the GPS system,
d -	 geometrical distance between the satellite and the 

receiver, it takes into account the correction of the 
Sagnac effect,

d X X Y Y Z ZGPS GPS GPS
2 2 2= - + - + -^ ^ ^h h h ,	 (2)

(X,Y,Z) - the aircraft coordinates, the parameters determined 
in the process of developing the GPS code observations,
(X

GPS
,Y

GPS
,Z

GPS
) - coordinates of the GPS satellites in the 

geocentric XYZ frame are determined based on the model 
of a Kepler orbit,
c - speed of light,
dtr - correction of the receiver clock, parameter determined 
based on the aircraft coordinates, 
dts - correction of the satellite clock bias, measured based 
on the polynomial 2nd degree from a GPS navigation 
message,
Ion - ionospheric correction, in the SPP method, determined 
based on the Klobuchar model, 
Trop - tropospheric correction, determined based on the 
deterministic model of a tropospheric delay,
Rel - relativistic effect, determined based on the navigation 
message data,
TGD - a group delay in sending a code measurement for 
GPS satellites based on the navigation message data.

The basic observation equation of the EGNOS 
positioning method in air navigation can be expressed, as 
[5]:

 

Re

l d c dtr dts Ion Trop

l TGD PRC

* * * *$= + - + + +

+ + +

^ h
,	 (3)

where:		
l - pseudorange (code measurement) at the frequency L1 in 
the GPS system,
d*- geometrical distance between the satellite and the 
receiver, it takes into account the correction of the Sagnac 
effect as well as the fast-term and long-term corrections in 
the EGNOS system,

d X X Y Y Z Z* * * *
GPS GPS GPS

2 2 2
= - + - + -^ ^ ^h h h ,	 (4)

, ,X Y Z^ h - coordinates of the aircraft, the parameters 
determined by using the EGNOS corrections,

, ,X Y Z* * *
GPS GPS GPS^ h - coordinates of the GPS satellites in the 

geocentric XYZ frame are determined based on the model 
of a Kepler orbit, and also by using fast-term and long-term 
corrections in the EGNOS system,
c- speed of light,
dtr- correction of the receiver clock, parameter determined 
based on the aircraft coordinates, 
dts*- correction of satellite clock bias, measured based on 
the polynomial 2nd degree from a GPS navigation message, 
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L
ref

 - estimated reference trajectory for Longitude
h

ref 
- estimated reference trajectory for ellipsoidal height.

For the reference position, the positioning accuracies 
were determined, as well in the form of standard deviations 
of coordinates (B

ref
,
 
L

ref
,
 
h

ref
). The values of standard 

deviations of reference coordinates (B
ref

,
 
L

ref
,
 
h

ref
) were 

determined based on the relationship [9]:
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,

where:
mB

ref
 - standard deviation of the reference trajectory for 

Latitude,
mL

ref
 - standard deviation of the reference trajectory for 

Longitude,
mh

ref
 - standard deviation of the reference trajectory for 

ellipsoidal height.
Table 1 shows the values of standard deviations for 

the designated precision trajectory of the Cessna flight 
reference. The average value of the standard deviation is 
0.04 m for coordinate B, 0.01 m for coordinate L, and 0.10 
m for coordinate h. In turn, the lowest values of standard 
deviations equal respectively: 0.02m for coordinate B, 0.01 
m for coordinate L and 0.01 m for coordinate h. The highest 
values of standard deviations are 0.50 m for the coordinate 
B, 0.20 m for the coordinate L and 0.68 m for the coordinate 
h, respectively.

Aeronautics of Deblin Air Force University and the Faculty 
of Aeronautics of Košice Technical University. A dual-
frequency satellite receiver Septentrio AsteRx2 (see Figure 
1) was mounted on board the Cessna. The GNSS navigation 
receivers recorded the GPS/EGNOS satellite observations 
in real time. The test flight took place in the vicinity of 
Kosice airport. En-route of the Cessna, there was one 
physical reference station CORS. Moreover, for the sake of 
the computations in the post-processing mode, two virtual 
reference stations in the ASG-EUPOS in the POZGEO-D 
service were generated. In this way, it was possible to 
recover the precise reference trajectory for the flight 
of the Cessna in the RTK mode for three independent 
computations in the OTF mode. Next, the Cessna reference 
position was averaged, as [8]:
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where:
n = 3,
i = 1,2,3,
B

RTK-OTF,i
 - estimated Latitude from the RTK technique from 

a single OTF solution,
L

RTK-OTF,i 
- estimated Longitude from the RTK technique from 

a single OTF solution,
h

RTK-OTF,i
 - estimated ellipsoidal height from the RTK 

technique from a single OTF solution,
B

ref 
- estimated reference trajectory for Latitude,

Figure 1 The onboard receivers in the Cessna plane [photo by: Marek Grzegorzewski]

Table 1 Results of the standard deviation of the Cessna reference trajectory

Parameter
Standard deviation for Latitude 

[m]
Standard deviation for 

Longitude [m]
Standard deviation 

for ellipsoidal height [m]

Minimum value 0.02 0.01 0.01

Maximum value 0.50 0.20 0.68

Mean value 0.04 0.01 0.10
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h
GPS

 - estimated ellipsoidal height from the GPS solution, 
based on Equations (1) and (5),
dB - accuracy of aircraft position for the Latitude axis in 
the GPS system,
dL - accuracy of aircraft position for the Longitude axis in 
the GPS system,
dh - accuracy of aircraft position for the ellipsoidal height 
axis in the GPS system.

Figure 2 shows values of the GPS satellite positioning 
accuracy in the air navigation in the research test. The 
accuracy of the horizontal coordinate B changes from -5 
m to +3.5 m. Besides that, the accuracy of the horizontal 
coordinate L changes from -5 m to +3 m. In addition, the 
accuracy of the vertical coordinate h changes from -27 m 
to +7.5 m.  However, for the major part of the duration of 
the flight, the accuracy of the vertical h ranges from -9 m 
to +7.5 m.

Table 2 shows results of the GPS positioning accuracy 
in aviation in relation to the limit error values of the aircraft 

4 	 Results and discussion

In the framework of the research into the air 
experiment, first and foremost, it was possible to determine 
the accuracy of the GPS positioning in the air navigation. 
For this purpose, a comparison was made between the 
ellipsoidal BLh coordinates determined from Equations (1) 
and (5), and precise trajectory coordinates of the Cessna 
flight reference from Equation (6), as [8, 10-11]:

dB B B

d

d

L L L

h h h

GPS ref

GPS ref

GPS ref

= -

= -

= -
* ,	 (8)

where:
B

GPS
 - estimated Latitude from the GPS solution, based on 

Equation (1) and (3),
L

GPS
 - estimated Longitude from the GPS solution, based on 

Equation (1) and (3),

Figure 2 Accuracy of the Cessna plane position based on the GPS solution

Table 2 Comparison of the GPS accuracy to the ICAO technical standards

Parameter GPS solution
ICAO technical 

standards
Conclusion

Accuracy of Latitude ± 5 m 17 m
did not exceed the accuracy limit of GPS system in aviation

Accuracy of Longitude ± 5 m 17 m
did not exceed the accuracy limit of GPS system in aviation

Accuracy of ellipsoidal height ± 27 m 37 m did not exceed the accuracy limit of GPS system in aviation
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ellipsoidal BLh coordinates determined from Equations (3) 
and (5), and precise trajectory coordinates of the Cessna 
flight from Equation (6), as [8, 10-11]:

rB B B

r

r

L L L

h h h

EGNOS ref

EGNOS ref

EGNOS ref

= -

= -

= -
* ,	 (9)

where:
B

EGNOS
 - estimated Latitude from the EGNOS solution, based 

on Equation (3) and (5),
L

EGNOS
 - estimated Longitude from the EGNOS solution, 

based on Equation (3) and (5),
h

EGNOS
 - estimated ellipsoidal height from the EGNOS 

solution, based on Equation (3) and (5),
rB - accuracy of aircraft position for the Latitude axis, 
based on the EGNOS solution,
rL - accuracy of aircraft position for the Longitude axis, 
based on the EGNOS solution,
rh - accuracy of aircraft position for the ellipsoidal height 
axis, based on the EGNOS solution.

position in accordance with the ICAO recommendations. 
Based on the comparison, it can be seen that:
•	 the lowest accuracy of the horizontal coordinate B in 

the air test equalled ± 5 m and it did not exceed the 
limit value of 17 m for navigating in the horizontal 
plane LNAV,

•	 the lowest accuracy of the horizontal coordinate L in 
the air test equalled ± 5 m and it did not exceed the 
limit value of 17 m for navigating in the horizontal 
plane LNAV,

•	 the lowest accuracy of the vertical coordinate h in the 
air test equalled ± 27 m and it did not exceed the limit 
value of 37 m for navigating in the horizontal plane 
LNAV.
Therefore, the obtained results, with regard to the GPS 

positioning accuracy, meet the ICAO recommendations for 
using this sensor in aviation to conduct the LNAV horizontal 
and VNAV vertical navigation [12].

In the second stage of the research, the accuracy of the 
EGNOS positioning in the air navigation was determined. 
For this purpose, a comparison was made between the 

Figure 3 Accuracy of the Cessna plane position based on the EGNOS solution

Figure 4 The vertical profile of the Cessna plane at a flight test
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it did not exceed the limit value of 220 m for navigating 
in the horizontal plane LNAV,

•	 the lowest accuracy of the horizontal coordinate h in 
the approach to landing procedure equalled ± 27 m; 
however the ICAO technical standards do not define 
the limit of accuracy in the vertical plane, therefore the 
comparison is not possible in this case.
Therefore, the obtained results in the GPS positioning 

accuracy with regard to the APV-I procedure meet the ICAO 
recommendations for navigating in the horizontal plane. 
The comparison was not possible in the vertical plane due 
to the lack of the ICAO recommendations [3].

Table 4 presents results of the EGNOS positioning 
accuracy in the approach to landing procedure with the APV-I 
vertical guidance in relation to the ICAO recommendations. 
Based on the comparison, it can be observed that:
•	 the lowest accuracy of the horizontal coordinate B in 

the approach to landing procedure equalled ± 3 m and 
it did not exceed the limit value of 16 m for navigating 
in the horizontal plane LNAV,

•	 the lowest accuracy of the horizontal coordinate L in 
the approach to landing procedure equalled ± 3 m and 
it did not exceed the limit value of 16 m for navigating 
in the horizontal plane LNAV,

•	 the lowest accuracy of the horizontal coordinate h in 
the approach to landing procedure equalled ± 15 m and 
it did not exceed the limit value of 20 m for navigating 
in the vertical plane LNAV.
Therefore, the obtained results in the EGNOS 

positioning accuracy with regard to the APV-I procedure 
meet the ICAO recommendations for navigating in the 
horizontal and vertical planes. It can be concluded that the 
findings are satisfactory and confirm the ICAO accuracy 
requirements in the air transport [3].

Figure 3 shows values of the positioning accuracy of 
the EGNOS satellite navigation in the experimental test. 
The accuracy of the horizontal coordinate B changes from 
-6 m to +3.5 m. Besides that, the accuracy of the horizontal 
coordinate L changes from -3 m to +3.5 m. In addition, the 
accuracy of the vertical coordinate h changes from -15 m to 
+6.5 m.  However, for the major part of the duration of the 
flight, the accuracy of the vertical coordinate h ranges from 
-9 m to +6.5 m.

Figure 4 shows a vertical flight trajectory during the 
air test. The approach to landing of the Cessna started at 
11:30:00 hours in accordance with the GPST. At the same 
time, the GPS positioning accuracy was as follows: ± 3 m 
for the component B, ± 5 m for the component L, ± 27 m 
for the component h. It can be observed that in the case of 
the h coordinate, there was a dramatic degradation of the 
GPS accuracy of positioning in aviation. This phenomenon 
proves very dangerous for the execution of the approach to 
landing procedure by an aircraft. In the EGNOS solution, 
the positioning accuracy during the approach to landing 
was as follows: ± 3 m for the component B, ± 3 m for the 
component L, ± 15 m for the component h. Similarly to 
the GPS solution, in the EGNOS solution there was also 
a degradation in the positioning accuracy of the vertical 
coordinate h.

Table 3 presents results of the GPS positioning accuracy in 
the NPA procedure in relation to the ICAO recommendations. 
Based on the comparison, it can be observed that:
•	 the lowest accuracy of the horizontal coordinate B in 

the approach to landing procedure equalled ± 3 m and 
it did not exceed the limit value of 220 m for navigating 
in the horizontal plane LNAV,

•	 the lowest accuracy of the horizontal coordinate L in 
the approach to landing procedure equalled ± 5 m and 

Table 3 Comparison of the GPS accuracy at phase of landing to the ICAO technical standards of NPA procedure

Parameter GPS solution ICAO technical standards Conclusion

Accuracy of Latitude ± 3 m 220 m did not exceed the accuracy limit of GPS system 
in NPA procedure

Accuracy of Longitude ± 5 m 220 m did not exceed the accuracy limit of GPS system 
in NPA procedure

Accuracy of ellipsoidal height ±27 m Not active No comparison

Table 4 Comparison of the EGNOS accuracy at phase of landing to the ICAO technical standards of APV-I procedure

Parameter EGNOS solution ICAO technical standards Conclusion

Accuracy of Latitude ±3 m 16
did not exceed the accuracy limit of EGNOS 

system in APV-I procedure

Accuracy of Longitude ±3 m 16
did not exceed the accuracy limit of EGNOS 

system in APV-I procedure

Accuracy of ellipsoidal height ±15 m 20
did not exceed the accuracy limit of EGNOS 

system in APV-I procedure
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the GPS positioning and EGNOS positioning with the ICAO 
technical requirements with regard to limit values in the 
NPA procedure and an approach with the AVP-I vertical 
guidance. The worst accuracy of the GPS positioning in 
the horizontal plane equals to 3-5 m and it is higher than 
the ICAO recommendations of 220 m. Moreover, the worst 
accuracy of the GPS positioning in the vertical plane equals 
to 27 m. The worst accuracy of the EGNOS positioning 
in the horizontal plane in the APV-I procedure equals to 
3 m and it is higher than the ICAO recommendations of 
16 m. In addition, the EGNOS accuracy positioning in the 
vertical plane in APV-I procedure does not exceed the limit 
value of the aircraft positioning according to the ICAO 
recommendations of 20 m. The obtained results of the 
aircraft positioning show that the GPS system and EGNOS 
system can be applied in the air navigation.
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5 	 Conclusions

The paper discusses and presents the results of research 
which focused on determining the GPS and EGNOSS 
positioning accuracy in air navigation. The paper presents 
accuracy findings obtained during the operation of the GNSS 
receiver in an air experiment. The results of the accuracies 
were determined for the readings of aircraft positions on 
the receiver Septentrio AsteRx2e. The navigation receiver 
Septentrio AsteRx2 was fixed in a Cessna aircraft during a 
flight test carried out in Slovakia, in the village of Bidovce 
(LZBD). The determined coordinates were referenced to 
a precise reference position, designated in the differential 
RTK-OTF technique. The precise aircraft trajectory from 
the RTK-OTF technique was estimated with standard 
deviation better than 0.10 m. Based on the conducted 
investigations, it was found that the accuracy of the GPS 
positioning in aviation equals ±10 m and of the EGNOS 
system, it is ±5 m. The obtained results of accuracy of the 
GPS system does not exceed the limit values of the aircraft 
positioning according to the ICAO recommendations of. 17 
m for lateral navigation and 37 m for vertical navigation. 
In addition, the paper compares the accuracy findings of 
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Annex

Abbreviation Full name

GPS Global Positioning System

EGNOS European Geostationary Navigation Overlay Service

RTK-OTF Real Time Kinemtic - On The Fly

ICAO International Civil Aviation Organization

GLONASS Global Navigation Satellite System

PBN Performance-Based Navigation

NPA Non-Precision Approach

APV Approach with Vertical Guidance

CORS Continuously Operating Reference Stations

LNAV Lateral Navigation

VNAV Vertical Navigation

SBAS Satellite Based Augmentation System

ABAS Aircraft Based Augmentation System

GBAS Ground Based Augmentation System

GNSS Global Navigation Satellite System

GPST GPS Time

VTEC Vertical TEC

ASG-EUPOS Aktywna Siec Geodezyjna EUPOS

RTCA-MOPS Radio Technical Commission for Aeronautics-Minimum 
Operational Performance Standards 
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Activity-based costing is one of the procedures that proved to be very suitable for the financial management of 
warehouse activities in the automotive industry. Accurate and up-to-date data enables managers to properly plan 
and manage all the warehousing related activities in the automotive industry. In the activity-based costing approach, 
overheads costs are allocated in relation to specific logistics activities of the company. The aim of the article is the 
application of activity-based costing to the logistics cost calculation for warehousing in the automotive industry. The 
article focuses on the practical application of activity-based costing to the logistics cost calculation for warehousing 
in the automotive industry to a particular logistics service provider. It highlights the positive and negative use of this 
method in the practical case study, which is one of the major qualitative scientific methods. The resulting effect of using 
the activity-based costing method should be to refine the information that is used for the decision-making problems of 
the top management of the logistics service provider.

Keywords: activity-based costing, logistics cost calculation for warehousing, automotive industry, logistics costs
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logistics companies to improve logistics capabilities and 
integrate logistics resources  [9-10]. Bokor [11-12] notes 
that requirements for the quality of logistics services are 
getting higher and higher. At the same time, however, 
the financial resources available to companies are rather 
limited. In such a  business environment, according 
to Bokor [13], logistics service providers have to pay 
special attention to the optimal allocation of resources 
in various decision-making tasks. It is a basic step in 
monitoring and evaluating logistics costs to support 
the decision-making tasks [14-15]. Logistics costs are 
a  substantial part of an operation in a supply chain 
[16]. Logistics costs arise in different types of logistics 
activities in the automotive industry and affect material 
flow and accompanying financial and information flows; 
thanks to this fact, information support and evaluation 
are important tasks for the company [17]. Automotive 
companies have started to optimize logistics costs by 
implementing logistics cost management systems [18]. 
Warehousing costs and management has become a very 
important element in the supply chain in recent years 
because it is not just a centralized warehouse for goods 
and value-added services [19-20].

Currently, all the companies are striving for different 
techniques to create better supply chain management 
for their competitive advantage. Activity-based costing 
is one method that is typically used to improve the 
business performance, identify the high-cost activities, 
and measure logistics management performance [21-22]. 

1	 Introduction

Logistics is today an area that has an irreplaceable 
role in the business. The chain of logistics activities 
ensures the smooth running of the production process 
and logistics costs are associated with each logistic 
activity. Those costs are not negligible items that affect 
to a large extent the overall profit or loss of a company. 
The need to monitor costs in terms of logistics activities 
is a prerequisite for identifying rationalization measures 
in logistics activities and optimizing the logistics costs 
of a company. 

Logistic costs constitute an important percentage 
of the total costs in automotive industry  [1]. Logistics 
activities take place in every supply channel, including 
customer service, warehousing, transportation, 
inventory management, information flow, and order 
processing  [2]. Supply chain operations and logistics 
are vital tools for businesses to remain competitive 
in today’s major economic activities [3-4]. Rutner and 
Langlev [5], Lambert and Burduroglo [6] and Lynch, 
Keller and Ozment [7] draw attention to the fact that 
logistics have been under pressure for a long time to 
reduce the costs of the company. As a result, the areas 
of logistics are explored, where the cost optimization 
options are focused on individual logistics activities and 
processes. Kucera [8] argues that logistics managers are 
usually interested in providing the high quality services 
to their customers at minimum costs. Logistics services 
have gradually become the only way for the third-party 



36 	  K U C E R A

C O M M U N I C A T I O N S    4 / 2 0 1 9 	 V O L U M E  2 1

many industries and this makes it difficult to obtain 
relevant information from managerial accounting.

A significant part of the logistics tasks are 
implemented by logistics service providers, these 
companies play a key role in the more efficient and 
efficient operation of selected industries. Therefore, 
their operation must be effective enough, which means 
that logistics service providers must be aware of the 
main operational factors of logistics processes. These 
processes should be monitored and evaluated through 
management information systems.

Bokor [12] emphasizes that the costing of logistics 
costs has become a challenge in logistics and supply-
chain management. Bokor and Markovits-Somogyi [44] 
state that it is necessary to obtain reliable and accurate 
information about the structure of the calculations 
to achieve efficient allocation of resources within the 
logistics service provider. Traditional approaches to 
calculations may not be sufficient to achieve this goal 
in the case of  complex and heterogeneous logistics 
services.

Bokor and Markovits-Somogyi [44] and Bokor [45] 
claim that traditional costing methods are not always 
able to provide the information necessary to support 
decision-making in the required quality. They may even 
disrupt the cost calculations of logistics services, so it 
is necessary to implement appropriate costing methods 
that improve the accuracy and reliability of the data 
obtained. According to [44], one of the applicable 
methods is activity-based costing.

Griful-Miquela [46] considers improving the 
allocation of overheads costs as the most important 
difference between conventional costing methods and 
activity-based costing. The use of overriding methods 
was appropriate in the past when work was a major 
component of costs. In the activity-based costing 
approach, overheads costs are allocated in relation to 
specific logistics activities of the company.

Stevenson and Cabell [47] Gros and Grosova [48] 
and Gros, Barancik and Cujan [49] draw attention to 
the fact that while traditional costing directly allocates 
resources to cost objects, the activity-based costing 
method advances in two stages. First, the resources 
are assigned to the individual activities and in the next 

The aim of this article is a practical application of 
activity-based costing to the logistics cost calculation for 
warehousing in the automotive industry to a particular 
logistics service provider. Article highlights the positive 
and negative use of this method in the practical case 
study, which is one of the major qualitative scientific 
methods. The real case study is the method of the 
qualitative research based on the study of one or a small 
number of  situations for application of the findings for 
the similar cases according to Nielsen, Mitchell and 
Nørreklit [23].

2	 Theoretical background and methodology

Logistics costs can be defined with respect to the 
basic concepts of logistics [24]. Logistics costs are 
created in different business areas and are classified by 
most studies as a percentage of goods sales. There are at 
least six individual cost components, namely transport, 
warehousing, inventory management, administration of 
logistics, packaging and indirect logistics costs [25-29]. 
The percentage of logistics costs is approximately 10 
% of the gross domestic product [30-32], so managing 
and optimizing logistics costs is crucial to society [33]. 
Jonsson  [34] defines the costs that can be attributed 
to logistics. There are large differences in logistics 
costs between companies in various industries; several 
scientific studies  [35-38] report that their share of the 
company’s revenue is at least 6 percent. This percentage 
varies considerably between 6 % and 25 %, but they all 
agree that the share of logistics costs is the lowest in 
automotive companies.

Feng at al. [39] and Tu and Wang [40] find that finding 
efficient methods in the process of calculating logistics 
costs is very difficult nowadays, but it is a topical issue 
in the area of logistics cost management.

Yin [41] and Yuqin [42] present that through the cost 
management process, costs can be effectively reduced 
and resources efficiently allocated. The goal of logistics 
cost management is to reduce costs and increase the 
competitiveness of logistics service providers. Yin [41] 
and Lijun [43] argue that logistics costs are divided into 

Figure 1 Comparison of traditional calculation methods and activity-based costing; based on [48] and [49]
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Pji  Performance consumption of profit object j at 
primary activity i [differently expressed power 
units],

Tj 	 Time consumption of profit object j [hours],
Cfi 	 Fix cost of primary activity i [CZK],
Csa 	 Aggregated costs of secondary activities [CZK].

The four components can be merged into three 
components:
•	 Assigned direct cost.
•	 Allocated variable indirect cost, allocation is based 

on relative performance consumptions.
•	 Allocated fix indirect cost, allocation is based on the 

relative time consumption:
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The cost efficiency, i.e. the average costs of a 
primary activity (as service generator) can be calculated 
as follows:
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where:  Ci  Cost of primary activity in [CZK].

The implementation of the activity-based costing 
method consists of 6 consecutive steps; these steps are 
specifically illustrated in Figure 3.

step to the individual entities. The difference between 
traditional costing and activity-based costing is shown 
in Figure 1.

Bokor and Markovits-Somogyi [44] present that, 
given the general characteristics and the current 
adaptation of  the activity-based costing method, the 
costs of certain logistics services consist of four parts 
(see Figure 2):
•	 Direct costs derived from the accounting system.
•	 Variable indirect costs from primary activities, the 

allocation is based on performance.
•	 Fixed indirect costs arising from primary activities, 

the allocation is based on time consuming.
•	 Indirect costs from the secondary activities, the 

allocation is time-based.
Time consuming is the total duration of logistics 

services (transport, warehousing and sometimes-other 
activities).

Primary activities are indexed as i = 1 ... n, while 
profit objects, i.e. logistics services, are indexed as 
j = 1 ... m. The Equation (1), which consists of four 
components, is used to calculate costs.
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where: 
Cj 	 Cost of profit object j [CZK],
Cj
d 	 Direct cost of profit object j [CZK],
Cvi 	 Variable cost of primary activity i [CZK],
Pi  Performance of primary activity i [differently 

expressed power units],

Figure 2 Activity-based costing model; [44]
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customers. It is always a specific type and scope of 
provided service.

As a part of the calculation of logistics costs, a 
cost structure is created, more in Table 1. The resulting 
calculation is always one unit of measure (product, euro 
pallet). The logistics costs are precisely structured to 
meet the specific needs of the automotive customers. All 
the requirements and wishes that the customer has for 
the required service must always be met.

Logistics cost calculation includes:
•	 Area.
•	 Energy.
•	 Racking system.
•	 Handling equipment.
•	 Transport.
•	 Warehouse staff.
•	 Other costs.
•	 Hardware and software.

Area, energy and racking systems are negligible in 
this particular logistics cost calculation in the automotive 
industry. It is already rented area and equipped with 
racking system including the whole energy consumption.

The allocation of handling equipment costs is based 
on customer product warehousing requirements and the 
necessary handling equipment to handle the product. 
These are different types of forklifts, pallet truckers and 
others pickers and hand pallet trucks.

The transport costs are calculated per km per 
specific vehicle, which is used for transport within 
the shuttle. Furthermore, transport costs include a 
passenger car, the costs of other possible transports.

The logistics service provider calculates the 
warehouse staff costs per worker in a particular job 
(white collar, blue collar). Total personnel costs per 
worker are calculated. In addition to payroll costs, social 
costs, statutory insurance and liability insurance, costs 
include protective equipment, training, contributions to 
cultural and sporting events, and other logistics service 
provider bonuses.

Other costs include insurance costs, security, 
facility management, consumables, re-certification and 
waste costs. Other costs also include unexpected costs 

3	 Results and discussion

The aim of this article is a practical application of the 
activity-based costing to the logistics cost calculation for 
warehousing in the automotive industry to a particular 
logistics service provider. The article highlights the 
positive and negative use of this method in the practical 
case study.

The chosen logistics service provider in the 
automotive industry provides transport services to a 
large number of customers. 

In addition to transport, it provides other logistics 
services. Services offered in logistics are:
•	 Internal logistics (warehousing and supply of 

assemblies).
•	 Receipt of goods and expedition.
•	 Warehousing and supply to manufacturing plants.
•	 Repackaging, pick and pack, material sorting.
•	 Batch, serial and data reports.
•	 Picking including kit (i.e. assembling components 

into sets or kits).
•	 Sorting and checking all the components.
•	 FIFO (First In - First Out), Kanban.
•	 Delivery in JIT (Just in Time) and JIS (Just in 

Sequence) mode.
•	 Cross-docking including the added services 

mentioned above.
•	 Light pre-production.
•	 Packaging cleaning, handling and removal of empty 

packaging.
It is the trend of using new approaches in logistics 

cost calculations for logistics service providers with 
regard to the automotive industry in the last few decades. 
This industry is one of the leading players in advanced 
economies. A  significant competitive advantage can 
arise with the correct calculation of logistic warehousing 
costs. Logistics service providers look at the appropriate 
use of new approaches and use the activity-based costing 
method. It uses preliminary calculations from the entire 
computing system to support price decisions as a part 
of the calculations. Logistics cost calculations always 
reflect the specific requirements of the automotive 

Figure 3 Six steps of implementing the activity-based costing method; based on [50] and [51]
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Table 1 Logistics cost calculation for warehousing in the automotive industry

OPEN BOOK CALCULATION Budget/month Budget/month

Contract: 5 years EUR exchange rate 25.50 CZK/€ CZK EUR

Subtotal numb. 1 - Area: 0 CZK 0 €
Racking system

                             leasing fee/month

racking system 0 CZK 0 CZK 0 €
set-up racking system 0 CZK 0 CZK 0 €
other (rack repair marking) 300 CZK 300 CZK 12 €
Subtotal numb. 2 - Racking system: 300 CZK 12 €
Subtotal numb. 3 - Energy: 0 CZK 0 €
Handling equipment: (rent + service fee + gas)

type cost/unit/month         # units

forklift  1.5 t (max. 3 500 MtH/year) 20 085 CZK 4 x 80 340 CZK 3 151 €
forklift 2.5 t 25 956 CZK 1 x 25 956 CZK 1 018 €
pallet truck 2 t 11 176 CZK 2 x 22 351 CZK 877 €
order picker 6 526 CZK 1 x 6 526 CZK 256 €
hand pallet truck 2 563 CZK 1 x 2 563 CZK 101 €
other (gas forklift) 18 540 CZK 1 x 18 540 CZK 727 €
Subtotal numb. 4 - Handling equipment: 156 276 CZK 6 128 €
Transport

type cost per unit/month         # units

Shuttle truck incl. drivers -fix costs  
3 shifts (32 pal) (9x/day)

205 632 CZK 1 x 205 632 CZK 8 064 €

Shuttle truck incl. drivers -fix costs 
3 shifts (36 pal) (21x/day)

205 632 CZK 2 x 411 264 CZK 16 128 €

Transport to more 1 314 CZK 2 x 2 628 CZK 103 €
Car 10 300 CZK 1 x 10 300 CZK 404 €
Subtotal numb. 5 - Transport: 629 824 CZK 24 699 €
Warehouse staff 3 shifts operation

White collar leader 72 650 CZK 1 x 72 650 CZK 2 849 €
White collar administrator 43 136 CZK 6 x 258 817 CZK 10 150 €
Blue collar warehouseman 37 347 CZK 17 x 634 897 CZK 24 898 €

Total FTEs 24 x 0 €
Provider employee insurance 121 CZK 24 x 2 892 CZK 113 €
Working protective equipment 288 CZK 24 x 6 922 CZK 271 €
Subtotal numb. 6 - Warehouse staff: 976 178 CZK 38 281 €
Insurance (material, liability, racking system) 2 900 CZK 114 €
Security 2 000 CZK 78 €
Facility management

(warehousing cleaning, road marking, rack and other inspections)

17 000 CZK 667 €

Consumables (office equipment consumption) 15 000 CZK 588 €
Q - system (recertification) 2 500 CZK 98 €
Other (waste) 8 500 CZK 333 €
Subtotal numb. 7 - Other: 47 900 CZK 1 878 €
Hardware and software 45 000 CZK 1 765 €
EDI 11 320 CZK 412 €
Phone, Internet connection 5 000 CZK 196 €
Other 10 000 CZK 392 €
Subtotal numb. 8 - Hardware and software: 71 320 CZK 2 797 €
Total costs: 1 881 798 CZK 73 796 €
Overheads costs 2% 37 636 CZK 1 476 €
Subtotal + Overheads costs 1 919 434 CZK 75 272 €
Operation profit 6% 115 166 CZK 4 516 €
Total budget 2 034 600 CZK 79 788 €
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supply chain management. The provision of warehouse 
services is focused on the level (availability) needed 
to meet demand. Costs for logistics processes can be 
characterized as costs associated with logistics activities, 
respectively business processes. Logistics costs become 
unproductive, for example, when stockpiles are over-
stocked, inappropriate transport mode selection, 
uncontrolled handling of goods, etc. Optimization of 
costs in logistic activities, namely processes can be 
carried out based on the standard tools by reducing 
costs at a general level, i.e. through the cost reductions, 
which are measures related to the use of reserves in 
logistics processes. The main aim of the article was 
application of the activity-based costing to the logistics 
cost calculation for warehousing in the automotive 
industry. The application was shown on the real case 
study from the field of the automotive industry. 
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that may be costs associated with delays in starting 
production or unexpected situations that may occur.

The costs associated with information technology 
(hardware and software) are focused on equipping 
the warehouse with all the information technologies, 
electronic data interchange, phone, Internet connection 
and other costs which have connection with information 
technology.

The last part of the logistics cost calculation is 
overheads costs (2.00 %), which includes management, 
accounting, controlling, auditing and personal vehicle 
management costs. The calculation also includes a 6.00 
% operation profit.

4	 Conclusion

Logistics coordination and synchronization 
of material, information and financial flow hits the 
company at a conflict of partial goals that are monitored 
by individual organizational units and are very diverse 
and often contradictory. Logistics is not an end in 
itself, but it is a part of an entrepreneurial strategy, 
both a customer-driven business management concept 
and a  rationalizing tool. Warehousing and warehousing 
costs play an important role in all the aspects of 
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The freight transport performance is growing. The transport sector is also one of the largest producers of emissions. 

This must be reflected not only by production companies but also by other stakeholders. The issue of transport emissions 
is particularly important for city residents, so today the concept of sustainable city logistics is emphasized. Companies 
should deal with the amount of produced emissions. The use of emission calculators would support operational, tactical 
and strategic business decision-making. The aim of this article is to analyse the approaches used in available free cal-
culators of emission arising from the freight transport. The focus was on the transport modes that calculators include, 
input data, output data and methodologies used to calculate emissions. The method of systematic review was used to 
search analysed freight transport emissions calculators. The method of content analysis was used to analyse inputs, 
outputs and freight transport emissions calculator’s methodologies. The method of qualitative comparative analysis was 
used to analyse and compare the freight transport emissions calculators.
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[4] states, the sustainable development of transport 
becomes more important in the context of current 
transport problems, such as:
•	 unbalanced development of particular modes of 

transport,
•	 congestion - as a result of imbalance between modes of 

transport and the associated bottlenecks in transport 
infrastructure,

•	 harmful effects on the environment and public health,
•	 serious consequences of traffic accidents.

The aim of this article is to analyse the approaches 
used in free available emission calculators arising from 
the freight transport. The focus is on the transport 
modes that calculators include, input data, output data 
and methodologies used to calculate emissions.

2	 Theoretical background

Road transport plays an important role in the 
consumption of energy and the greenhouse gas emissions 
in the world  [5-7]. The greenhouse gas emissions are 
a global issue [8-9]. Climate change can be attributed to 
anthropogenic emissions and are expected to increase 
further in the future [10-11]. In this sense, emissions 
from transport sectors (land transport, shipping and 
aviation) significantly contribute to this effect [11-17]. In 
the case of the road vehicles, overall emissions from 

1	 Introduction

Transport is one of the key factors in development 
of any modern society, not an objective per se, but 
a  means of economic development and a  precondition 
for achieving the social and regional cohesion. Transport 
plays an important role in the social and economic 
development of the state. However, in relation to 
the environment it is a  source of emissions, noise, 
vibrations and causes health and safety risks and thanks 
to transport, there is extensive land use [1]. The negative 
effects of transport on the environment are conditioned 
by the increasing transport requirements of society in 
connection with the process of globalization, which is 
also reflected in demands for transport infrastructure. 
Thus, the transport has negative impacts on environment 
for the two basic reasons: the construction of transport 
infrastructure and the harmful effects of traffic 
[1-2]. Transport sector influences all the aspects of 
human life, research, education, trade, entertainment, 
manufacturing, defence and culture [2].

Sustainable development is an important factor 
in development of individual economies. Litman [3] 
states that the concept of sustainable development is 
built on three pillars - economic, environmental and 
social. The current trend is to increase traffic efficiency 
while eliminating its negative impacts. The production 
of greenhouse gases, especially carbon dioxide, is the 
most discussed issue that belong to the environmental 
pillar. As the European Council of Transport Ministers 
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CO
2
 on the human body can lead to fatal consequences. 

The increase of the concentration of CO
2
 in the air, 

considered to be the main cause of global warming, is 
mainly due to the burning of fossil fuels and the decline 
of forests [35-36]. The CO

2
 emissions produced by the 

road freight transport should therefore be monitored 
and evaluated. The information obtained can be used 
to support the decision-making processes at the level 
of individual transport companies, logistics services 
providers as well as in the decision-making of state 
administration bodies and local governments.

European standard EN 16258 Methodology for 
calculation and declaration of energy consumption 
and greenhouse gas emissions of transport services 
(freight and passengers) was approved by the European 
Committee for Standardisation in 2012 [1, 37]. Currently, 
there are three main approaches to measuring energy 
consumption and produced emissions - Well-to-Wheel, 
Well-to-Tank and Tank-to-Wheel approaches (see Figure 
1) [37]:

Well-to-Wheel (sum of total Well-to-Tank and Tank-to-
Wheel) - an approach based on the monitoring of energy 
consumption and associated emissions production 
that covers the whole process from the generation of 
electricity or fuel, through the supply to the appropriate 
transport means through the distribution network, to the 
consumption associated with the operation of the means 
of transport. This approach is based on the sum of Tank-
to-Wheel and Well-to-Tank values.

Well-to-Tank - energy consumption and production of 
emissions related to the production of energy or fuel, the 
indicator covering all activities from the extraction of 
raw materials through the production of energy or fuel, 
up to the supply to the respective means of transport 
through the distribution network. The indicator does not 
include the transport mode.

Tank-to-Wheel - energy consumption and production 
of emissions related to the operation of the means of 
transport. The indicator does not include the next life 
cycle of the fuel or the transport means.

transport, especially on roads, are one of the main 
contributors [18-21]. 

It is well known that the energy consumption in 
society and emissions of pollutants from transport 
are affected not only by technical efficiency choice of 
method and content of carbon and pollutants in the 
energy sector, but also by the lifestyle and socio-cultural 
factors [22-23]. Improving the living standard of people 
will significantly increase energy consumption in the 
transport sector. In many areas, the environmental 
and health impacts caused by the transport sector are 
seriously increasing [24]. The World Economic Forum 
[25] calculated that the transport and logistics sector 
was responsible for 5.5 % of total emissions from human 
activity, at around 2  800 mega-tonnes annually. In 2015, 
the transport sector accounted for approximately 24 % of 
the worldwide CO

2
 emissions from fuel combustion [26]. 

Abbasi and Nilsson [27], Mubarak and Zainal [28] discuss 
several negative impacts of logistics activities, such as 
visual pollution, congestion, intimidation, vibration, injuries 
and accidents.

The issue of the city logistics is addressed in 
many research areas at present time. New challenges 
and opportunities of the city logistics to exploit new 
sources of information are seen with the aim of ensuring 
sustainable systems primarily for the urban freight 
transport [29]. Only intelligent city logistics can make 
a significant contribution to its sustainability. There are 
many challenges for cities arising from the complex 
definition of a  sustainable freight transport system. 
It must also ensure access to all modes of the freight 
transport, while reducing emissions of pollutants and 
noise and maintaining the economic efficiency of this 
type of business [30-31].

Reducing the greenhouse gas emissions, of which 
carbon dioxide is important, has been the major 
environmental objective for most governments in the 
developed world [32-33]. Natr [34] notes that carbon 
dioxide is the most environmentally harmful. He further 
specifies that several percent CO

2
 concentrations cause 

human breathing difficulties. The long-term effects of 

 
Figure 1 Well-to-Tank and Tank-to-Wheel [37]



F R E I G H T  T R A N S P O R T  E M I S S I O N S  C A L C U L A T O R S  A S  A   T O O L  O F  S U S T A I N A B L E  L O G I S T I C  P L A N N I N G 	  45

V O L U M E  2 1 	 C O M M U N I C A T I O N S    4 / 2 0 1 9

The research areas were as follows: “For what transport 
modes can the emission calculators be used?” and “What 
inputs, outputs, and methodologies use the freight transport 
emissions calculators?” The method of systematic review 
was used to search freight transport emissions calculators. 
The Google search was used by two independent researchers 
in January 2019 using the following keywords “emission 
calculator” and “emission freight calculator”. Subsequently, 
the first ten freight transport emissions calculators were 
selected based on their position in the search engine. The 
content analysis of inputs, outputs and methodologies of 
the freight transport emissions calculators was used by 
three independent researchers in February 2019.

4	 Results

Analysed freight transport emissions calculators 
selected based on their position in the search engine, 
were: no. 1 - CO

2
 emission calculator - EECA Business [48],  

no. 2 - Emission calculator and carbon offset - SAS [49],  
no. 3 - Emissions Calculator - Cargolux [50], no. 4 - Business 
CO

2
 emissions calculator - ClimateCare [51], no. 5 - Freight 

Emissions Calculator [52], no. 6 - Emission Calculators 
| Sustainable Freight [53], no. 7 - EcoTransIT World - 
Calculation [54], no. 8 - Van Donge & De Roo calculator 
[55], no. 9 - OOCL Carbon Calculator [56], no. 10 - Carbon 
Calculator | cn.ca [57]. The results of content analysis of 
the freight transport emissions calculators are presented 
in Table 1.

The first research area was “For which transport 
modes can be used emission calculators?” Analysed 
freight transport emissions calculators can be used for the 
following modes of transport: six of them for the maritime 
transport, four of them for the air and road transport, two 
of them for the railway transport and two of them for the 
RoRo transport. The RoRo transport is a  specific type of 
maritime transport provided by vessels designed to carry 

Scientific methods (systematic review, content 
analysis, and qualitative comparative analysis), results 
and discussions are presented in the following sections.

3	 Methods

The method of systematic review is used to search 
freight transport emissions calculators. The systematic 
review method is a  systematic, explicit and repeatable 
procedure designed to identify, evaluate and synthesize 
the results of researchers, academics and practitioners 
[38]. The scientific method allows an author of a review to 
minimize its own personality and influence the content of 
the text by authors own views [39]. This scientific method 
is well known and often used by researches, for example 
[40-42]. The method of systematic review consists of the 
following steps: select research areas, select sources, 
choose search terms, do the systematic review, synthetize 
the results, produce descriptive review [38].

The method of content analysis is used to analyse 
inputs, outputs and freight transport emissions calculator’s 
methodologies. The method of content analysis is a research 
technique for making replicable and valid inferences from 
texts or other meaningful matter to the context of their use 
[43]. The method of content analysis has been used, for 
example, in [44-46].

The method of qualitative comparative analysis is used 
to compare the freight transport emissions calculators 
obtained using the method of a  systematic review. The 
method of qualitative comparative analysis is a data analysis 
technique for determining which logical conclusions a data 
set supports [47]. The qualitative comparative analysis 
begins with listing all the combinations of variables 
observed in the data set, followed by applying the rules of 
logical inference to determine which descriptive inferences 
or implications the data supports [47]. Figure 2 shows the 
processing procedure.

 
Figure 2 Processing procedure
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calculators allow the user to enter additional specific input 
data, for example: fuel type and amount consumed, type 
of means of transport (aircraft type/ship type/vehicle type 
etc.), type of goods (light/average/heavy), cargo type (bulk/
liquid/other), ferry routing, type of traction, load factor, 
emission standard, empty trip factor and speed reduction. 
Most calculators allow the user to choose from several units 
(km/miles/hours, kg/t/lbs/TEU etc.). All analysed calculators 
contain output data on CO

2
 emissions (calculators differ 

only in units). Some calculators also included the following 
output data: energy consumption; amount of CO, HC, NO

x
, 

SO
x
, NMHC, particles; the possibility of offsetting emissions; 

total distance and comparison of transport modes. 
Some freight transport emissions calculators 

do  not specify the calculation methodology used. Other 
freight transport emissions calculators are based on the 
following approaches: Emission factors of the Ministry 

wheeled cargo, such as cars, trucks, semi-trailer trucks, 
trailers, and railroad cars. A  comprehensive multimodal 
emission calculator has not been found within the analysed 
calculators. If a  user needs to calculate emissions of 
multimodal transport, transportation must be divided 
into sections according to the different transport modes. 
Subsequently, the user has to add the emissions from the 
individual sections. 

The second research area was “What inputs, outputs, 
and methodologies use the freight transport emissions 
calculators?” Basic input data of most analysed freight 
transport emissions calculators was the same or similar, for 
example: from/origin/port of loading, to/destination/port of 
destination or direct entry of distance/shipment distance/
flight time. Further data is generally related to the weight 
of the shipment/cargo, weight/freight weight/volume/cargo 
volume or the net weight. Some freight transport emissions 

Table 1 The results of content analysis

No.
Transport 
modes

Inputs Outputs Methodology

1 Unspecified Fuel type, Amount consumed, Units
Tonnes of CO

2
e,  

Energy content (GJ)

Emission factors  
of the Ministry  
for the Environment

2 AiT
From, To, Cargo weight (kg), Aircraft 
type

Great circle distance, Revenue ton 
kilometre; Kilograms of CO

2
, NO

x
,  

CO, HC, Particles, SO
2
;  

CO
2
 offset

Not specified

3 AiT From, To, Shipment weight (kg) Kilometres, Tonnes of CO
2

Not specified

4
RoT, AiT, MaT, 
RoRo

Transport type, Distance (km, miles) / 
Hours (AiT), Freight weight (t)

Tonnes of CO
2
, CO

2
 offset

AiT - Aviation 

Emissions and 

Offsets; RoT, MaT 

- UK Government 

conversion factors

5 RoT
Shipment weight (lbs),  
Shipment distance (miles)

Tonnes of CO
2

U.S. Department  
of Energy

6 MaT, RoRo
Ship type, Distance (km),  
Total cargo (t)

Kilograms of CO
2
, Comparison with 

another ship

CEFIC - Guidelines 

for Measuring and 

Managing CO
2

7
RoT, RaT, AiT, 
MaT

Weight (t, TEU), Net weight (t/TEU), 
Type of state, Ferry routing, Origin, 
Destination, Transport mode, Vehicle 
type, Fuel type, Emission standard, 
Traction, Load factor, Empty trip factor, 
Speed reduction

Primary energy consumption (MJ, 
kWh, diesel equivalents); GHG 
emissions (CO

2
, CO

2
e, NO

x
, SO

x
, 

NMHC, Particles); Distance (km); 
Comparison of transport modes

Methodology Report 
(EcoTransIT World 
Initiative)

8 MaT
Port of Loading,  
Port of Destination, Volume,  
Type of CCWG emission factor

Tonnes of CO
2
,  

Distance (km)

Clean Cargo 

Working Group 

(CCWG)

9 MaT
Origin, Destination,  
Cargo volume (t, TEU)

CO
2
 Index (kg CO

2
/TEU-km or kg 

CO
2
/t-km,  

Total distance (km),  
CO

2
 emissions

Clean Cargo 

Working Group 

(CCWG)

10 RoT, RaT, MaT
Units (miles/km, t), Shipment weight (t), 
Vehicle type, Port  
of Origin, Port of Destination

Tonnes of CO
2
e

Transport and 

Environment 

Database System

Notes: RoT - road transport, RaT - railway transport, AiT - air transport, MaT - maritime transport,  
RoRo - Roll-on/roll-off ships, NMHC - Non-methane hydrocarbons, GHG - greenhouse gas
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6 	 Conclusion

The issue of the freight transport emissions is a  very 
actual issue. This issue is addressed not only by researches 
but by companies, as well. Some companies are profiled 
as a  socially responsible and in the context of their 
business activities take into account environmental and 
social aspects of their activities, products and services. 
Companies integrate environmental and social aspects into 
the decision-making processes at strategic and tactical-
operational levels and use appropriate management tools 
to support the decision-making processes. Emission 
calculators can be included as logistics planning tools. Their 
use helps companies to reduce the negative environmental 
impact of logistics processes. The public and other 
stakeholders (business partners, employees, the state, etc.) 
are interested in this issue.

Nowadays, the largest companies have their own 
emission calculators, but most other companies use 
freely available emission calculators. This was one of the 
reasons for the analysis. The aim of the article was to 
analyse the approaches used in free available emission 
calculators arising from the freight transport. The focus 
was on the transport modes that calculators include, 
input data, output data, and methodologies used to 
calculate emissions. Use of EcoTransIT World calculator 
is recommended due to its transparency, complexity, 
structure of inputs and outputs and user-friendliness. On 
the other hand, it would be very beneficial to create 
a  similar freight multimodal emission calculator that will 
be comprehensive and will cover all the emissions resulting 
from the implementation of multimodal transport. The 
results of the analysis could also be used to create new 
types of emission calculators. In the future, emission 
calculators should become a  commonly used logistics 
planning tool, not only in logistics companies, but also in all 
the small, medium and large companies, regardless of the 
business branch. Appropriate tools should also be used at 
the level of the state administration and local governments 
as a  support to the decision-making processes. The use 
of these tools could contribute to changing the approach 
to logistics planning, both within companies and supply 
chains, as well as within cities, conurbations and regions. 
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5	 Discussion

After evaluating all the analysed freight transport 
emissions calculators, the use of EcoTransIT World 
calculator can be recommended, because that is the most 
comprehensive freight transport emissions calculator. The 
EcoTransIT World calculator allows choosing between 
standard and extended versions. The calculator can be 
used to calculate emissions from the following modes of 
the freight transport: road transport (truck), rail transport 
(train), air transport (airplane), sea and maritime transport 
(sea ship and barge). The EcoTransIT World calculator also 
allows specifying a  large number of input variables and 
generates a large number of output variables in tabular and 
graphical form. This calculator distinguishes the type of 
output emissions (Well-to-Wheel, Well-to-Tank and Tank-
to-Wheel). It transparently refers to the used methodology 
- Ecological Transport Information Tool for Worldwide 
Transports: Methodology and Data Update 2018 developed 
by IVE mbH - Ingenieurgesellschaft fur Verkehrswesen mbH 
Hannover, Infras AG -Consulting, Analysis and Research 
and ifeu - Institut fur Energie - und Umweltforschung 
Heidelberg GmbH.

Some analysed freight transport emissions calculators 
are available for one mode of transport only (usually for air 
transport and maritime transport); some calculators do not 
have a  transparently specified methodology for emissions 
calculation. Most calculators do not allow specifying input 
variables sufficiently. Nine out of ten freight transport 
emissions calculators do  not distinguish the approach 
to measuring emissions (Well-to-Wheel, Well-to-Tank and 
Tank-to-Wheel) as the output variable.

The big problem is the fact that the analysed freight 
transport emissions calculators do  not allow the user to 
easily calculate the emissions of the multimodal transport, 
because multimodal transport consists of several modes 
of transport. If a  user needs to calculate emissions of 
multimodal transport, transportation must be divided into 
sections according to the different transport modes.

The limit of the research is the number of freight 
transport emissions calculators studied, because only 
ten emission calculators were studied. Therefore, all 
conclusions are valid only for these ten freight transport 
emissions calculators. On the other hand, it is necessary to 
emphasize that these freight transport emissions calculators 
are the best positioned in the Google search engines after 
entering defined keywords. 
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The article presents the possibility of using the Between Satellite Single Difference method (BSSD) in the precise 
determination of the aircraft position in the Global Navigation Satellite System GLONASS navigation system. The 
paper presents the mathematical model of the BSSD method, describes the research test and presents the results of con-
ducted examinations. The research test was conducted within the implementation of the GLONASS satellite technique in 
air navigation. The test research uses the actual GLONASS navigation data registered by the Topcon HiperPro receiver, 
mounted onboard a Cessna 172 aircraft. Obtained findings of the research work are interesting from the perspective of 
implementation of the GLONASS satellite technique in aviation. It should be emphasized that standard deviations of the 
determined position of the Cessna 172, using the BSSD method, do not exceed 2 m. The article also determines the accu-
racy of a position of the Cessna 172 in the GLONASS solution with reference to a solution in the GPS navigation system.

Keywords: GLONASS, ICAO, accuracy, GPS, aviation test

APPLICATION THE SINGLE DIFFERENCE TECHNIQUE  
IN AIRCRAFT POSITIONING USING THE GLONASS SYSTEM  
IN THE AIR TRANSPORT

Kamil Krasuski*

Department of Air Navigation, Faculty of Aviation and Aeronautics, Polish Air Force University, Deblin, Poland
*E-mail of corresponding author: k.krasuski@law.mil.pl

should be noted that the GLONASS system is constantly 
being upgraded, thus the number of satellites in the 
GLONASS constellation is often changing [11]. 

The main aim of this article is to assess the accuracy 
and reliability of determining an aircraft position in the 
GLONASS system. In particular, in the numerical analysis 
the authors attempted at recovering the position of the 
Cessna 172 during a test flight over the aerodrome EPDE in 
Deblin, Poland. The position of the Cessna 172 is calculated 
based on the differential positioning BSSD method 
(Difference Between Single Satellite) for the GLONASS 
code observations. The test research uses the GLONASS 
code observations registered by the Topcon HiperPro 
receiver, mounted on-board the Cessna 172 aircraft. The 
article is divided into 5 parts: part one is an introduction 
relating to description of research problems, part two is 
a  description of the research BSSD model, chapter three 
is a  description of the research experiment, section four 
contains research results and discussion, chapter five 
comprises final conclusions. 

2	 Mathematical model of the BSSD method  
in the GLONASS system

The basic equation of the mathematical model for the 
BSSD positioning method can be represented as follows 
[12]: 

P c dts I T

SIFCB M

1

, ,

ij ij ji ij ij

ij L ij L1 1

$T T T T T

T T

t= + + + +

+ +
,	 (1)

1	 Introduction

Numbers of aeronautical operations in the air transport 
are still growing up on the world [1]. In addition, the 
aircraft position in different phase of flight should be 
permanently monitored in aeronautical operation [2-3]. The 
GNSS satellite technique is applied in monitoring of aircraft 
position in the air transport. The concept of using the GNSS 
satellite navigation systems in aviation has been developed 
and implemented by the ICAO [4]. In accordance with the 
ICAO recommendations, the GNSS satellite systems only 
supplement on-board aircraft avionics. In order to improve 
the performance of GNSS navigation systems, it is necessary 
to implement the augmentation products for conducting the 
air navigation. The ICAO has identified certification for the 
GPS and GLONASS satellite systems as additional systems 
for on-board avionics. Moreover, in order to improve the 
performance of GNSS navigation systems in aviation, 
the ICAO organization implemented ABAS, SBAS, GBAS 
augmentation systems [5]. The GLONASS satellite system 
can be used as an independent navigation sensor used in 
precise aircraft positioning [6], an external module for 
the ABAS augmentation system coupled with the RAIM 
controller belonging to the computational subassemblies 
of the on-board computer FMS [7], navigation sensor 
working with the geostationary satellite systems, which is 
to facilitate positioning in the SBAS system [8], navigation 
sensor working with ground radio systems, which 
support positioning in the GBAS system [9], acting as the 
hybrid GNSS/INS navigation system [10]. The GLONASS 
satellite system plays a  major role in the air navigation, 
complementing the NAVSTAR GPS navigation system. It 
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k - number of designated parameters in each measurement 
epoch; 
v - vector of residuals; 
C

Qx
 - variance-covariance matrix of parameters designated 

in the XYZ geocentric frame; 
m

Qx
 - standard deviations of the designated parameters 

referenced to the XYZ geocentric frame. 
In the least squares method, the aircraft coordinates 

are determined  as parameters (x,y,z) referred to the 
geocentric frame XYZ. It should be stressed that, due to 
a single difference operator from the observation Equation 
(1), the parameter of the receiver clock error is eliminated 
as a  product of the precise time transfer. It is also worth 
noting that from the difference of the observation Equation 
(1), the Receiver Inter-Frequency Code Bias (RIFCB) was 
eliminated, as well, specifying the time of the code signal 
travelling from the phase centre of the receiver antenna to 
the onboard receiver oscillator. It must be mentioned that 
use of a single difference operator reduces the influence of 
atmospheric delays (ionospheric and tropospheric delays) 
to determine the position of the aircraft. Moreover, in the 
process of developing the GLONASS code observations, it 
is possible to exploit the IGS precision products, such as 
precise satellite orbits and satellite clocks, which increase 
aircraft positioning accuracy. The multipath parameter 
in the computation process may be determined from the 
model or disregarded when developing the GLONASS 
observations. A key element in the method of least squares 
is to determine the aircraft positioning precision. Precision 
is determined by parameters of standard deviation m

Qx
 for 

all the three designated aircraft coordinates. The process 
of determining an aircraft position is conducted using 
a  stochastic model in the method of least squares. In 
addition, the position of an aircraft is determined in an 
iterative process, taking into account the value of the 
coefficient of variation m0

post
.

3	 Research experiment

The practical application of the BSSD positioning 
method for the GLONASS satellite system in the air 
navigation was verified and subjected to a thorough analysis 
for the navigation data derived from the experiment 
conducted in Deblin, in south-east Poland. In the air 
experiment, the operation and use of the GNSS navigation 
systems for the airport EPDE in Deblin, Poland underwent 
testing. In the air experiment, the aircraft Cessna 172 
was used to make a  trial flight around the airport EPDE 
in Deblin. It needs to be mentioned that on board the 
Cessna 172 in the cockpit, there was a  dual frequency 
receiver Topcon HiperPro. Due to the GPS/GLONASS 
satellite observations, stored and registered by the receiver 
Topcon HiperPro, it was possible to recover the position 
of the aircraft Cessna 172 in the post-processing mode. 
The numerical calculations to determine the position 
of the Cessna 172 were made in the author’s original 
software APS (Aircraft Positioning Software) Toolbox 

where: Δ - the single difference operator for the GLONASS 
code measurements allows determining the difference in 
code measurements from two satellites tracked by one 
receiver in the same measurement period,
P P P1 1 1ij i j= -  - the value of a  single code difference 

between satellites i and j on L1 frequency in the GLONASS 
system (expressed in meters), 
i - GLONASS satellite index, 
j - GLONASS satellite index,
c - light speed (expressed in m/s),

ij i jt t t= -  - difference in geometry distance between 
satellites i and j on L1 frequency in the GLONASS system 
(expressed in meters), 

x X y Y z Zi i i i
2 2 2t = - + - + -^ ^ ^h h h , 

x X y Y z Zj j j j
2 2 2t = - + - + -^ ^ ^h h h , 

(x,y,z) - coordinates of the aircraft in the XYZ geocentric 
frame (expressed in meters),
(X

i
,Y

i
,Z

i
) - i-th satellite coordinates in the GLONASS system 

(expressed in meters),
(X

j
,Y

j
,Z

j
) - j-th satellite coordinates in the GLONASS system 

(expressed in meters),
dts

ji
 - difference in satellites tracking between i  and j 

satellites on L1 frequency in theGLONASS system 
(expressed in seconds), 
I

ij 
- difference in ionosphere delay between i and j satellites 

on L1 frequency in GLONASS system (expressed in meters), 
T

ij 
- difference between values ​​of the troposphere delay 

between satellites i and j on L1 frequency in the GLONASS 
system (expressed in meters), 
SIFCB

ij,L1
- difference between Satellite Inter-Frequency 

Code Biases values ​​between satellites i  and j on L1 
frequency in the GLONASS system (expressed in meters), 
M

ij,L1 
- difference in value of multipath effect and 

measurement noise between satellites i  and j on L1 
frequency in the GLONASS system (expressed in meters).

Equation (1) is resolved on the basis of the method of 
least squares as below [13]:
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where:  
Q

T 
- vector  with unknown parameters;  

N = AT . p . A - matrix of the normal equations frame;  
A - matrix of coefficients, matrix is full rank; 
p - matrix of weights; 
L = AT . p . dl - vector of absolute terms;  
dl - vector with difference between measurements and 
modelled parameters; 
m0

post 
- standard error of unit weight a posteriori;

n - number of observations in each measurement period; 
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•	 mathematical model of solution: least square estimation 
in iterative scheme,

•	 adjustment processing: applied,
•	 maximum number of iteration in single measurement 

epoch: N=10,
•	 number of unknown parameters: k  = 3, for each 

measurement epoch,
•	 number of observations: n > 3, for each measurement 

epoch,
•	 interval of computations: 1 s,
•	 initial coordinates of aircraft position: based on header 

of the RINEX file,
•	 time of GNSS system: GPS Time,
•	 reference frame: IGS’08,
•	 format of output coordinates: geocentric XYZ and 

ellipsoidal BLh,
•	 local test of residuals: applied,
•	 global statistical test: test Chi-square,
•	 value of  m0

post
 after adjustment processing:  

m0
post
! (0.9:1.1),

•	 significance level: .1 0 95a- =^ h ,
•	 DOP coefficients: estimated,
•	 coefficients value for HPL and VPL level: .k 6 18HPL=  

and .k 5 33VPL= .

4 	 Results and discussion

This section of the study presents the results of 
positioning the Cessna 172, based on the GLONASS 
observations for the BSSD method in the APS programme. 
The numerical analysis for Figures 1 and 2 concerns with 
determination of the internal reliability and precision of the 
Cessna 172 positioning for the research BSSD method in the 
GLONASS system. Figure 1 shows the average error values 
of the Cessna 172 as parameters of the standard deviation 
for the designated coordinates of the aircraft (x,y,z). 
Values of the parameters in Figure 1 are respectively: mx - 
standard deviation along the X axis, my - standard deviation 
along the Y axis, mz - standard deviation along the Z axis. 
Values of the parameters (mx,my,mz) are determined from 
the vector m

Qx
, as shown below [15]:

mx = m
Qx

(1,1); my = m
Qx

(2,1); mz = m
Qx

(3,1),	 (3)

Values of the parameter mx range from 0.1 m to 1.5 m. 
Furthermore, the mean value of the parameter mx is equal 
to 0.4 m, with the statistical median also being equal to 
0.4 m. Values of the parameter my range from 0.1 m to 
1.2 m. Furthermore, the mean value of the parameter my is 
approximately 0.3 m, with the statistical median also being 
equal to 0.3 m. Values of the parameter mz range from 0.1 m to 
1.8 m. Moreover, the mean value mz of the parameter is equal 
to 0.5 m, with the statistical median also being equal to 0.5 m. 
It should be emphasized that over 99% of all the parameter 
results (mx,my,mz) do not exceed the level of 1 m. 

Figure 2 shows values of the dilution of precision 
(DOP) coefficients for the performed experimental test. It 

[14]. The APS programme (Aircraft Positioning Software) 
was written in the language Scilab 6.0.0 environment 
for the Windows operating system. The APS is a  free 
programming tool to develop kinematic GNSS observations 
in the post-processing mode. The APS programme enables 
implementation of the GNSS code observations for the GPS 
and GLONASS systems. Furthermore, the APS software has 
4 basic calculation modules and one descriptive module, i.e.: 
SPP (Single Point Positioning) module: absolute positioning 
with L1-C/A code observations in the satellite systems 
GPS and GLONASS; BSSD SPP (Between Single Satellite 
Difference of SPP) module: a  single difference technique 
of the code observations L1-C/A in the navigation systems 
GPS and GLONASS within the SPP positioning method; IF 
LC (Ionosphere-Free linear combination) module: linear 
combination “Ionosphere-Free” for P1/P2 code observations 
in the satellite systems GPS and GLONASS; BSSD IF LC 
(Difference Between Single Satellite of IF LC) module: 
a  single difference technique of the linear combination 
“Ionosphere-Free” for the code observations P1/P2 in the 
navigation system GPS and GLONASS; Info module: text 
module with a description of the operation and functioning 
of the APS programme. In the presented scientific article, 
the P1 code observations in the GLONASS system were 
used to recover the position of the Cessna 172 in the APS 
programme. For the sake of making numeric calculations, 
the “APS programme was configured as follows [14]: 
•	 GNSS system: GLONASS system,
•	 type of observations: P code at 1st frequency,
•	 type of RINEX file: 2.10,
•	 source of satellite ephemeris data: precise ephemeris 

from the IGS service,
•	 source of satellite clock data: precise ephemeris from 

the IGS service,
•	 method of satellite position computation: 9-degrees 

Lagrange polynomial,
•	 method of the satellite clock bias computation: 

9-degrees Lagrange polynomial,
•	 the satellite clock bias correction: satellite clock 

bias from precise ephemeris is corrected using Inter-
Frequency Code Biases for code observations in the 
BSSD method,

•	 effect of Earth rotation and time of pseudorange 
travelling through atmosphere: applied,

•	 relativistic effect: applied,
•	 ionosphere source: Klobuchar model,
•	 troposphere source: Simple model,
•	 Satellite Inter-Frequency Code Biases (SIFCB): applied,
•	 instrumental bias for receiver: eliminated,
•	 receiver clock bias: eliminated,
•	 multipath and measurement noise: not applied,
•	 satellite and receiver phase center offset: based on 

ANTEX file from IGS service,
•	 Sagnac effect: applied,
•	 cutoff elevation: 50,
•	 positioning mode: kinematic,
•	 computation mode: post-processing,
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experiment. Maintaining the availability parameter is vitally 
important in the air transport, as it ensures continuous 
tracking of the GLONASS signals by the onboard navigation 
receiver, for the pilot. 

Figure 3 shows the HPL and VPL values, obtained for 
navigation calculations, using the GLONASS navigation 
system. The HPL parameter values were determined based 
on the relationship [17]:

.

.

HPL k mx my mx my

VPL k mz mz

6 18

5 33
HPL

VPL

2 2 2 2$ $

$ $

= + = +

= =
) .	 (4)

The HPL parameter values range from 0.1 m to 9.2 m. 
On the other hand, the VPL parameter values range from 
0.1 m to 11.8 m. The average value of the HPL parameter 
equals 2.7 m, whereas for the VPL parameter, it is 3.3 m. The 
parameters HPL and VPL specify the level of reliability of 
the designated aircraft position in the air transport. It can 
be concluded that the obtained HPL and VPL safety levels 
are very good and relatively low. The smaller the value of 
the HPL and VPL levels, the more reliable it is to determine 
the position of the aircraft. The reliability of HPL and 

should be stressed that values of the dilution of precision are 
presented as a function of number of the visible GLONASS 
satellites. Overall, in Figure 2 the DOP coefficients are in 
the form of parameters: GDOP, HDOP, PDOP and VDOP 
[14, 16]. The value of the GDOP parameter ranges from 1.7 
to 4.1. In addition, the average GDOP value is 2.2, with the 
median being equal to 2.1. The value of the PDOP parameter 
ranges from 1.5 to 3.7. In addition, the average PDOP value 
is 2.0, with the median being equal to 1.9. The value of the 
HDOP parameter ranges from 1.1 to 3.0. Moreover, the 
average HDOP value is 1.4, with the median being equal 
to 1.2. The value of the VDOP parameter ranges from 1.1 
to 5.1. In addition, the average VDOP parameter value is 
approximately 2.0, with the median also being equal to 2.0. 

Figure 2 also shows changes in the availability 
parameter of the navigation solution of the aircraft position 
in the form of a  number of tracked GLONASS satellites. 
In this case, the number of GLONASS satellites being 
tracked ranged from 5 to 8 during the test flight. However, 
the number of GLONASS satellites facilitated continuous 
satellite positioning in the air transport, which means 
that the parameter of availability was 100% during the air 

Figure 1 Standard deviations of the Cessna 172 in the XYZ geocentric frame

Figure 2 Results of the DOP coefficients
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GPS navigation solution of the Cessna 172 position for the 
BSSD research method has also been designated in the 
APS Toolbox software package. In the assessment of the 
accuracy of solutions of the Cessna 172, a  comparison of 
geocentric coordinates (x,y,z) in the GLONASS and GPS 
solution was made. Moreover, the difference for these 
coordinates was determined, see below [18]:

dx x x

dy

d

y y

z z z

GLO GPS

GLO GPS

GLO GPS

= -

= -

= -

	 (6)

where:           
x

GLO
 - x coordinate of aircraft based on the GLONASS 

solution, see Equation (1),
x

GPS
 - x coordinate of aircraft based on the GPS solution, 

y
GLO

 - y coordinate of aircraft based on the GLONASS 
solution, see Equation (1),
y

GPS
 - y coordinate of aircraft based on the GPS solution, 

z
GLO

 - z  coordinate of aircraft based on the GLONASS 
solution, see Equation (1),
z

GPS
 - z coordinate of aircraft based on the GPS solution.

VPL safety levels is, in the age of the air transport, a  key 
parameter of quality of the satellite positioning in aviation. 

Figure 4 shows results of the MRSE parameter, 
specifying the resultant error of the Cessna 172 position in 
the 3D space.  The MRSE parameter can be calculated from 
the mathematical formula [15-16]:

MRSE mx my mz2 2 2= + + .	  (5)

The values of the MRSE parameter in the conducted 
experimental test ranged from 0.1 m to 2.7 m. Besides that, 
the average value of the MRSE parameter is 0.8 m, with the 
statistical median being equal to 0.7 m. It must be stressed 
that over 84% of all the results of the MRSE parameter 
do  not exceed the level of 1 m and approximately 99% of 
all the results of the MRSE parameter do  not exceed the 
limit of 2 m.

At a  later stage, the authors determined the accuracy 
of designating the Cessna 172 coordinates for the BSSD 
method, in the GLONASS system. In particular, the authors 
made a  comparison of the designated coordinates of the 
Cessna 172 in the GLONASS system to the solution in the 
GPS navigation system for the same research method. The 

Figure 3 Results of the HPL and VPL terms

Figure 4 Results of the MRSE term
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In another accuracy test, the authors determined the 
shift vector of coordinates in the 3D space, between the 
GPS and GLONASS solutions, in the form of the 3D-error 
parameter, as below [19-20]:

D error dx dy dz3 2 2 2- = + + .	 (7)

Values of the 3D-error parameter are presented 
graphically in Figure 6. Value of the 3D-error parameter 
ranges from 0.4 m to 7.9 m. In addition, the mean value of 
the 3D-error parameter is 2.9 m, with the median being 
equal to 2.8 m. It should be emphasized that approximately 
17% of all the results of the 3D-error parameter do  not 
exceed 2 m, and approximately 85% of all the results of the 
3D-error parameter do not exceed the limit of 4 m.

5 	 Conclusions

The article assesses the accuracy and reliability of 
determining the position of the aircraft Cessna 172, using 
the positioning technique Difference Between Single 
Satellite (BSSD) in the GLONASS system. The numerical 
calculations were carried out in the author’s original 
software Aircraft Positioning Software (APS), adapted to 

Obtained values of the parameters (dx,dy,dz) have 
been presented in Figure 5. The mean value of the parameter 
dx is - 0.6 m, with the RMS error being equal to 1.5 m. 
Furthermore, the dispersion of the obtained parameter 
results dx ranges from - 5.2 m to + 6.3 m. The mean value of 
the parameter dy is + 0.27 m, with the RMS error being equal 
to 1.1 m. Moreover, the dispersion of the obtained results of 
the parameter dy ranges from - 2.5 m to + 4.2 m. The mean 
value of the parameter dz is - 2.2 m, with  the RMS error being 
equal to 1 m. Besides that, the dispersion of the obtained 
results of the parameter dz is between - 6.4 and + 3.3 m. The 
parameter of accuracy is one of the factors determining 
the quality of the satellite positioning in transport. It can 
be concluded that the accuracy of positioning is officially 
certified by the ICAO for the GLONASS system. For pilots, 
it is important information since it determines which GNSS 
navigation system can be used while executing the air 
operations. Besides that, the ICAO certification guarantees 
that the quality of the navigation data from the GLONASS 
satellite system is sufficient for proper navigation in the 
horizontal plane LNAV and in the vertical VNAV plane, 
respectively. Therefore, the limits of accuracy for the LNAV 
and VNAV navigation must have official recommendation to 
be used in the air transport.

Figure 5 Comparison of the Cessna 172 coordinates based on the GLONASS and GPS data

Figure 6 Results of the 3D-error parameter
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the coordinates of the Cessna 172 in the GPS and GLONASS 
solutions does not exceed 1.5 m along all the axes of the 
XYZ geocentric frame. The results of the research work on 
use of the GLONASS system in aviation are very promising. 
In the future, the authors plan to further develop the use 
of the GLONASS satellite navigation system for the air 
navigation.
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the development of the GNSS observations, for the needs 
of air navigation. In the numerical calculations, the authors 
used real GLONASS navigation data from the receiver 
Topcon HiperPro, mounted on board the aircraft Cessna 
172. The article presents the values of standard deviations 
of the designated coordinates of the aircraft Cessna 172 in 
the XYZ geocentric frame, as well as of the MRSE position 
error. The values of standard deviations are under 2 m. On 
the other hand, values of the MRSE parameter are less 
than 3 m. Furthermore, in the article the authors verified 
the designated coordinates of the Cessna 172 in order to 
determine the accuracy of the research method. The article 
compares the coordinates of the Cessna 172 from the 
GLONASS and GPS solutions. The RMS error of comparing 
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Annex

Abbreviation Full name

GLONASS Global Navigation Satellite System

NAVSTAR GPS NAVigational Satellite Time And Ranging Global Positioning System

BSSD Between Satellite Single Difference

ICAO International Civil Aviation Organization

GNSS Global Navigation Satellite System

ABAS Aircraft Based Augmentation System

SBAS Satellite Based Augmentation System

GBAS Ground Based Augmentation System

RAIM Receiver Autonomous Integrity Monitoring

FMS Flight Management System

INS Inertial Navigation System

EPDE ICAO airport code

RIFCB Receiver Inter-Frequency Code Bias

SIFCB Satellite Inter-Frequency Code Bias

APS Aircraft Positioning Software

SPP Single Point Positioning

IF LC Ionosphere-Free linear combination

IGS International GNSS Service

ANTEX Antenna Exchange Format

RINEX Receiver Independent Exchange System

HPL Horizontal Protection Level

VPL Vertical Protection Level

DOP Dilution of Precision

GDOP Geometric DOP

PDOP Position DOP

VDOP Vertical DOP

HDOP Horizontal DOP

MRSE Mean Radial Spherical Error

LNAV Lateral Navigation

VNAV Vertical Navigation
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Vladimir Karpichev - Konstantin Sergeev - Aleksandra Bolotina

The proposed methods of constructing models of technological processes (TP) of production, repair and technical 
maintenance of objects in machine buildings, such as railway rolling stock, serves as the basis for development of 
information, mathematical and methodological support of the CAD system TP.

Applying of information technology to solve the problems of technological design has recently received intensive 
development. The research results show the effectiveness of the optimization approach to solving technological problems. 
Automation of the design of technological processes, based on use of digital technologies allows reducing the time for 
introducing new technical means and technologies into production, increasing the efficiency of production, repair and 
maintenance of objects in machine buildings.

Keywords: objects in machine buildings, railway rolling stock, production, repair and technical maintenance, 
technical designing, optimization methods, mathematical model of the technological process, digital technology, 
computer-aided design

MODELING OF TECHNOLOGICAL PROCESSES  
OF MACHINE-BUILDING AND REPAIR MANUFACTURE

Vladimir Karpichev, Konstantin Sergeev, Aleksandra Bolotina*
Russian University of Transport (MIIT), Moscow, Russia
*E-mail of corresponding author: abbolotina-work@yandex.ru

2.1	Analysis of technological process  
of manufacturing the roller of brake  
rigging of the railway wagon

Designing of models is considered on the simplest 
example of the technological process of manufacturing 
the roller of brake rigging of the railway wagon.

Let the technological process consists of one 
operation, which includes four transitions:
Transition No. 1 - installation of the workpiece on a lathe,
Transition No. 2 - surface treatment,
Transition No. 3 - control,
Transition No. 4 - the removal of the part.

Consider the systematized logical model. This 
technological process can be represented as follows:

TP1 = {Ind, Prp, Atr, Inp, Out, Str}, 	 (1)

where: 
Ind - system designation and name, 
Prp - targets of system,
Atr - attributes or system-wide characteristics,
Inp - system input,
Out - system output,
Str - system structure.

All the characteristics of the system for this case are 
here described in more details.
1. 	 Ind

1.1	 The name of the system is “Technological 
process of manufacturing the roller of brake 
rigging of wagon”.

1.2	 System Designation - «TP1».

1	 Introduction

The systematic approach is the most general 
approach to designing complex objects. For a specialist 
in the field of systems engineering, they are obvious 
and natural, but their compliance and implementation 
are often associated with certain difficulties, due to the 
designing features. Mechanical engineers and repair 
enterprises use a systematic approach without recourse 
to system analysis manuals, but an intuitive approach 
without applying the rules of system analysis may not 
be sufficient to solve increasingly complex engineering 
problems.

2	 Methodology

Methodical support for the design of technological 
processes (TP) should be based on the theory of 
technical systems. Therefore, it seems necessary to 
use the apparatus of this theory to formalize the basic 
concepts and principles of the technological processes 
design [1]. There are various definitions of the term 
“system”. In this case, the aggregate of a  finite set of 
interrelated elements, picked out from the environment 
and interacting with it, as a  single whole, to solve 
a specific problem, is named a system.

The elements of a technological process system are 
actions or elements of the type “process” (operations, 
transitions). The relations connecting the elements of 
the type “process” in the system are temporary. There 
are serial, parallel and parallel-serial types of relations.
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e
1
 - installation of the workpiece on a lathe,

e
2 
- surface treatment,

e
3 
- control, 

e
4 
- part removing,

R{r
1
, r

2
, r

3
} - the set of edges of the hierarchy diagram 

of the system structure Str, connecting in time the 
transitions of the technological process, r

1
=(e

1
, e

2
); 

r
1
=(e

2
, e

3
); r

1
=(e

3
, e

4
).

This model can be represented by a  set of related 
tables with parameters of elements of the technological 
process. The parameters for each element (transition) 
must uniquely identify it. The relationship of the 
transition parameter tables is determined by the time 
sequence of their execution [3].

In the technological process of manufacturing the 
roller of brake rigging of the railway wagon transitions 
are made sequentially and the parameters of the 
transitions are shown in Table 1.

2.3 The construction of mathematical models

The construction of mathematical models is 
considered next. To simulate this technological process, 
the two types of mathematical models are used: structural 
and functional.

The structural mathematical model can be 
represented as a hierarchy diagram (Figure 3).

T = <S, E>,	 (4)

where: 
E={e

1
, e

2
, e

3
, e

4
} - are denoted transitions in the form of 

a set of arcs,
S={s

1
, s

2
, s

3
, s

4
, s

5
}  - vertex set marking the state of the 

part,
for this technological process:
s

1
= P

W
 - parameters characterizing the initial state of the 

part,
s

2 
- parameters characterizing the state of the part after 

the first transition (the workpiece is installed on the 
machine),
s

3
= s

4
 - parameters characterizing the state of the part 

after the second and third transition, since the control 
could not change the state of the part,
s

5
= P

P
 - parameters characterizing the state of the 

finished product.
The final step in creating a model of the technological 

process is the compilation of functional mathematical 
models of its elements. The task of modeling at this level 
is a quantitative analysis of the properties of objects, that 
is, the definition of dependencies of some parameters 
on others.

In particular, for the transition number 2 “Surface 
Treatment”, one can create a  mathematical functional 
model expressing the dependence of the basic time on 

2. 	 Prp - the purpose of the system is to manufacture 
the part in accordance with the requirements of the 
design documentation.

3. 	 Atr - attributes or the system-wide characteristics 
are the signs by which systems can be classified 
and identified. These signs include the type of 
the details for manufacturing - the roller, the type 
of the processing - processing by cutting and the 
complexity of the technological process - simple.

4. 	 Inp - the input of the technological process comes 
billet of detail with certain properties, as well as 
some production resources. 

5. 	 Out - the output of the technological process is 
the manufactured detail, as well as the production 
waste.

6. 	 Str = <E, R>, where: 
E - set of elements of the system,
R - set of relations connecting elements  
     of the system.
A  systematic process model can be represented 

graphically using a schematic (see Figure 1).

In Figure 1 are marked:
, , ,P P P PW W W W

n1 2 f= " ,  - parameters of the workpiece,
, , ,P P P P nP P P P
1 2 f= " ,  - parameters of the product,

R - production resources.
Production resources can be represented by the 

following four characteristics:
	

R=<D,T,L,M>,	 (2)

where: 
D={D1, D2,..., Dn} - technological equipment, 
T={T1, T2,..., Tn} - technological rigging, 
L={L1, L2,..., Ln} - labor resources,
M={M1, M2,..., Mn} - materials and components. 

The state of the object in the manufacturing process 
is determined using operations of control. Those 
operations change the amount of information about 
manufactured object state without changing the physical 
state or its location.

2.2 Creating a conceptual model

The next step in modeling the technological process 
is to create its conceptual model [2], which determines 
the structure of the system. The structure of the system 
can be represented as a hierarchy diagram (see Figure 
2):

Str = <E, R>,	 (3)

where: 
E={e

1
, e

2
, e

3
, e

4
} - the transitions of the technological 

process which are represented as the set of vertices of 
the hierarchy diagram of system structure (Str),
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3	 Conclusions

It should be noted that application of the proposed 
methods for constructing models of technological 
processes of production, repair and manufacture 
of objects in machine buildings, for developing the 
mathematical models of CAD systems, allows estimating 
the time costs at each production stage, as well as 
optimizing the process by combining operations and 
transitions at the design stage.

the transition from the length of the working stroke, the 
spindle rotationalspeed and feed:

t
n S
L

O
$

= ,	 (5)

where: 
t

0
 - main transition time, minutes, 

L - length of the working stroke, mm, 
n - rotation frequency of the spindle, rotation per minute,
S - cutting tool feed, mm per rotation.

Figure 1 Process flow scheme

Figure 2 Technological process structure

Figure 3 Structural mathematical model of the 
technological process

Table 1 The parameters of the technological process of manufacturing the roller of brake rigging of the railway wagon 

transitions

Transition No. 1 - installation of the workpiece on a lathe (vertex e
1
)

N
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T2
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T
time 

number of transition 
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transition content 

transition time 
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2
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N 

M

T

D

L

t

i
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n

v

t
a

t
m

number of transition
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tool code

detail diameter

length of working stroke

cutting depth

number of passes

cutting tool feed

rotation frequency of a spindle

cutting speed

auxiliary transition time

the main transition time

Transition No. 3 – control (vertex e
3
)

N

T

O

number of transition

measuring instrument code

transition content

Transition No. 4 - the removal of the part (vertex e
4
)

N

T

O

number of transition 

code of assembly and locksmith’s tool

transition content
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Transport (RUT MIIT) when developing elements of the 
computer-aided design system for technological processes 
of production, repair and technical maintenance of objects 
machine buildings, such as the railway rolling stock.
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In this work, strength and plastic deformation effect of the dual phase steel are analysed in the static and dynamic 
conditions. Since the dual phase steel is extensively used in the outer body parts of the automotive vehicles, its dynamic 
strength and plastic strain energy absorption during the crash are essential. Dynamic strength of the dual phase steel 
is examined using the pendulum impact hammer tester machine. Spread of the plastic strain during the crash is an 
important factor for the energy absorption to passive safety, which is examined using the local hardness measurement 
using the Vickers hardness and local indentation yield strength is calculated using cylindrical indenter and obtained 
force-depth results are analysed using the Hencky theory for the plane strain indentation. Further, tested samples are 
observed using scanning electron microscopy for the fracture response after the static and dynamic tests.
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STRENGTH AND FRACTURE BEHAVIOUR OF DUAL PHASE 
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The strength of the dual phase steel is examined in static 
and dynamic conditions using the universal tensile testing 
machine and dynamic pendulum impact tester machines. 
The spread of the plastic deformation is the key factor in 
determining the strain energy absorption during the crash, 
which is analysed by measuring the hardness and micro-
indentation yield strength after the testing of samples. 
Variation of the local hardness and local indentation yield 
strength are the important parameters to analyse the spread 
of the plastic strain after the static and dynamic tests. Local 
hardness is measured using Vickers indenter and local 
indentation yield strength is measured using the cylindrical 
indenter and evaluated from the Hencky theory for plane 
strain indentation. 

2 	 Materials and methods 

Table 1 shows the chemical composition of the 
examined dual phase steel HCT 450X and Figure 1 shows 
the SEM image with artificial colour of the dual phase steel 
having ferritic-martensitic phases. Yellow colour phase is 
the martensitic phase and black colour phase is ferrite.  

  
2.1	The dual phase steel strength in the static 

and dynamic conditions
     
To find out the strength of the dual phase steel in 

the static condition, the standard static tensile test has 
been performed using the Zwick universal tensile testing 
machine. The force-displacement graph yield strength and 
ultimate tensile strength are recorded in computers.

1	 Introduction

Increased demand for fuel efficiency and environmental 
concern forced the automotive industry to reduce the 
gross weight of a vehicle. This factor forced the steel 
manufacturing industry to develop new high strength steel, 
which has higher strength and lower weight compared to 
normal steel. Different types of high strength steels are 
being used in the automotive industry for several decades 
especially in outer body components. The usage of the dual 
phase steel in the outer body parts is constantly increasing. 
In this work, the HCT 450X ferritic-martensitic dual phase 
steel is used for analysis of strength and plastic deformation 
ability in static and dynamic conditions. Along with the 
ferritic-martensitic structure, it has manganese to increase 
the strength and stabilize the austenite, silicon to enhance 
the ferrite transformation. The dual phase steel examined 
here is extensively used in the outer body parts of the 
automotive applications. Since the outer body parts are 
exposed to the environment and first form of resistance 
during the crash and minor accidents, these steels are 
required to have good corrosion resistance ability, high 
strength to weight ratio, better weldability, high formability 
and high strain energy. The higher strain energy is one of the 
important factors to be considered during the passive safety 
of automobiles. Presence of higher martensite content 
increases the strength of the DP steel but further increase 
in the content of martensite reduces the formability [1-3].

Huang et al. [4] have examined the dual phase strain 
hardening behaviour and their grain structure changes. 
Ghassemi-Armaki et al. [5] have worked on the deformation 
behaviour of martensite and ferrite in the dual phase steel.

In this work, static and dynamic strengths, as well as the 
plastic strain spread of the dual phase steel are examined. 
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2.3	The yield strength using macro-indentation
         
While the hardness as a material parameter can be 

employed as comparative information of UTS, it doesn’t 
reflect the complex transition micro versus macro-
plasticity in steel. A complex elastic-plastic response, as 
comprehensive information about the material response 
to loading, is required for the real interpretation of the 
process, which took place during the static versus dynamic 
loading. The local yield strength must be evaluated in tight 
connection with microstructure characterization of the 
loading volume of steel. 

To find out the better distribution of plastic deformation 
and residual hardening effect of the fracture, the macro-
indentation technique is used to determine the local yield 
strength with 0.5 mm diameter cylindrical indenter. Based 
on the elastic-plastic transition of the curve in the force-
depth graph, the yield strength is calculated [6]. 

The indentation force level at the transition from 
elastic to plastic state is calculated using the simple curve 
deviation technique. The Hencky theory for plane strain 
indentation slip is used to calculate the real yield strength. 
The ratio of indentation yield strength to normal yield 
strength is 2.57 according to Hencky equations for the plane 
strain indentation [7-8]. Pressure relative to the shear yield 
strength is P

indent
/2k=2.57. Calibration was performed to 

get precise results for tested steel by the standard tensile 
test of uninfluenced steel. Figure 3 shows the calculation 

The dynamic strength test of the dual phase steel is 
performed in the Zwick pendulum impact hammer tester. 
The specimen dimensions are b

g
 = 15 mm, b

0
 = 5 mm, L

total
 

= 9 mm, L
c
 = 5 mm, r = 2 mm. The used samples including 

holder are presented in Figures 2(a) and 2(b), respectively. 
A special type of holder is designed in the laboratory to 
perform the impact test for the dual phase steel in the 
pendulum impact tester.

     
2.2	Hardness measurement and fracture 

behavior of the dual phase steel 

Energy absorption during the collision is the key 
factor. The strain energy absorption during the collision is 
dependent on the plastic deformation and strain hardening 
ability of the material. To approximate the residual hardening 
and spread of the plastic deformation after the static test, 
the Zwick hardness testing machine is used. After the 
tensile test, the specimen is cut in the longitudinal direction 
then grinded and polished. The hardness of the sample is 
measured from the fractured end to the unaffected end, 
using the Vickers method. To see the fracture response in 
the sample after the static and dynamic tests, images are 
taken in the optical and electron microscope at different 
magnifications to analyze the fracture type and microscopic 
fracture behaviour. 

Figure 1 Dual phase steel SEM image

Table 1 Chemical composition of the dual phase steel

Element Weight percentage

C 0.130

Mn 1.933

Si 0.200

P 0.022

S 0.002

Cr 0.187

Ni 0.018

Cu 0.017

Ti 0.026

Al 0.022

     
                                           (a) 	                                      (b)

Figure 2 (a) Test specimen for the dynamic impact test and (b) special holder
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sample having the minimum of three waves are selected 
based on the literature review. 

3.2	Fracture response of the DP steel in static 
and dynamic conditions
     
Figure 7 shows the SEM image of the fractured surface 

of dual phase steel after the static tensile test. Fractured 
surface clearly indicates the ductile fracture mode with the 
coalescence of micro voids.

Figure 8 shows the SEM image of the fractured 
surface of the dual phase steel after the dynamic impact 
test. A clear ductile fracture can be seen even after the 
impact test with the presence of the transverse cracks. 
It has pointed to the increased sensitivity of the steel 
to internal imperfections. Important results towards the 
current application are the fact that even at the maximal 
tested strain rate of 1060 /s, the ductile mechanism was 
retained.  The real states of metallurgy quality did not lead 
to transition to the brittle fracture mode. The critical issue 
from this point of view can be the presence of brittle, sharp 
secondary phases and imperfections, e.g. carbonitrides, 
complex oxides. Sulfides are not commonly critical, except 
for the case intensive plastic deformation. All observed 
critical parts were checked and based on that it can be 
stated that the tested steel has no tendency to transition 
fracture behaviour inside the analyzed range of strain rate. 
The energy consumption is driven much more by the spread 
of plasticity, restricted according to the dynamic loading 
conditions.

of elastic-plastic transition force using the force-depth 
indentation curve.

Figure 4 shows the indentation yield strength 
measurement of the dual phase steel sample after the static 
tensile or dynamic impact test. Three indentation readings 
are measured close to the fractured end with a gap of 1 mm 
each. Another three hardness measurements are made at 
the unaffected end to have a better comparison of hardness 
values.

3 	 Results and discussions
3.1 	Strength of the dual phase steel 

     
Figure 5 shows the static test results of the dual phase 

steel performed using the universal tensile testing machine. 
The average yield strength of the dual phase steel is about 
670 MPa and the average ultimate tensile stress is about 
770 MPa. The values clearly indicate the higher strength of 
the dual phase steel compared to interstitial free steel, bake 
hardened and the high strength steel but still lower than 
TWIN and advanced high strength steel. 

 Figure 6 shows the dynamic impact test results of the 
dual phase steel performed using the pendulum hammer 
impact tester. The average ultimate tensile strength in 
dynamic conditions is about 1100 MPa. Values of the UTS in 
the dynamic conditions are considerably higher than in the 
static conditions. A special type of holder is designed for 
the smaller sample size and to reduce the vibrations. The 
vibrations’ effect of the dynamic impact test is eliminated 
using the polynomial equations of the higher order and the 

Figure 3 Force-depth curve from indentation test

Figure 4 Yield strength measurement positions using 
indentation technique [9]

Figure 5 Force-displacement graph for the static tensile test

Figure 6 Dynamic test results from impact pendulum tester
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The reasons for the large plastic deformation in static 
conditions are the availability of sufficient time and low 
strain rate during the static tensile test. 

In the case of dynamic samples, the spread of the 
plastic deformation is limited only close to the fractured 
end and large portion of the sample is unaffected by the 
plastic deformation, which is concluded by the slow gradual 
decrease in the hardness values just after the one or two 
measurements.

Though the relation between hardness and residual 
strain is slightly complicated by the fact that hardness 
increases with the increase of the residual strain [10-11], 

3.3 	Hardness values 
     
Figure 9 shows the hardness values measured in 

hardness testing machine using the Vickers indenter. The 
graph is constructed based on the hardness values from 
fractured end to the unaffected end for both static and 
dynamic samples. The high hardness values are being 
recorded near the fractured end and decrease as it moves 
towards the unaffected end. Plastic deformation is not 
the same for the static and dynamic conditions, which 
can be identified using the hardness values. In the case of 
the static sample, the spread of the plastic deformation is 
large and comparatively low hardness values are recorded. 

Figure 7 The SEM image of the fractured surface after the 
static test

Figure 8 The SEM image of the fractured surface after the 
dynamic test

Figure 9 Hardness distribution from fractured end to 
unaffected end

Figure 10 The force-depth curve for the static sample from 
the fractured end

Figure 11 Force -Depth curve for the dynamic sample from 
the fractured end
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state. This means, that in all the outcomes, the material 
versus sampledimensions influence should be distinguished. 
Due to that, the performed analyses must be considered as 
comparative. Obtained data about the spread of plasticity 
presents useful information about the influence of the 
real sample shape and dimensions. Even though in full 
accordance with valid standards, there is some plastic flow 
outside the measured area. In the case of restricted part for 
testing the mentioned effect is not negligible. 

4	 Conclusion
     
Comparative analyses of the dual phase steel after 

loading in static and dynamic conditions were performed. 
Standard hardness measurement, followed by the 
indentation tests and evaluation through the Hencky 
plane strain theory, showed significant sensitivity to strain 
rate. Observation of the fractured sample in the Scanning 
Electron Microscopy for the type of fracture response 
proved the stabile fracture mode. Following conclusions 
are made based on the above observation:
1. 	 The dynamic strengthening of the experimental dual 

phase steel at an average strain rate 1060s-1 is about 
43% higher than in the static conditions. 

2. 	 Spread of the plastic deformation is considerably 
different in static and dynamic conditions, large plastic 
strain spread can be observed in the static test. 

3. 	 The spread of the plastic deformation is also confirmed 
using the Vickers hardness and shows a high value near 
the fractured end, decreasing gradually towards the 
unaffected end. 

4. 	 Both in the static and dynamic fracture, the mode 
of fracture are ductile. Which means even at higher 
loading the material has maintained the ductile fracture 
mode. 

5. 	 The local indentation yield strength helps in further 
identifying the spread of the plastic deformation 
and values show the difference in the hardening 
effect. An optimized methodology using different 
positioning of the measured points is necessary for 
a detailed evaluation of discussed processes by used 
methodology.
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hardness is still a suitable measure of the local residual 
strain distribution. 

3.4	Macro-indentation results for the local 
yield strength

The force-depth graph of the unaffected area is 
obtained from the indentation using the 0.5 mm cylindrical 
indenter for the static sample. From the force-depth graph, 
the transition of the curve from elastic to plastic region is 
almost identical and follows the same pattern. The average 
value of force from elastic to plastic deviation is about 
310 N. Figure 10 shows the force-depth graph near the 
fractured end obtained from the indentation test using the 
0.5 mm cylindrical indenter. From the force-depth graph it 
clear that the transition from elastic to plastic behaviour 
is not the same for all the curves. The reason for the 
different curve response is attributed to the varying plastic 
deformation during the static tensile test. The values of 
force from elastic to plastic deformation are about 450 N, 
320 N and 255 N, respectively from the fractured end. Using 
the Hencky theory for the plane strain indentation slips it 
is possible to calculate the approximate yield strength of 
the sample. Values of the yield strength are shown in Table 
2 [12-14].

Figure 11 shows the force-depth graph near the 
fractured end obtained from the indentation test after 
dynamic impact test. Comparison to results of the static 
sample, these dynamic sample results are considerably 
different. Force values from elastic to plastic transition are 
420 N, 341 N and 300 N, respectively. The sudden drop of 
the elastic-plastic transition force value from 420 N to 341 
N indicates the shorter spread of the plastic deformation 
during the dynamic impact test. The local yield strength 
is calculated using the Hencky theory for the plane strain 
indentation and shown in Table 2. Determination of local 
yield strength is helpful in further confirmation of the 
area of plastic strain after the static and dynamic tests. 
Higher yield strength near the fractured area indicates the 
higher strain hardening effect. Just like hardness, the yield 
strength is the indicative parameter for the spread of plastic 
strain, as well. 

As stated above, the obtained results have shown 
the significant influence of strain rate on the capability 
of tested steel to spread the plasticity. The mentioned 
process has a crucial effect on energy consumption. The 
strengthening process, together with the residual stress 
level is substantially influenced by the local stress-strain 

Table 2 Local indentation yield strength for static and dynamic samples

Position 1 2 3 Unaffected area Avg.

Static 891.98 634.30 505.46 614.48

Dynamic 832.52 675.92 595.56 614.48
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Ahmad Abadleh

This paper presents an approach to automatically detect the position of the Wi-Fi access points. It uses Wi-Fi 
received signal strength as well as some characteristics of the buildings such as the height of the building and the 
movement direction of the user to detect the position of the access points. This approach comprised of two phases: in 
phase one, a dynamic threshold is computed for each detected access point using the highest received signal strength. 
Then the threshold is used to detect a small area surrounding the access point. In phase two, it detects the position of 
the access point by monitoring the angle between the user and the access point, if the angle is in a certain range, then 
the position of the access point is detected. The experiments results show a high accuracy achieved by the proposed 
approach. Moreover, the results show that the proposed approach is promising.

Keywords: localization, highest received signal strength, access point, distance estimation, path loss

WI-FI RSS-BASED APPROACH FOR LOCATING THE POSITION 
OF INDOOR WI-FI ACCESS POINT
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The pervasiveness of smartphones, which are equipped 
with several sensors, such as accelerometer, gyroscope, 
and others, allows the researchers to use the Smartphones 
in indoor localization and tracking users. Moreover, The 
Wi-Fi access points, which are available in most public 
buildings are utilized by the researchers to provide the 
localization services. Furthermore, using the Wi-Fi access 
points in indoor localization requires no additional cost, 
which means that Wi-Fi is the most appropriate solution for 
indoor localization.

Locating the Wi-Fi access points in indoor environments 
has become a real obstacle to produce a practical indoor 
localization system. Most of the indoor localization systems 
assume a predefined position   of the access points inside 
the buildings. However, public buildings environments are 
frequently exposed to be changed, and then access points 
positions may be changed, for instance, changing the 
position to get better coverage, installing new access point, 
or shutting down one. 

In this paper, an approach for locating the access 
points’ positions is proposed. It relies on the fact that 
when the user passes a nearby access point, he/she will be 
perpendicular to that access point. Once the user passes 
a nearby access point, the position of the access point is 
detected. The main idea behind this approach is to monitor 
the angle between the user and the access point, once it 
becomes 90 degrees, it means that the user is just left under 
that access point. The highest received signal strength 
value is used to detect the distance between the user and 
the access point as well as the real building height. Our 
approach works under the assumption that the height of the 
building is known, this assumption is valid since the height 
of the building is fixed and unable to be changed.

The specific contributions of this paper are:

1 	 Introduction

The importance of the indoor localization has been 
increased during the last decade due to the need of practical 
indoor localization system that meets the requirements 
of the people. The pervasiveness of the Wi-Fi in the 
public buildings such as Airports, shopping malls, etc., 
and the easiness of getting the Wi-Fi signals have enabled 
the researchers to employ Wi-Fi technology in indoor 
localization techniques.

Many applications need an accurate indoor localization 
system to offer localization services to the people, who 
spend most of their time in indoor environments [1-2]. 
Providing the user’s position in Airports, shopping malls, 
and hospitals are considered as   location-based services. In 
addition, tracking the children and elder people are critical 
issues these days. 

Many approaches have been proposed to solve the 
problem of indoor localization, such as fingerprinting, 
which is the most popular one [3-5]. Some other approaches 
use trilateration [6]. In trilateration approach, the distance 
between the access point and the user is computed based 
on the received signal strength between the access point 
and the user [7-8]. To estimate the 2D position of the users 
based on trilateration approach, at least three different 
signals are required.

Fingerprinting approach is one of the most popular 
indoor localization techniques. It consists of two phases, 
in phase one, which is the training phase, the system 
collects Received Signal Strength (RSS) and store them in a 
database. Phase two, which is the online phase, the online 
RSS measurement values are used to detect the position of 
the user by comparing the online RSS with the stored ones 
in the database [3-4].
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that construct the floor plan rely on the crowdsourcing 
technique. Crowdsourcing technique works by equipping 
the users’ Smartphones by an application to gather some 
data to construct the floor plan [1]. Distance estimation 
is also a critical issue, the smartphone sensors such as 
accelerometer can be utilized to compute the distance [19].  
The distance estimation via the accelerometer is computed 
as the number of walking steps. The author in [19] presents 
a dynamic distance estimation by computing accurate 
walking steps and then multiplying the detected steps by a 
dynamic step length.

To sum up, most of the indoor localization approaches 
need the Wi-Fi access points. Therefore; knowing the 
position of the access points will increase the accuracy of 
the indoor localization approaches. Our approach tackles 
this problem by providing an accurate position of the 
access points. In general, our approach differs from the 
existing approaches in terms of detecting the positions of 
the access points, which is based on the changing angle due 
to the user movements. Moreover, the proposed approach 
does not need much efforts to build a database. The only 
parameters needed are the physical height of the building 
as well as an average height of the Smartphone from the 
ground.

3	 Proposed approach 

Access points act as reference points for indoor 
localization, therefore; detecting the accurate position of 
the access point is crucial in our work. RSS values can be 
used to detect the accurate position of the access point 
when the user passes by an access point. Our approach 
measures the average of RSS values for a time window (e.g., 
2 seconds) because the values of RSS suffer from various 
problems such as multipath and scattering. Relying on 
individual RSS values will lead to a severe error. The main 
idea of the proposed approach is to use the highest average 
of the RSS to indicate if the user is close to an access point. 
We rely on the fact that when the user is under an access 
point, the average of the RSS values for that access point 
will be the highest [8]. 

The proposed approach consists of two phases. In 
phase one, the user surveys the building and the proposed 
approach computes the average of the RSS values for each 
time window. Next, the system computes the threshold 
of each access point according to the highest average of 
the RSS values. Equation 1 shows how to compute the 
threshold:

RSS_Thre (x) =
*

RSS AVG x

w2 1
i n w

n w
i

+
= -

+ ^ h/
,	 (1)

where: 
RSS_Thre(x) is the threshold of the access point x, 
RSS_AVG(x)i represents the average RSS value for access 
point x at time window i, 
n is the time when the maximum average RSS value is 
detected, and w is the window size (e.g., 2 times). 

-	 Detecting accurate access point positions.
-	 Providing a practical idea on how the RSS values 

change while the user is moving.

2	 Related work

Many techniques have been proposed in the field of 
indoor localization. The proposed approach in [1] uses 
reference points in order to detect the position of the user 
as well as calibrating the user position each time he/she 
encounters a reference point. Some approaches exploit 
fingerprinting techniques for indoor localization [3-4, 9-10]. 
In these approaches, two phases are used to detect the 
position. In the first phase, the system collects the signals 
such as Wi-Fi signals, Bluetooth, FM, and others. The 
collected signals create the fingerprint database, which is 
called radio map. In phase two, the position of the user is 
estimated, the system measures the signals and compares 
them with the ones in the radio map. Some machine learning 
algorithms are needed to retrieve the best match. Although 
these approaches provide a good accuracy level, but the 
effort needed for building the radio map is the big challenge 
for the fingerprinting-based approaches. Trilateration-based 
approaches in [11-12] need to measure the distance from at 
least three different sources of signals. The position then 
is considered as the intersection point between the three 
circles that are formed by the three distances.

Some approaches try to solve the problem of using 
the signals, for instance, the multipath problem is one of 
the biggest problems that affect the accuracy of the indoor 
localization approaches. The approach in [13], reduces the 
effect of the multipath problem by adding a special field 
in the beacon frame to detect the direct path between the 
transmitter and the receiver.

Nowadays, Smartphone has become the most popular 
cellular device carried by the people. It equipped with 
several sensors that can be utilized in indoor localization. 
For instance, accelerometer sensor can be used to detect 
the steps of the users and gyroscope is used to detect the 
direction of the users [13-16]. Some approaches exploit 
the users’ profiles when they visit a building to store some 
data such as the acceleration, the direction, and the Wi-Fi 
signals [10, 17]. These data used to detect the position of 
the users using some machine learning algorithms. Channel 
State Information (CSI) provides more stable information 
than RSS values [18]. It can be used for providing a 
knowledge about the direct path of the signal that leads to 
more accurate distance estimation. However, not all access 
points share the CSI, therefore; the need for special access 
points represents a drawback of such approaches.

One of the requirements of the indoor localization 
approaches is the floor plan. Some approaches assume 
that the floor plan is already given. Others, such as 
the one in [1] builds the floor plan automatically via 
monitoring the movements of the users in an environment. 
The dynamic floor plan construction is an important 
issue in indoor localization. Most of these approaches 
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Note that λ is a critical factor, it represents the 
environmental stability. If the indoor environment is stable 
and clear, then λ is close to 2, and if the indoor environment 
is unstable and unclear, then λ is close to 4 [14]. 

Equation 2 suffers from various factors, such as 
multipath, signal attenuation, and scattering. To reduce the 
influences of these factors, we use Equation 2 when the 
user enters the area of an access point, which is detected 
using the threshold. The detected area that surrounds the 
access point is small, which means that the   area is close 
to the access point; therefore, the signals are in a line of 
sight. Furthermore, the existence of the access points 
in the corridors, which have usually lesser furniture and 
obstacles than the rooms, makes the RSS signals clear and 
have less scattering. Distance, d, can be computed based 
on Equation 3.

d 10
RSS AVG
10

initial RSS

= m

-^ h
.	 (3)

We use the maximum average RSS value to represent 
the initial

RSS
, since the maximum average represents the 

RSS value at the nearest point from an access point. RSS
AVG

 
is represented by the RSS average during a time window.

According to the law of sines of the right triangle:

sin (α) = (h - b) / d.	 (4)

From Equation 4, the angle α can be derived as follows:

α = sin-1 (h - b) / d.  	 (5)

To sum up, the proposed approach detects the position 
of the access points based on two phases, the first phase is 
to detect the area where the access point is located using 
the highest average of RSS values based on Equation 1. 
Then at the next phase, the system uses the distance and 
the physical information of the floor such as the height 
of the building to improve the accuracy of the positioning 
estimation using Equation 2 and Equation 5.

4 	 Evaluation

4.1	Experimental setup

The proposed approach was evaluated in the building 
of computer science department at Mutah University. Three 

Equation 1 presents the threshold by calculating the 
average RSS from the maximum (2×w+1) RSS average 
values. 

RSS_Thre represents the RSS value when a user is 
close to an access point. Using RSS_Thre, the system 
decides that the user is close to an access point. Therefore; 
Equation 1 limits the search and decides which access point 
the user is close to.

In phase 2, Equation 1 detects and limits the area of 
the access point; however, determining the position of the 
access point within this area is challenge. Figures 1 and 2 
demonstrate the scenario for detecting the position of the 
access point. When the user enters the area of an access 
point, which is determined by the threshold, the system 
calculates the angle between the user and the access point 
using right triangle technique. If the angle is close to 90˚, 
then the system considers this place as the position of 
the access point. As can be seen from Figure 1, which 
represents the user approaching an access point where the 
angle is increasing. Figure 2 represents the scenario when 
the user has just left the access point and the angle α is 
about 90̊.

As shown in Figures 1 and 2, d represents the distance 
between the user and the access point, h is the height of the 
floor, and b is the distance between the user’s smartphone 
and the ground. When a user is approaching the access 
point, the angle α increases until it becomes close to 90˚ 
under the access point or when d is equal to (h - b), which 
means that the user is exactly under the access point 
and the triangle becomes a line. If the access point is not 
attached to the ceiling and instead attached to the wall, the 
angle α is close to 45˚ and   the user is at the same line of 
the access point, and then the angle gets decreased as the 
RSS values decreased. Therefore, our approach recognizes 
the access point when one or more of the following three 
conditions is met: a) if angle α is close to 45˚ then decreases; 
b) if angle α is close to 90˚ then decreases; or c) if the 
distance is equal to the height of the building (d=h).

To compute the angle α, we need a prior knowledge of 
the floor height and b values.  To find the distance, d, we use 
path loss model as follows:

RSS = initial
RSS

 - 10 λlog (d),	 (2)

Where: 
initial

RSS
 is the RSS at 1 m from the access point, 

RSS is the received RSS value, λ is the path loss exponent, 
d is the distance between the receiver and the access point. 

Figure 1 The scenario when a user is approaching  
an access point

Figure 2 The scenario when the user is just left  
the access point
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estimation even if the real distance between the user and 
the access point is not long.

To avoid the multipath and attenuation problems that 
may affect the results of distance estimation using path loss 
model, the path loss model should be used where the signal 
is in a line of sight. Therefore, in the proposed approach, 
the dynamic threshold which is computed by Equation 1 is 
performed to decide whether the user is close to an access 
point or not. If yes, then the proposed approach computes 
the distance based on the path loss model as the signals are 
in the line of sight.

4.2.3 Detecting the position of the reference 
points
After determining the area where the access point is 

placed, which is a small area surrounding the access point, 
the next step is how to accurately detect the position of the 
access point within this area. In this section, we present 
the result of the proposed approach. Figure 5 illustrates the 

access points are installed in the building. Two of them 
are attached to the ceiling while the other one is attached 
to the wall of the building.  The experiments have been 
done using Android based Smartphone. The experiment 
was conducted when the user reaches the area where the 
threshold for an access point is detected. The walks inside 
the building holding his/her Smartphone and passes by the 
access points.

 
4.2	Experimental result

4.2.1 Impact of the threshold to detect the area 
where the access point is located

In this section, the threshold, which is computed 
using Equation 1 is tested in the environment to detect the 
area where the access point is located. Figure 3 shows the 
results.

As can be seen from Figure 3, the threshold restricts 
and limits the search for the position of an access point to 
a small area surrounding the access point. The dots above 
the line represent the RSS values when the user is in the 
vicinity of an access point. As can be seen from Figure 3, 
the values are on the range of distance of 2 m to 6 m, which 
means that the access point is far about 4 m from the user. 
These results can restrict the search process; however, it 
is not enough to say that the position of the access point 
is recognized due to the problem of the signals. Therefore; 
we applied path loss model to enhance position estimation.

4.2.2 Path loss model-based distance estimation
In this section, we show the results of distance 

estimation based on the path loss model shown in Equation 
2. Figure 4 shows that there are some errors in distance 
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Table 1 Comparisons between proposed approach and existing approaches

Approach Advantages Disadvantages Accuracy

Proposed
No need for calibration of the 

database
Need building height < 2 m

Fingerprinting-Based [9, 10, 17, 20] Able to automatic calibrate Need surveying radio in a building (1 - 3) m

Trilateration-Based [11]
No need for calibrations, accuracy 

is more than 3 m
Need at least three access points > 3m

I am the antenna [21]
No need for calibration of the 

database
The user must rotate to detect the 

blocking sector
Small distance
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points, the system can choose the access points that are in 
the same vicinity of an object and exclude others, which are 
far from that vicinity. Moreover, detecting the position of 
the concerned access points help in improving the accuracy 
of the fingerprinting-based approaches by excluding the 
signals from the access points that are not close to each 
other.

Our approach outperforms the existing approaches in 
terms of accuracy and the effort needed to run the system. 
For instance, our approach requires only the physical 
characteristics of the building, such as the height of the 
building which is fixed and unchangeable. This feature 
makes our approach one of the few approaches that do 
not rely mainly on the radio signals which are unreliable. 
Moreover, relying only on the access points that are 
attached to the ceiling or to the wall of the building makes 
the received signals clear and in line of sight which leads 
to accurate distance estimation.  Table 1 summarizes the 
differences between the proposed approach and some of 
the existing approaches.

5 	 Conclusion

Most of the indoor localization techniques need to 
involve the building map as well as the position of the 
access points. In this paper, we proposed an approach to 
dynamically detect the position of the access points via two 
phases. In phase one, a small area surrounding the access 
point is detected using a dynamic threshold. Then in phase 
two, the system monitors the angle between the user who 
is approaching an access point and the target access point. 
The angle will increase until it reaches 90̊ when the user 
leaves the access point, at this time, the system considers 
this position as the position of the access point. The results 
of the experiments showed a promising result in terms of 
indoor localization accuracy.

detection of the angle based on Equations 2 and 4, which is 
used to detect the position of the access point.

Figure 5 shows the results of the three different 
experiments. Experiment one and two, the user was 12 m 
far from the access point when the threshold is detected, 
he/she walked towards the access point until he/she passed 
under the access point and left it. In these experiments, 
there were few people in the environments; therefore, 
the signals were in a line of sight. Experiment three 
was conducted when there were a lot of people in the 
environment.

As can be seen from Figure 5, the angle reached 90˚ 
when the user is almost passed under the access point 
for the experiment one. We can notice here that the angle 
dropped significantly after it reached 90˚, which is an 
indicator that the user is going further from the access 
point because the signals become in non-line of sight as the 
user’s body blocks the signal. For experiment two, the angle 
reached 90˚ when the user is about 3 m from the access 
point. Experiment three aimed at testing noisy environment 
when there is a lot of people in the environment. Based on 
Figure 5, it is clearly pointed out that the angle between the 
user and the access point when the user passed near the 
access point dropped even after reaching 45˚. The average 
error of the proposed approach was 1.6 m, which shows a 
high accuracy level to be applied.

4.3	Discussion and comparison

Our approach provides the position of the access points 
which can be used for detecting the users’ positions. One of 
the disadvantages of the trilateration-based approaches, 
is how to get a line of sight signals from three different 
sources of signals. Our approach helps to determine the 
optimum access points to be used for trilateration by 
excluding the undesirable access points. For instance, if 
there were four signals come from four different access 
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The paper proposes a  correction method of the oblique-angle vibration for laser doppler vibrometry. It briefly 
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This study extends the authors’ original work [17] 
with presenting a simple method of correcting observation 
angles that can be used generally for any other similar 
application.

2	 Oblique-angle correction

In engineering, most projects require vibration 
measurements of relatively large technical surfaces, such as 
a transformer housing, building walls or similar structures. 
Often, there is insufficient space to install the measuring 
system at a  suitable distance. Therefore, the laser beam 
senses the vibrations at the specific measuring point under 
a  large angle. This angle changes according to measured 
point coordinates and the consequent correction is not an 
easy task.

A practical example is shown in Figure 2. The aim is 
to investigate natural frequencies and mode shapes for 
vibrations of high voltage transformer housing. The matrix 
of investigated points is marked with red dots. The position 
of the laser vibrometer is considered to be at coordinates 
[x0, y0, z0]. The arms r1 - r4 represent the distances 
measured (with a  laser) between the vibrometer lens and 
all of the transformer housing corners.

As obvious, the oscillations scanned at different 
positions must be accordingly recalculated prior the final 
evaluation. The triangle seen in Figure 3 proposes the 
method to determinate necessary correction coefficient for 
any evaluated point.

Considering the surface of the transformer housing 
to be the reference plane, it is possible to determine the 
observing position by solving the set of Equations (1).

1	 Introduction

Laser Doppler Vibrometry (LDV) has been primarily 
used in medicine [1-3] but offers a wide range of technical 
capabilities also in engineering applications involving 
contactless vibration measurement [4-8]. It has been 
introduced as a  very sensitive method applicable for 
measurements that assess movements of high-dynamic 
components. This method is particularly important for 
applications where physical contact with analyzed device 
is not technically possible, typically rotating machines in 
operation, measurement of hot surfaces or surfaces under 
high voltage.

Commercially available LDV are typically constructed 
with a  single beam to measure radial and axial vibrations 
or with parallel beams to measure pitch and torsional 
vibrations. Therefore, they can only collect data at one 
point at a  time. In such a  case, performing a  complex 
modal analysis to obtain an operational deformation shape 
is usually a  relatively long process. This problem is even 
more difficult for larger structures or for low natural 
frequency structures, such as aircraft, space structures or 
civil structures [9-16].

As stated in [17], the market offers several types of 
laser-scanning vibrometers allowing multiple points to 
be measured simultaneously, but they are usually very 
expensive and complicated. The authors of the same work 
[17] presented their own design of a  three-dimensional 
measuring system visible on Figure 1 and consisting of 
a single point vibrometer that can redirect the laser beam 
using computer-controlled mirrors. The only disadvantage 
of the proposed system was the lack of an observation 
angle correction algorithm when measuring large surface 
from one position.
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In this case, Equation (1) can be rewritten according to 
Figure 2 into a simpler Equation (2).
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Figure 1 LDV with XY scan head [17]

   
Figure 2 Practical example for the method application
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The method can be used for any complex shape by 
dividing the whole surface of the analyzed object into 
smaller but simpler regions and applying it repeatedly. It is 
similar to application of the finite element method.

3 	 Experimental Measurement

The validity of the proposed correction method is 
practically demonstrated by laboratory measurement of 
natural frequencies and mode shapes for vibrations of 
high voltage transformer housing shown in Figure 2 right. 
A  block diagram of the measurement system is shown in 
Figure 4.

During the experiment, the transformer housing was 
mechanically excited by the dynamic vibration generator 
(Type 4824) in the frequency sweep mode (1-100 Hz). It is 
a lightweight modal exciter capable of exciting oscillations 

The position of the observation point is then [x
0
, y

0
, 

z
01

]. Further, if the length a  seen in Figure 3 is calculated 
as Equation (7)

x x y yA A0
2

0
2a= - + -^ ^h h ,	 (7)

then the angle a  is given by Equation (8) and the angle 
c  is obtained from Equation (9).

a z
atan 01a= b l 	 (8)

2c r a= - 	 (9)

Finally, the correction factor is according to Equation 
(10).

coskr c= 	 (10)
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Figure 4 Block diagram of the experimental setup

      
Figure 5 Vibration generator (left), position of excitation point on transformer housing (right)
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An additional equivalent accelerometer measurement 
was performed to validate the presented results as this 
method is usually considered to be a  reference in a given 
scientific field. Comparison between LDV and accelerometer 
measurement is shown in Figure 7. For this purpose, 
a  constant current line drive accelerometer (4533-B) was 
a  perfect choice due to high sensitivity, wide frequency 
range and low noise.

Minor inaccuracies in the frequency domain are caused 
by the non-linear response of the transformer housing, 
whose frame is manufactured from a  set of aluminum 

with a  force of 100 N. Figure 5 shows the location of the 
exciter along with the transformer housing being analyzed.

Measurements were repeated four times in a sequence 
and subsequently averaged. The transformer housing from 
the viewpoint of the laser vibrometer (laser targeting to the 
upper right corner) is shown in Figure 2. 

The resulting correction factors calculated using 
Equations (1)-(10) are listed in the left side of Figure 6. The 
vibration spectrum measured at the measuring point “17” 
can be seen in the right side of the same figure.
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Figure 6 The correction factors calculated for evaluated measuring points (left), the measured vibration spectrum valid  
for the measured point “17” (right)
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Figure 8 Mode shape of the transformer housing at first significant frequency 5.25 Hz; accelerometer (left),  

laser vibrometer (right)
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whole surface of the analyzed object into smaller but 
geometrically simpler regions and applying it repeatedly.

The method has been verified by a  laboratory 
measurement performed on the high voltage transformer 
housing. The results have shown very good agreement 
between corrected LDV and the equivalent accelerometer 
measurement. Therefore, the proposed correction method 
should be considered as valid.
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structural beams interconnected with a  plastic clutch 
assembly. Another slight difference manifested mainly at 
higher frequencies may be caused by the accelerometer 
mass. This additional weight can cause slight distortion in 
both amplitude and spectral regions by shifting individual 
antinodes.

The qualitative comparison between transformer 
housing mode shapes derived from results of accelerometer 
measurement and the LDV measurement is shown in Figure 8. 

4	 Conclusion

The paper has given a brief discussion on the technical 
background and the most important benefits of using laser 
Doppler vibrometry. It has proposed a correction method of 
the oblique-angle vibration for a vibration measurement with 
a laser beam. The study has brought a simple mathematical 
description of the analyzed geometrical problem and has 
shown a practical example of its proper usage. Moreover, 
it could be used for any complex shape by dividing the 
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Capacity assessment of urban roads according to Slovak standard does not sufficiently take into account the 
influence of vehicle maneuvers on road section performance between the two intersections. This research analyzed 
turning relations on selected urban road intersections and the influence of right turn and left turn on major stream 
speed changes. For the purpose of determining the influence of the right turn on decrease in capacity, measurements 
were carried out at 7 uncontrolled intersections with curve radius ranging from 6 to 30 m. To determine the influence of 
the left turn on the capacity of urban road a critical gap was evaluated, using the Raff’s, method, based on the analysis of 
accepted and rejected gaps in the major traffic stream, which was one of the main inputs for simulations. The findings 
were used to determine the influence of selected maneuvers on the road capacity, which led to a proposal for reduction 
coefficients based on computational analysis performed using simulations in PTV VISSIM.
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the U  turns at median openings with narrow medians 
(median nose width 6.4 m). 

The turning relations are often simulated by software 
tools. In recent years, VISSIM of PTV VISION packet has 
been used most frequently. 

Researchers in [9] simulated the turning relations 
using the VISSIM. Although their analysis of turning was 
predominantly based on the Harder´s model, they also 
determined the base critical gaps for different types of 
movement on unsignalized intersections (Table 1). Apart 
from presenting important data, the model confirms the 
suitability of the VISSIM program for similar purposes.

Delay during the turning relations on intersections is 
also analyzed in the Highway Capacity Manual [10]. The 
HCM analyzes the  problem of calculation of delay during 
the turning on intersections separately for the left and right 
turns. The delay during the right turn is solely a  result of 
deceleration of turning vehicles and the adaptation to the 
speed of previous vehicles. The delay during the left turn is 
a result of waiting for the previous vehicle to complete their 
turning maneuver.  Generally, the typical values of delay 
given in Table 2 may be used.  

The values are only valid for 10 % of turning vehicles 
and must be reduced in the case of the remaining vehicles. 
Predictions of speed changes on the right turning lanes on 
urban streets are offered in [11]. 

The parking manoeuvers significantly contribute to 
reduction of the capacity of urban streets. Results of 
[12], which describe the number of lanes and the number 
of parking manoeuvers per hour as the variables for the 
capacity reduction, were adopted in the HCM 2000 [10]. 
Likewise, Valleley in [13] focuses on relation between 

1 	 Introduction 

Influence of the turning maneuvers at simple 
intersections and parking spaces on the reduction of 
the capacity of urban roads has not received much 
attention. Focus has predominantly been directed at signal 
intersections, e.g. Kim [1].

Several models and analyses were created for 
unsignalized intersections, which consider turning relations 
[2-6].

Authors of [7] dealt with an analysis and modelling 
of turning relations and their influence on the 
intersection capacity in urban intersections in China. They 
generally focused on two types of crossing behaviors. The 
first type is called the single-vehicle-crossing (SVC) and 
usually appears when the traffic flow is not saturated. The 
second type is known as vehicle-stream crossing (VSC) and 
refers to situations when one or more vehicles have to seek 
for the right gap to move across another vehicle stream. 
More attention from researchers is devoted to describing 
this type of crossing behavior.

Research has also focused on the capacity analysis of 
turning maneuvers on the U-turn intersections and their 
influence on the capacity of the intersections. This topic 
was addressed in [8] where analysis applied the values of 
the base critical gaps t

c,base
, as well as the base follow-up 

time t
f,base

.
The critical gap was determined to be about 6.4 s, the 

follow-up time 2.5 s.  In the case of U-turns, accommodated 
at median openings with narrow median nose width of 
6.4 m, the critical gap was about 6.9 s and the follow-up time 
3.1 s.  Difference in capacity was up to 286 pc/h for making 
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2	 The influence of turning vehicles  
on the capacity of urban roads 

2.1 Right turns 

Measuring spots were selected based on the previous 
research findings related to the characteristics of traffic 
and road network, in a way that would represent maximum 
range of radius sizes for turns from the main road, 
a sufficient number of turns with respect to traffic intensity 
and the angle of intersection of approx. 90°. Altogether, 7 
uncontrolled level intersections with curve radius ranging 
from 6 to 30 m were tested. Measurements were carried out 
at individual spots in duration of 4 hours in order to record 
the traffic flow during the peak hour, as well as in lower 
volumes.

Instantaneous vehicle speed during the right turn was 
measured using a hand-held radar. Measured and analyzed 
were factors, as well as deceleration of vehicles, prior to 
turning with respect to the curve radius. 

In order to determine a generally valid dependency, the 
data were selected at two levels and the resulting sample 
was used to determine the level of influence of the right-turn 
maneuver on the urban road capacity. To assure objectivity 
of both selections, the data were processed according to 
the standards of mathematical statistics and the speed 
dependency on turn and radius size was determined, as 
illustrated in Figure 1. 

Results show quite a  wide range of speeds on turns. 
While the speed on a  turn of R = 6 m is in the range of 
20.59±2.89 km/h the speed on a  turn of R = 30 m is in the 
range of 33.28±3.43 km/h, which means the speed is higher 
by 61.63 %. From the resulting dependency formula, it 

the number of parking maneuvers and the reduction of 
urban road capacity. Yousif and Purnawan [14] analyze the 
difference in time delays between the parallel and angle 
on-street parking.

Authors of [15] analyze the influence of these changes 
on the travel-time delays. The parking maneuvers affect 
car and bike lanes. They also increase the delay of traffic 
and reduce the capacity of the adjacent travel lane. Along 
with that, on-street parking also increases the number of 
traffic accidents. They conclude that on-street parking 
could reduce capacity and cause congestion. Their model 
is designed to predict delay in the travel time during the 
parking maneuvers under various conditions.

The methodology of collection, selection and analysis 
of data regarding the characteristics of traffic flow and 
observations of actual intersections in the city of Zilina 
were performed as a part of research activities conducted 
at the author´s institution. The aim of this part was to 
determinate the influence of selected maneuvers on urban 
road capacity. The analysis included the effect of turning 
vehicles to the capacity of the intersection without the 
influence of next effects, e.g. impact of pedestrians, in 
the sense of Slovak Standard for the simple intersections. 
Only the analysis of regular intersections was selected for 
presentation in the paper. 

The results were compared to the currently effective 
methodology stated in Slovak standard, which only takes 
into consideration the influence of maneuvers that is 
based on their minimum numbers. To verify the theoretical 
calculations, measurements were used as input into 
a  simulation model which was used to further specify 
obtained results.

Table 1 Critical Headway and Follow-Up Time for Different Turning Movements, [9]

Vehicle movement

Base critical,

tc,base (s)

Base follow-up time, tf,base 
(s)

Left turn from major (four-lane) 4.1 2.2

U-turn (six-lane) 5.6 2.3

U-turn (four-lane, wide median) 6.4 2.5

U-turn (four-lane, narrow median) 6.9 3.1

Through traffic on minor (four-lane) 6.5 4.0

Left turn from minor (four-lane) 7.5 3.5

Table 2 Typical values of delay by HCM [10] 

Midsegment Volume

(veh/h/ln)

Through Vehicle Delay (s/veh/pt) by Number of Through Lanes

1 Lane 2 Lanes 3 Lanes

200 0.04 0.04 0.05

300 0.08 0.08 0.09

400 0.12 0.15 0.15

500 0.18 0.25 0.15

600 0.27 0.41 0.15

700 0.39 0.72 0.15
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(e.g. speed, density and volumes) from the lane segments. 
The data reflect changes of the traffic flow characteristics 
depending on design, [16].

Six simulation series were carried out using the model, 
each one corresponding to a  particular radius size and 
a corresponding speed on a turn (of maximum and minimum 
size). Thus calibrated, the model was assigned a lane with 
varying numbers of vehicles going straight and turning right. 
The alteration of values was carried out 8 times for each 
series, with the following ratios:  1775:25, 1750:50, 1700:100 
vehicles per hour and with the following ratios expressed 
in percentage: 90:10, 80:20, 70:30, 60:40 and  50:50. The 
purpose of this variation in ratios of the direction of traffic 
was to create various situations to determine the influence 
of the right turn maneuver on the decrease in the capacity 
of a  collector urban road with respect to the number of 
turning vehicles. The first three ratios corresponded to 

follows that increasing the turn radius size by 1 m increases 
the speed by 0.9 km/h.

This confirms the assumption that regulations should 
not quantify all the right turns by one common value 
because their influence on the vehicle speed might be 
entirely different.

To determine the influence of selected vehicle 
maneuvers on decreasing the capacity of collector urban 
road, a simulation model was developed using the simulation 
software PTV VISSIM. From geometrical perspective, this 
was a simple model. To calibrate the model, the final speed 
values and other characteristics of vehicle movement in 
traffic flow were used in order to determine the influence 
of the radius size of the right turns on the capacity of urban 
road. The microsimulation allows evaluate the traffic flow 
characteristics second by second based on the new design 
elements. Software PTV VISSIM could log several indicators 

Figure 1 Influence of the right turn radius size on the speed on a turn

Table 3 Through vehicle speed (km/h) with respect to the right turns for a = 3.4 m/s-2

R (m)
Number of right turns Percentage of right turns

25 50 100 10 % 20 % 30 % 40 % 50 %

6 49.033 48.729 48.096 47.318 44.459 41.754 38.245 37.128

9 49.069 48.992 48.3 47.717 46.644 44.456 42.405 38.565

12 49.106 49.091 48.64 48.143 47.168 46.427 45.236 43.392

18 49.135 49.176 48.903 48.37 48.145 47.594 47.073 45.856

24 49.184 49.261 49.159 49.093 49.175 48.92 48.708 48.402

30 49.194 49.281 49.235 49.291 49.402 49.425 49.246 48.985

Table 4 Reduction coefficient of capacity with respect to the right turns for a = 3.4 m/s-2

R (m)
Number of right turns Percentage of right turns

25 50 100 10 % 20 % 30 % 40 % 50 %

6 1.00 1.00 1.00 1.00 0.99 0.98 0.96 0.94

9 1.00 1.00 1.00 1.00 1.00 0.99 0.97 0.96

12 1.00 1.00 1.00 1.00 1.00 0.99 0.98 0.98

18 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99

24 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

30 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
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the fact that the initial required speed of vehicles in 
a simulation model oscillates within the range 50±2.0 km/h, 
the decrease in the speed of the through traffic flow due to 
the right turn is very low. Maximum decrease in speed is 13 
km/h, which corresponds to the minimum radius size and 
represents 50 % of the right turns.

The results show that the deceleration of vehicles 
prior to turning (i.e. the distance from the edge of the 
intersection at the moment when deceleration began) 
does not have a significant influence on the traffic flow as 
a whole and the corresponding average decrease in speed 
and urban road capacity.

From these findings follows that influence of the right 
turn on the decrease in the capacity of urban road is not 
significant. Decrease in capacity takes place when the ratio 
of turning vehicles is high (30 % and more), provided that 
the radius size is lower than 12 m. Table 4 illustrate that 
maximum decrease of capacity according to the reduction 
coefficient determined from the ratio of vehicles released 
by the simulation model to the initial number of vehicles, 
is approximately 6 %, at minimum radius size and 50 % of 
right turns.

the number of turns from the continuous straight lane in 
direction to the right as they are considered by STN 73 6110 
[17] i.e. 25, 50, 100 maneuvers per hour, respectively. The 
series were simulated twice, for the value of deceleration 
of a vehicle of a = 2.0 m/s-2 as considered by the simulation 
software and for the value of deceleration of a  vehicle 
of a  = 3.4 m/s-2 by AASHTO Green Book [18]. Overall, 
to determine the influence of the right maneuver on the 
capacity of the collector urban road, nearly 100 simulations 
were carried out and evaluated, the required output data 
being the average speed of the continuous traffic flow and 
the number of vehicles passing through the model in 1 hour, 
which was used to determine the decrease of the capacity 
as a ratio of these vehicles to the number of vehicles equal 
to the basic capacity, i.e. the basic volume of the collector 
urban road (reduction coefficient). Examples of results of 
the simulations are shown in Tables 3 and 4 and Figure 2.

Results show that the decrease in the speed of vehicles 
in the traffic flow is lower than what was predicted from 
the absolute values of the speed of vehicles on turn with 
respect to the radius size. The average decrease in speed of 
the traffic flow from maximum speed limit was 2.89 km/h 
at a = 2.0 m/s-2 and 2.74 km/h at a = 3.4 m/s-2. Considering 

Figure 2 Dependency of decrease of capacity on the number (percentage) of turning vehicles  
and curve radius size (a = 3.4 m/s-2)

Figure 3 Decrease in capacity with respect to number of the right turns according  
to the research and according to Slovak standard
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did not accept a gap that was lower than the one they had 
rejected before.

The outcome of the measurements, processed videos 
from individual intersections and subsequently obtained 
accepted and maximum rejected gaps, was an estimation 
of critical time gaps. They were determined for individual 
intersections, which were observed by four selected 
methods of assessment:
1.	 estimate of t

g
 based on the gaps that were accepted and 

rejected by drivers turning left, and which occurred 
between the two vehicles driving only straight in 
a superior traffic flow during the peak-hour intensity - 
label (PHI without RT)

2.	 estimate of t
g 
based on all the gaps that were accepted 

and created by drivers turning left, which occurred in 
a superior traffic flow during the peak-hour intensity - 
label (PHI)

3.	 estimate of t
g
 based on the gaps that were accepted and 

rejected by drivers turning left, and occurred between 
the two vehicles driving only straight in a  superior 
traffic flow during the time of measurements - label (all 
measurements, without RT)

4.	 estimate of t
g
 based on the gaps that were accepted and 

rejected by drivers turning left, and which occurred in 
a superior traffic flow during the time of measurements 
- label (all measurements).

The results of these evaluations are presented in  
Table 5.

The results show a  relatively broad span in t
g
, which 

is dependent on the type and quantity of data it was 
estimated from. The t

g
 based on measurements taken 

during the peak hour has a  larger span than t
g
 based on 

all the measurements, taken during the entire observation. 
The maximum span of t

g 
reaching 2.0 seconds resulted from 

evaluation of gaps between the two vehicles driving straight 
in the superior traffic, which drivers turning left accepted 
or rejected during the peak hour.  The dependency of the 
critical time gaps t

g
 on the intensity of superior streams is 

illustrated by Figure 5.

Based on the findings, it is possible to determine 
functional levels for the quality assessment of the collector 
urban roads according to speed.

Comparison to the methods of assessment of the 
right turns according to Slovak standard [17] shows that 
when the number of turns is 25, the capacity of the section 
decreases by 4 %; with the number of turns being 50, there 
will be a  10 % decrease; and with 100 turns, the expected 
decrease is 20 %. Research results for such a  number of 
turning vehicles did not shown any decrease in capacity 
(Figure 3).

2.2 Left turns

The effect of the left turns to the decreasing of the 
capacity of simple intersections is determined in the Slovak 
Standard without the influence of opposite traffic flow 
intensity.  For the purpose of determining the influence of 
the left turn on decrease in capacity, measurements were 
carried out at 5 uncontrolled intersections in the city of 
Zilina. Measurements were performed at individual spots in 
duration of 4 hours in order to record the traffic flow during 
the peak hour, as well as in lower volumes.

To determine the influence of the left turn on the 
capacity of urban road it was necessary to first determine 
the critical gap. For this purpose, the Raff’s method was 
used, which draws values of the critical time gap from the 
intersection of sum lines of accepted and rejected gaps 
(Figure 4). The sum line for accepted gaps (the rising curve) 
is a line, whose every point states the percentage of all the 
accepted gaps that are lower than the given gap. The sum 
line for rejected gaps (the declining curve) is a line, whose 
every point state what percentage of all the rejected gaps 
is greater than the given gap. For every vehicle, only its 
maximum rejected gap was considered for the sum line 
(a vehicle may reject more gaps for turns on the superior 
counter flow in the traffic flow). For the evaluation purpose, 
were considered only  gaps of those drivers who, prior to 
accepting a gap in the superior traffic flow to make a  left 
turn, had rejected at least one gap and at the same time, 

Figure 4 Results of t
g
 based on the Raff’s method for one of the selected intersections
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standard [17]). Since it is expected that the capacity of 
a  section of a  collector urban road in the case of the left 
turns is largely influenced by the density of the superior 
traffic flow, the entry intensity values for the superior 
stream in the simulation model varied from 100 to 1800. 
Overall, to determine the influence of the left maneuver on 
decrease in the capacity of the collector urban road, 576 
simulations were carried out and evaluated leading to 576 
reduction coefficients. An example of the simulation results 
is presented by Figures 7 and 8.

From the findings follows that with increasing critical 
time gap t

g
 increases the influence of left turn, which 

causes a  significant decrease in the capacity of a  section. 
With the maximum number of turns (100 = 33 left turns), 
which is considered by Slovak Standard [17], the decrease 
in capacity may be as much as 39 % (entry volume 1800 pc/h 
with the number of vehicles in the superior traffic flow 1800 
pc/h), or 43 % (entry volume 1233 pc/h with the number of 
vehicles in the superior traffic flow 1800 pc/h).

With the maximum number of turning vehicles, as it 
is considered by the standard, and with the volume upon 
entry at 1800 pc/h, the capacity does not decrease until 
the number of turning vehicles in the superior traffic flow 
reaches 1500 pc/h at t

g
 = 4 s. With other t

g
 the decrease does 

not manifest until the intensity of the superior traffic flow 
is equal to 1233 pc/h.

Increase in the number of turning vehicles causes 
increase in the influence of the left turn, which results 
in a  significant decrease in the capacity of a  section. At 
the ratio of the left turning vehicles of 10 %, the capacity 
decreases as soon as the volume of the superior traffic 
stream is 700 pc/h, with t

g
 = 4 s leading to a decrease by 6 %, 

and with t
g
 = 6 s up to 14 % (at the intensity upon entry at 

1800 pc/h) (Figure 9). 

Analyzed measurements confirm the dependency of 
the critical time gaps t

g
 on the intensity of vehicles in 

the superior traffic flow. With rising intensity, drivers 
turning left accept shorter gaps between vehicles. This 
phenomenon has been confirmed by the results of research 
done in [19], [20], [21]. Figure 6 presents the results of 
studies of Czech Technical University [21] and University of 
Zilina. The comparison was chosen on the dependence of 
very similar traffic conditions in Czech and Slovak republic.

The speed of decrease of t
g
 (the steepness of the curve) 

is lower in the case of results obtained by authors than in 
the case of dependency discovered by the study by Czech 
Technical University (CVUT). This may result from factors 
such as the speed of the superior traffic flow as well as 
the mentality of drivers. While the dependency obtained 
from the CVUT study is represented by a  linear function, 
the dependency obtained from authors is represented by 
an exponential function, which better describes the trend 
in data (the authors expect that with rising intensity of 
superior streams the value of t

g
 will be stable, i.e. it will 

never equal to zero). The results have been confirmed also 
by [22], where the observed t

g
 value was 5.8-6.04 s. In order 

to determine the influence of the left turn maneuvers of 
vehicles on capacity of the collector urban road, 4 series 
of simulations were carried out in a  simulation model. 
In each series, different value of the critical time gap 
(4.0 s - minimum; 5.3 s - average; 5.5 s - stated in the Slovak 
Technical Condition TP 102 [23]); 6.0  s  - maximum) was 
entered for the link, from which vehicles turned left from 
the main road to a side street. Direction of the traffic varied 
at the point of entry into this link, from entry in the straight 
direction and to the left in a similar fashion as in the case of 
the right turn in various ratios. Three ratios corresponded 
to the number of the left turns from the continuous traffic 
flow to the left in a  way that is considered by Slovak 

Table 5 Span of the critical time gaps t
g 
obtained from evaluations of accepted and maximum rejected gaps

t
g
 (s)

University of Zilina Research (PHI) 5.0 - 6.0

University of Zilina Research (PHI, without Right Turns) 4.0 - 6.0

University of Zilina Research (all measurements) 5.1 - 5.7

University of Zilina Research (all measurements, without Right Turns) 5.1 - 5.7

Figure 5 Dependency of t
g
 on the intensity of the superior 

traffic stream
Figure 6 Dependency of t

g
 on the intensity of superior traffic 

stream - comparison of author´s study (trend described by 
exponential function) and the CVUT study, [21]
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For 33 left turns, the standard considers flat decrease 
in the capacity by 20 % with no regard to the intensity of the 
superior traffic flow and the critical time gap. The research 
findings show that decrease in the capacity spans between 
0-28 % for t

g
 = 4.0 s; 0-53 % for t

g
 = 5.3 s; 0-71 % for t

g
 = 5.5 

Given the same volume upon entry and the ratio of 
turning vehicles being 50 %, the capacity decreases as soon 
as the intensity of the superior traffic stream is at 400 pc/h, 
at t

g
 = 4 or 200 pc/h for other t

g
.

Figure 7 Dependency of average speed of the traffic stream on the number (percentage) of turning vehicles  
and the intensity of counter-stream DP

Figure 8 Dependency of number of realized maneuvers on the number (percentage)  
of turning vehicles and the opposing flow rate 

Figure 9 Dependency of capacity decreasing on the t
g
 value 
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traffic flow on the combination of the intensity, i.e. the ratio 
of turning vehicles and volume of the superior traffic flow.

All the obtained dependencies could provide guidelines 
for the assessment of collector roads not based on the 
decreasing their capacity but based on determination of 
functional levels with respect to the average speed of 
vehicles in traffic flow, as well. It has clearly been shown 
that besides the number of turning vehicles, it is necessary 
to take into account other characteristics of the traffic 
flow, such as the intensity of the superior traffic stream and 
the critical time gap. The presented results objectify and 
expand the scale of values required for the determination 
of the maneuvering coefficient.

Furthermore, in order to determine the decrease in the 
capacity of uncontrolled intersections in the urban areas 
[24], it is necessary to pay attention to impact of pedestrians 
on the turning maneuvers and also the effect of intersections 
with the unconventional arrangement of superior traffic 
flows. In this respect, research activities at the university 
are already being implemented and are directed towards 
adjusting the Slovak standards and technical regulations. 

s and 6.0 s. From that follows that the capacity of a section 
should not be determined solely by the number of the left 
turns because of the broad span of the rate of influence of 
this maneuver in relation to the intensity of the superior 
traffic flow. In the extreme case, a  higher ratio of the left 
turns may decrease the capacity by as much as 90 %.

3	 Conclusion

The analysis of results shows that the right turn per se 
does not significantly influence the decrease in the capacity 
of urban road as it is considered by the Slovak standard 
[17]. The decrease in the capacity only occurs at a  high 
ratio of turning vehicles (min. 30 %) and at the radius size 
not being larger than 12 m. From that follows that in order 
to assess the capacity of urban road, it would be more 
objective to use a  combination of the two methods - to 
determine Level of Service (LOS) based on the speed of the 
continuous traffic flow and decrease in the capacity based 
on the reduction coefficient.

In the case of the left turn, the results show clear 
dependency of the capacity of urban road and the speed of 
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the strength of the cement matrix by activating the curing 
process in a binding system.

4	 Practical significance

When introducing a  modified cement system into the 
concrete mixture, the reduction of the open porosity to 
3-5 %, depending on the composition, has been achieved. 
Conducted tests for water resistance and frost resistance 
of the repair layer of concrete revealed that the modified 
concrete corresponds to the mark on water resistance W14 
and the brand on the frost resistance F 300. The developed 
technology of physico-chemical activation of the cement 
system allows the use of conventional cement for obtaining 
durable concrete of special purpose, which allows to 
reduce the cost of such concrete by 27-34 %.

5	 Introduction

The durability of concrete and reinforced concrete 
depends on a  large number of factors, the main of which 
are the conditions of operation, the type and composition 
of concrete, as well as the degree of aggressiveness of 
groundwater, the impact of which is under construction 
structures.

As it is known [1-2], the main reason for destruction of 
the bulk concrete in the contact zone with groundwater is 
the corrosion of the cement matrix of concrete. The reason 
for this is formation of calcium hydrosulphoaluminate, 

1	 Purpose 

Investigation of the operational properties of modified 
concrete of special purpose with determination of the 
possibility of use of the ordinary Portland cement for 
construction of structures operating under aggressive 
sulphate environment.

 

2	 Methods 

The research of operational properties of modified 
concrete with use of the infrared spectroscopy, X-ray 
diffraction, microscopic, differential-thermal and chemical 
methods has been carried out.

3	 Scientific novelty

It was established that the polymeric component of the 
organomineral modifying complex changes the nature of the 
super-molecular structures in the activated cement system 
- at optimal filling, globules decrease in size preventing the 
phase surface diffusion, which contributes to increase of 
the waterproofness of modified concrete;  it was established 
that at temperatures of 20-40 °C the polymer particles of the 
organomineral modifying complex with their functional 
groups interact with the surface organic substances of fine 
silica, which increases the activity of calcium silicates and 
hydrosilicate new formations, contributing to increase of 
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concrete in specific conditions of operation is guaranteed 
a fairly high atmospheric resistance. This is also confirmed 
by the stable values of material strength during the test. 
The mathematical model of processes of the corrosion 
resistance of concrete was obtained, for which the method 
of the experiment factor planning was used. The essence 
of the method is the variation of all the factors that 
influence the process on a  certain plan, representation of 
the mathematical model in the form of a linear polynomial 
and the study of the last method of mathematical statistics. 
The data processing allowed derivation of an equation 
that relates the sulphate stability of the concrete with 
parameters of the aggressive medium (the content of 
sulphate ions) and the characteristics of the concrete itself 
(the content of C A3  in the cement, the quantitative content 
of the active complex in the concrete and the CaCO3  
in the fine aggregate). Using the mathematical model of 
the concrete corrosion resistance gives an opportunity to 
calculate the coefficient of sulphate stability and predict 
the durability of the reinforced concrete structures that are 
exploited under conditions of sulfate aggression.

For an estimate of the water influence on the 
microstructure of the modified cement system, an infrared 
analysis of the samples was carried out before and after 
keeping them in water for 6 months. It was established 
that changes occur in the region of absorption bands of 

cm1380 1-  and cm1450 1- . Introduction of the polymer 
component of the organomineral modifying complex 
(OMMC) into the cement system changes the nature of 
the super-molecular structures - at optimal filling globules 
decrease in size. An increase in diameter of the super-
molecular structures can lead to development of micro 
porosity. The presence of micro cracks and defects leads to 
the fact that, along with activated diffusion, there is a phase 
surface diffusion, which leads to an increase in permeability 
[11-13].

The organomineral modifying complex consists 
of a  plasticizer, an active mineral component and 
a chemical structure-optimizing agent. Amorphized silica 
with a  specific surface area 1100 m2/kg was chosen as 
the active mineral component. The peculiarity of the 
chemical optimizer of structure formation is its ability 
to stabilize the crystal formation of the cement matrix, 
being a  structural and chemical analogue of the mass 
of the crystalline hydrates. Surfactant OMMC changes 
the relaxation processes, promotes creation of the less 
stressed and defective structures and prevents appearance 
of the phase diffusion. In addition, creation of a monolayer 
SAA on the surface of a  mineral modifier in the form of 
a microfiber leads to emergence of the “surfactant-mineral 
microfiber” in contact with mobile (less rigid), easy to 
regenerate bonds, which positively affects adhesion of the 
polymeric component to the surface of a mineral modifier.

During the operation of special structures, their surface 
is exposed to stretching and compressing stress [7, 14]. To 
determine the possibility of increasing durability of used 
reinforced concrete structures, studies of atmospheric 

the interaction of lime with magnesium salts, as well as 
direct leakage of lime from concrete. The most destructive 
effect on concrete is exhibited by the sulphate corrosion, 
regardless of the composition and structure of concrete, 
the type of structures, the nature and magnitude of 
operating load and conditions of service. For current 
presentations of salts that are part of the aggressive 
medium, sulphates of various nature and concentration 
are the most dangerous for the cement stone. Destruction 
of the cement matrix of concrete in sulphate media is 
accompanied by formation of the three-sulphate crystals 
of calcium hydrosulphoaluminate. Crystallization of the 
calcium hydrosulphoaluminates causes destruction of the 
cement matrix due to a significant increase in the volume 
of the solid phase. According to Lee [3], this fact itself is 
enough to explain destruction of the cement stone.

Formation and destruction of calcium 
hydrosulphoaluminate is an important chemical process. 
The study of the mineralogical composition of the cement 
stone samples stored in a  sulphate medium showed that 
a  significant amount of SO42-  ions bind to cement stone, 
[4-6]. The more of the three-calcium aluminate C A3^ h  
is in the cement, the more of SO42-  ions binding, that is, 
absorption is sulphoaluminate.

In connection with the main destructive factors of the 
sulphate corrosion, methods for increasing the durability 
of concrete under the sulphate aggression have been 
developed. These include use of the sulphate-resistant 
cement, Portland cement containing C A3^ h  content not 
more than 5 % and a number of special cements; increase in 
the content of gypsum in the cement with a faster binding 
of aluminates in the plastic state; increase in the density of 
concrete; introduction of admixtures in concrete; use of the 
carbonate fillers [7-8].

Those methods aim to prevent or slow down diffusion 
of the sulphate ions into concrete, reduce the content of 
calcium aluminates or their timely reaction with certain 
components of concrete. Sulphate interaction should 
become a  component part of processes associated with 
the structure formation of the cement matrix of concrete. 
It is not as much to protect the structure from penetrating 
sulphate water into the concrete or to reduce the content 
of C A3^ h  in the cement, as to get the cement matrix in the 
concrete, where hydrosulphoaluminate will be instead of 
hydrated aluminate. The authors of [9-10] came to the same 
conclusion about the positive influence on the sulphate 
resistance of cement when introducing gypsum.

6	 Results

To determine the possibility for increasing durability 
of the exploited reinforced concrete structures, studies 
on the weather resistance of modified concrete have been 
carried out. Modified concrete samples are characterized 
by a  slight deformation throughout the test period. When 
modifying the cement system, the mass gain of samples is 
insignificant compared to the normal concrete. Modified 
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The results of research on the influence of alternating 
water saturation and drying of concrete samples are shown 
in Figures 1 and 2. Experiments revealed that linear 
changes in samples depend on the composition of concrete. 
Modified concrete samples are characterized by the low 
deformability throughout the test period (see Figure 1). 
Similar character of the weather resistance of modified 
concrete was also observed with respect to change in the 
mass of the test samples. It should be noted that when 
modifying the cement the weight gain of the samples is 
insignificant in comparison to the normal concrete (see 
Figure 2). The mass increase of samples of the normal 
concrete is accompanied by an increase of irreversible 
deformations, apparently due to water absorption in the 
presence of open porosity. 

The mass loss of samples with alternating water 
saturation and drying is observed for all the samples; 
however,  for the modified concrete this process is not 
extreme. Obviously, this can be explained by the more 
dense structure of the modified cement matrix of concrete.

As it follows from the results of experiments (see 
Figures 1, 2), a  fairly high atmospheric resistance is 

stability of the modified concrete samples have been 
carried out using the following procedure.

Samples of the fine-aggregate concrete of size
cm4 4 16# #  with / .W C 0 5=  were made. After 28 days 

of hardening, three samples of each batch were dried at 
a  temperature of 80 °C to constant weight, after that they 
were tested for bending and their halves were compressed. 
In the end, faces of other samples of all batches strictly 
centered rappers based on epoxy were fixed. The samples 
were then placed in a  thermostat and dried at 80 °C for 
15 h. Subsequently, after 1 hour of natural cooling the 
samples were weighed and with the help of engineers’ dial 
gauge with a  price of . mm0 0001  their initial length was 
measured. After that, the samples were immersed in fresh 
water for 7 hours at a temperature of 20 °C, they were taken 
out from water, wiped with a damp cloth, weighed and their 
length was measured. Samples were tested up to 200 cycles 
of water saturation and drying. After each 50 cycles testing, 
the three samples were taken, dried to a constant mass and 
tested for bending and their halves were compressed. The 
expending values in mm/m were determined in comparison 
to the length of samples of the same cycle after their drying.

 Figure 1 Change of linear deformations of concrete at alternating water saturation and drying  
(Portland cement PCI-400-P-H)

Figure 2 Change of mass of concrete samples at alternating water saturation and drying (Portland cement PCI-400PH)
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Taking into account the operation of the elements of 
concrete and reinforced concrete structures in conditions 
of variable water level, they are subjected to alternate 
freezing and thawing under conditions of capillary suction. 
Therefore, concrete, designed for building and restoration 
of special structures, should have the high frost resistance.

Modern ideas about causes and mechanism of 
destruction of the concrete under the influence of moisture 
and frost come to the following, [16-17]: concrete is 
considered as a  capillary-porous body, the structure of 
which is defined both by its components and technological 
parameters - conditions of preparation, placing, compaction, 
hardening and storage. The distribution of moisture and its 
total amount in concrete depends on both the nature of its 
structure and the environmental conditions.

Under the influence of negative temperature on 
a  capillary-porous material containing moisture, there are 
its own temperature deformations, which are imposed by 
deformation of ice, formed from the water frozen in the 
pores. The magnitude and sign of the resulting deformation, 
which determine the state of the system, are variable 
quantities and depend on the conditions of the external 
environment and the nature of the concrete structure.

Alongside with studies of the frost resistance, the X-ray 
diffraction and differential-thermal analysis of the cement 
matrix of concrete have been carried out. As follows 
from defectograms, the composition of new formations 
in the cement stone of normal concrete is somewhat 
different from the same composition of modified concrete. 
In conventional concrete, the three-sulfate form of calcium 
hydrosulphoaluminate . ; . ; .d m9 73 5 61 3 85 10 10$= -^ h , 
C AH3 6  . ; . ; .d m104 45 2 30 1 572 10$= -^ h  CaOH 2^ h  

; ;. . .d m104 91 2 61 1 79 10$= -^ h , hydrosilicates of calcium 
areof increased basic capacity . ; . ; .d 4 91 2 61 1 79 $=^

m10 10- h . As part of the new formations of 
modified concrete the formation of four-calcium 
hydroaluminate . ; . ; . ; .d m7 8 3 85 2 43 1 67 10 10$= -^ h  was 
marked, as well as recrystallization into a  mono-
sulphate form of calcium hydrosulphoaluminate 

. ; . ; . ; .d m108 92 4 96 3 99 2 25 10$= -^ h , which obviously 
contributes to increasing the frost resistance of the modified 
concrete.

The data of the differential-thermal analysis confirm 
the results obtained during the radiographic studies. The 
endo-effect with a maximum of 132 °C on a thermogram of 
the cement stone of normal concrete, subjected to a  frost 
resistance test, corresponds to dehydration of the three-
sulphate form of calcium hydrosulphoaluminate and calcium 

guaranteed for the modified concrete in specific conditions 
of operation. This is also confirmed by the stable values of 
material strength during the test. For the normal concrete 
there is a  decrease in strength both during compression 
and bending. Standard samples began to collapse after 127 
cycles of alternating water saturation and drying, while 
samples of modified concrete were in satisfactory state up 
to almost 200 cycles, after which the tests were stopped. 
Results of determining the strength of concrete throughout 
the duration of experiments alternating water saturation 
and drying are given in Table 1.

When the water content of the concrete is lower than 
the boundary, determined in each case by the peculiarities 
of the materials and the state of the cement matrix, the 
material becomes permeable. On the other hand, the 
waterproofness of concrete with permanent composition 
decreases with increasing its water content. In this case 
there is no explanation for the reasons for reducing the 
waterproofness of the concrete. According to [8], with 
an increase in W/C from 0.45 to 0.8, the permeability of 
concrete increases by 100 times. The authors of [2, 7] found 
that when using the Portland cement, the coefficient of 
filtration of the cement stone increases by 10-20 times with 
an increase in W/C from 0.4 to 0.8. It is also argued that the 
main reason for reducing the waterproofness of concrete is 
the increase of its initial water content. A number of experts 
explain this by influence of reducing the cement content 
[7, 9, 15].

Considering the significant influence on formation 
of the structure of waterproof concrete by contraction 
processes, as well as considering solidifying concrete as 
a single system, it is most likely to assume that the primary 
effect on the waterproofness of concrete is the value of the 
cement paste W/C. It is known that with increase of the 
W/C the quality of the cement paste decreases, destructive 
processes intensify in it, as a  result of which a  powerful 
system of pores and capillary channels is created in the 
material [6].

When modifying the cement system, the reduction 
of the open porosity of concrete to 3-5 %, depending 
on the composition is acquired. Conducted tests on the 
waterproofness of concrete established that the modified 
concrete corresponds to the waterproof mark W 14.

In the aggregate of results of studies on the 
waterproofness of concrete, it can be concluded that 
influence of the modified concrete composition on 
fluctuations of the water resistance is expressed not so 
sharply, as for normal concrete.

Table 1 The strength of modified concrete after alternating water saturation and drying (Portland cement PC-I-400P-H)

Type of 
concrete

Strength (MPa) after alternating water saturation and drying (cycles)

50 100 150 200

Compression Bending Compression Bending Compression Bending Compression Bending

Normal 32.4 4.6 27.6 4.1 - - - -

Modified 67.3 8.7 67.4 8.4 66.1 7.6 64.6 7.1
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experimental data array a statistical mathematical model of 
the investigated process was constructed.

To obtain a  mathematical model of processes of the 
corrosion resistance of concrete, the method of factor 
planning of the experiment was used, the essence of which 
consists in variation of all the factors influencing the 
process according to a certain plan, the representation of 
the mathematical model in the form of a linear polynomial 
and the study the latter by the method of mathematical 
statistics.

The general form of the statistical mathematical model, 
in this case, is expressed by a linear polynomial

Y b b x b xn n0 1 1 f= + + + ,         	 (1)

where: 
b0 	 is a constant term,
b1 	 is a linear effects , , ,s n1 2 f=^ h ,
n	 is a number of factors.
Y	 The coefficient of sulphate stability is chosen as 

the outcome variable Y. According to the results of 
previous studies the following factors have the most 
significant effect on concrete corrosion:

	 x
1
 is C

3A
 content in Portland cement,

	 x
2
 is a  content of sulphate ions in the aggressive 

environment,
	 x

3
 is as content of particles of CaCO

3
 in the sand,

x
4 
is a quantitative content of the active complex.

Application area of these factors, taking into account 
the data of previous experiments, is determined by the 
following limits: 5 = x

1
 = 8; 2 = x

3
 = 10; 1 = x

2
 = 20; 10 = x

4
 = 

= 50.
For convenience, the parameters that correspond to 

each value of the experimental data were chosen. The 
principle of correspondence between the experimental 
data and parameters is as follows: the increasing value 
of the experimental data must correspond to the greater 
value of the parameter. Moreover, if the experimental data 
are in a  clearly defined group of specific data, then this 
source code corresponds to the group code. By increasing 
or decreasing the value of the parameter, it is possible to 
determine how the value of the experimental data increases 
or decreases and how it affects the sulphate stability 
coefficient K

C
.   

The data processing allowed to derive an equation 
that relates the sulphate stability of the concrete with 
the parameters of the aggressive medium (the content of 
sulphate ions) and the characteristics of the concrete itself 
(the content of C

3
A in the cement, the quantitative content 

of the active complex in the concrete and the CaCO
3
  in the 

fine aggregate):

. . . . .

. . .

Y x x

x x

0 9552 0 3438 0 1 0 6292 0 1

0 1709 0 1 0 71

1 2

3 4

$ $

$

= - + -

- +
	 (2)

The test for adequacy has shown the good convergence 
of model results. Deviation of the calculated value of from 
the experimental one, does not exceed DK

C
=±0.1 in the 

hydrosilicates. Temperatures of 440 to 445 °C correspond to 
the decomposition of CaOH 2^ h , while the effect for the 
modified cement matrix is less noticeable. At temperatures 
586, 698, 716 °C, the low-basic hydrosilicates of calcium 
type ,CSH B C SH2 2^ h

 
are dehydrated. The endo-effects 

at temperatures of 690 and 710 °C for conventional cement 
are also responsible for expansion of CaCO3 , although 
calcium carbonate is released in small amounts.

Thus, the composition of cement and the structure of 
additives determine the nature of the interaction with the 
aluminate and silicate components of cement. The ability 
to preferentially localize on the surface of the aluminate 
components has additives that do  not react with Ca2+ , 
but contain functional groups that give complexes with 
Al3+ , as well as insoluble products of the interaction 

of polyelectrolytes with Ca2+ , if they contain free polar 
active groups, which are fixed on hydroxylate surface of 
hydroaluminates and calcium hydrosulphoaluminates.

Formation of hydrosulphoaluminates during the 
precipitation on the lime quickly fades due to the surface 
shielding by hydrated films. The generated coagulation 
structures do  not compact much in the first stages of 
hydration. The high adsorption capacity of the polymeric 
component of the OMMC containing amido groups in 
relation to the products of hydration of Portland cement 
clinker, and especially to calcium hydroaluminates, results 
in the rapid formation of loose moisture coagulation 
structures in the modified cement system, which causes 
avalanche growth of initial strength.

The high-molecular SAA change the conditions 
for formation of the phase contacts in the emerging 
structure. When localized in the contact zone, aliphatic 
macromolecular SAA increase and aromatic reduce the 
bond strength of hydrate-hydrate and hydrate-carrier or 
hydrate-hydrate, which affects the integral strength of the 
structure [5].

Speaking about selective adsorption of the SAA on 
clinker minerals and hydrated phases, one cannot but 
note that many researchers, characterizing and assessing 
the effectiveness of the SAA, assign great importance 
to the value of the x-potential on the surface of solid-
phase particles [18]. For cements of different mineralogical 
composition, the x-potential values are different and this 
should be reflected in plasticization of suspensions.

The study of processes of the corrosive destruction 
of concrete proceeding under the influence of aggressive 
groundwater containing sulphate ions allowed to consider 
and determine the nature and degree of destruction of 
the reinforced concrete structures, depending on various 
parameters of the aggressive medium, properties of the 
concrete itself and the conditions of its testing.

The influence of the type of cement, the quantitative 
and qualitative content of the organomineral modifying 
complex and the concentration of sulphate ions in the 
environment on the stability of concrete were studied 
under conditions of one-sided and comprehensive influence 
of the aggressive medium on the samples. Based on the 
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7	 Conclusions

A. When maturing samples of concrete in a  sulphate 
medium for 360 days, the reduction of strength of the 
modified concrete is 3-6 % (reduction of the strength of 
normal concrete is 12-23 %), the coefficient of sulphate 
resistance K

C
 is within 0.91-0.93. Stabilization of the strength 

of modified concrete with time indicates the prevailing of 
constructive processes over destructive. 

B. The mathematical model of corrosion resistance 
processes is obtained. The processing of the data allowed 
to derive an equation that relates the sulphate stability of 
the concrete with the parameters of the aggressive medium 
(the content of sulphate ions) and the characteristics of 
the concrete (content of C

3
A, cement, CaCO

3
 in the fine 

aggregate, degree of modification of the cement system). 
The test for adequacy has shown the good convergence of 
the model results. Deviation of the calculated value of K

C
 

from the experimental one, does not exceed .K 0 1C !T =  
in the whole range of test conditions.

whole range of test conditions. Translated into physical 
scale, equation (2) takes the form:

. . .

. . .

K C A CaCO

SO AK

0 9552 0 3438 0 6292

0 1709 0 71

C 3 3

4

= - + -

- +
	 (3)

The active influence on the sulphate stability coefficient 
of concrete samples is made by the active complex (x

4
); the 

following influence, by value, is the content of CaCO
3
 in the 

fine aggregate. The minus sign indicates the reversal of the 
dependence of sulphate resistance on the content of C

3
A in 

the cement.
Using the mathematical model of the concrete 

corrosion resistance gives an opportunity to calculate the 
coefficient of sulphate stability and predict the durability 
of reinforced concrete structures that are exploited under 
conditions of sulphate aggression.
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Maria Hudakova - Jan Dvorsky

The aim of this paper was to define the important market risk sources in the transport small and medium-sized 
enterprises segment. A  part of this aim is to find out how entrepreneurs evaluate these sources, and quantify the 
differences in their evaluation based on the entrepreneur’s characteristics, such as nationality, age, gender and others. 
The questionnaire was completed by 122 enterprises from Slovakia, Poland, the Czech Republic and Serbia. Statistical 
tools such as pivot tables, percentages and goodness-of-fit tests were applied to verify the formulated hypotheses. The most 
important source of market risk is a strong competition in the line of business. The obtained education of entrepreneurs 
is statistically significant characteristics for the evaluation of the market risk sources in selected transport enterprises. 
The findings are important for state institutions and their support systems in the transport SMEs segment.

Keywords: market risk, small and medium-sized enterprise, transport, losing the customers, stagnation of the 
market
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2 	 Short literature background

The risk management is a global process and a driver 
for business process innovation. Its deployment needs 
to be supported by a  knowledge base associated with 
a  decision support system [5]. In both developed and 
emerging economies, capital markets have become more 
important as a means of allocating resources. As a  result, 
both banks and non-financial firms have realized that the 
number, type and extent of their exposures have increased 
significantly. Finally, a spate of volatile financial innovations 
are simultaneously a source of risk and a means to mitigate 
it [6].

To an economist, risk is defined as the existence of 
uncertainty about future outcomes [7]. Risk is a key factor 
in economic life because people and firms make irrevocable 
investments in research and product development, plant and 
equipment, inventory and human capital, without knowing 
whether the future cash flows from these investments will 
be sufficient to compensate both debt and equity holders 
[8-9].

Global surveys show that even though the risk 
management of the company is not a  new discipline, 
current models of risk management are not flexible enough 
to be able to take into account the dynamics of the market 
[10].

According to Dvorsky et al. and Costa and Fernandes 
[11-12], the market risk related sources that exert the most 
negative influence on enterprise success are an increased 
competition, limited market size, low demand, inefficient 
marketing, poor understanding of competitors, poor 

1 	 Introduction

Enterprises are facing constant changes in the business 
environment and the way to deal with these changes also 
depends on the ability of the enterprise to adapt and accept 
the variability of everyday life [1].  The issues of market risk 
management in small and medium-sized enterprises (SMEs) 
have been analyzed and discussed for a long time [2].  The 
enterprise (also transport enterprise), is facing constant 
changes in the business environment at the national level 
and the way to deal with these changes also depends on 
the ability of the enterprise to adapt and accept the new 
actualities [3-4].

The paper contains a detailed analysis of the following 
market risk sources: losing the customers; a  strong 
competition in the line of business; stagnation of the 
market; unreliability of the suppliers. The case study 
presents the answers from 122 transport enterprises in 
Slovakia, the Czech Republic, Poland and Serbia.

The structure of the paper is as follows: The first part 
presents current findings in the small and medium-sized 
enterprises of the transport segment. The second part 
defines the aim of the paper, the research methodology, 
research methods and the data collection. The section of 
Results presents the evaluation of the empirical research of 
market risk sources. In the discussion, there is a comparison 
to other research results presented. The conclusion offers 
a final summary of own research, its limits and future.
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The authors used questionnaire who contained sources 
for the market risk, economic, financial, operational, 
personnel, security and legal risks. Each risk was created 
from four sources of risk (the sources of risk were created 
by authors). The sources of the market risk (MR): losing the 
customers (MR1); strong competition in the line of business 
(MR2); stagnation of the market (MR3); unreliability of the 
suppliers (MR4). The following hypotheses were made in 
order to achieve the main aim of the study: 

H: Within the defined (H1: nationality; H2: gender; H3: 
age; H4: obtained education; H5: number of employees and 
H6: how long the entrepreneurs have been doing business) 
groups of entrepreneurs, there are statistically significant 
differences in the evaluation of market risk sources.  

To evaluate the formulated hypotheses and thus meet 
the primary goal of the paper, the tools of descriptive 
statistics such as tables and descriptive characteristics 
(frequency, percentages, sum). Then, the relationship 
between qualitative answers of entrepreneurs (using Pivot 
Table) and contingency intensity was used (using the 
Pearson’s coefficient of contingency, which is based on 
the Chi-square). The Pearson’s coefficient was calculated 
and then interpreted because of the decision about the 
statistical significance of differences between selected 
groups of the entrepreneurs. For assessment of the level of 
significance (limit of acceptance or rejection of hypothesis) 
the level of p-value 0.05 was used. Calculations were made 
using the analytical software SPSS Statistics.

The transport entrepreneurs were chosen based on 
demographic characteristics (gender, age, education, 
nationality) and the companies based on selected criteria 
(number of employees, how many years they have been doing 
business). The structure of the transport entrepreneurs´ 
characteristics who filled in the questionnaire was as 
follows: the nationality: Slovak entrepreneurs - 31 (25.4 %); 
Czech entrepreneurs - 20 (16.4 %); Polish entrepreneurs - 51 
(41.8 %) and Serbian entrepreneurs - 20 (16.4 %); the gender: 
male  - 96 (79 %); female - 26 (21 %); the age - up to 30 years 
- 38 (31.2 %); from 31 to 50 years - 62 (50.8 %); over 50 years 
- 22 (18.0 %); the obtained education - secondary school 
without the school-leaving exam - 19 (15.6 %); secondary 
school with the school-leaving exam - 58 (47.5 %); university 
graduates - 45 (36.9 %). The selected characteristics of the 
companies: the number of employees - micro-enterprises 
(to 10 employees) - 69 (56.6 %); a  small company (to 50 
employees) - 43 (35.2 %); a medium-sized company (to 250 
employees) - 10 (8.2 %); how long the entrepreneurs have 
been doing business: more than 10 years - 53 (43.4 %), from 
5 to 10 years - 32 (26.2 %), from 1 to 5 years - 37 (30.3 %).       

4 	 Results and discussion

The following Tables 1-6 summarise the results of 
the assessment of the market risk´ sources (MR1, MR2, 
MR3, MR4) of entrepreneurs according to the selected 
characteristics. The structure of the market risk´ sources 
according to transport entrepreneurs was (n = 122): MR1 

understanding of location and markets and the inability to 
identify the target market [13-14].

The authors in general think that to successfully 
manage or control any transport activity, it is necessary 
to determine the degree and extent of risk. They define 
the terms “risk”, “risk management” and other relevant 
concepts in this field as being that risk management is one 
of the modern working methods that are important not only 
for transport companies but also for other organizations and 
other companies. The outcome of their research analysis is 
the essential risk reduction according to implementation of 
the Lean System and adaptation of the Outsourcing system 
with a transport company. Those methods are important for 
the risk analysis in a transport company [15-16].

3	 Data, methodology and methods

The aim of the paper is to define important market 
risk sources in the transport SME segment and to find out 
how entrepreneurs evaluate these sources and quantify the 
differences in their evaluation based on the entrepreneur’s 
characteristics (nationality, age, gender, obtained education 
and how long the entrepreneurs have been doing business) 
and the enterprises’ number of employees.

The data collection was carried out in 2017 and 2018. 
The sample consisted of 1,689 enterprises in Slovakia, the 
Czech Republic, Poland and Serbia. The structure of the 
sample represents small and medium-sized enterprises in 
the four countries studied. The data was collected through 
a standard questionnaire via an online survey. The answers 
given by the respondents were recorded online in the 
four countries by means of questionnaire. With regard to 
the content and form of the questionnaire used during 
the survey, great attempts were made to ensure that the 
questions were comprehensible and to completely filter out 
any ambiguity, even in terms of the order of the questions.

The entrepreneurs were selected using ‘the random 
selection method’ (using the ‘Randbetween’ function) from 
specialized databases of entrepreneurs for each country 
(Slovakia - Cribis database, Czech Republic - Albertina 
database, Poland - Central Registration and Information on 
Business (CEIDG), Serbia - Statistical Office of the Republic 
of Serbia (OP3C)). With this method, randomness was 
ensured. Of the 1,689 small and medium-sized enterprises 
analyzed, Slovakia provided 487 respondents (28.8 %), 
Poland 474 (28.1 %), the Czech Republic 408 (24.2 %) and 
Serbia 320 (18.9 %).

The entrepreneurs could give their opinion to the risk 
sources, which affect the enterprise intensively - a  very 
low intensity of the risk source (A1); a  low intensity of 
the risk source (A2); a medium intensity of the risk source 
(A3); a  high intensity of the risk source (A4) and a  very 
high intensity of the risk source (A5). The explanation: 
the attitudes of entrepreneurs are: low intensity (A1+A2); 
medium intensity (A3) and high intensity (A4+A5) (three 
point Likert scale in Tables 1-6).
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“losing the customers” (p - value = 0.718); strong competition 
in the line of business (p - value = 0.108); stagnation of the 
market (p - value = 0.905); unreliability of the suppliers (p - 
value = 0.144). Hypothesis H2 is rejected. 

The age of entrepreneurs is not a statistically significant 
characteristics of evaluating the market source: “losing the 
customers” (p - value = 0.238); strong competition in the 
line of business (p - value = 0.314); stagnation of the market 
(p - value = 0.148); unreliability of the suppliers (p - value = 
0.273). Hypothesis H3 is rejected. 

The obtained education of entrepreneurs is 
a  statistically significant characteristics of evaluating the 
market source: “losing the customers” (p - value = 0.045); 
strong competition in the line of business (p - value = 0.004); 
stagnation of the market (p - value = 0.047); unreliability of 
the suppliers (p - value = 0.033). Hypothesis H4 is accepted. 

- low intensity (A1+A2) 24 (19.7 %); medium intensity (A3) 
32 (26.2 %); high intensity (A4+A5) 66 (54.1 %); MR2 - low 
intensity (A1+A2) 14 (11.5 %); medium intensity (A3) 36 
(29.5 %); high intensity (A4+A5) 72 (59.0 %); MR3 - low 
intensity (A1+A2) 32 (26.2 %); medium intensity (A3) 56 
(45.9 %); high intensity (A4+A5) 34 (27.9 %); MR4 - low 
intensity (A1+A2) 46 (37.7 %); medium intensity (A3) 41 
(33.6 %); high intensity (A4+A5) 35 (28.7 %).

The nationality of entrepreneurs is not a  statistically 
significant characteristics of evaluating the market source: 
losing the customers (p - value = 0.324); strong competition 
in the line of business (p - value = 0.118); stagnation of the 
market (p - value = 0.295); unreliability of the suppliers (p - 
value = 0.217). Hypothesis H1 is rejected. 

The gender of entrepreneurs is not a  statistically 
significant characteristics of evaluating the market source: 

Table 1 The evaluation of sources of market risk according to nationality

MR1 SR PL CR SRB MR2 SR PL CR SRB

Low intensity: 8 9 5 5 Low intensity: 6 5 5 5

19.7 % 26 % 18 % 25 % 25 % 11.5 % 19 % 10 % 25 % 25 %

Medium intensity: 11 14 6 5 Medium intensity: 8 14 8 5

26.2 % 35 % 27 % 30 % 25 % 29.5 % 26 % 27 % 40 % 25 %

High intensity: 12 28 9 10 High intensity: 17 32 7 10

54.1 % 39 % 55 % 45 % 50 % 59.0 % 55 % 63 % 35 % 50 %

MR3 SR PL CR SRB MR4 SR PL CR SRB

Low intensity: 7 11 8 6 Low intensity: 15 13 8 9

26.2 % 23 % 22 % 40 % 30 % 37.7 % 48 % 25 % 40 % 45 %

Medium intensity: 19 23 7 7 Medium intensity: 9 20 7 5

45.9 % 61 % 45 % 35 % 35 % 33.6 % 29 % 39 % 35 % 25 %

High intensity: 5 17 5 7 High intensity: 7 18 5 6

27.9 % 16 % 33 % 25 % 35 % 28.7 % 23 % 35 % 25 % 30 %

Note: SR - Slovakia; PL - Poland; SRB - Serbia, CR - Czech Republic. Source: own data collection. 

Table 2 The evaluation of sources of market risk according to gender of entrepreneurs

MR1 Male Female MR2 Male Female

Low intensity: 21 5 Low intensity: 12 5

19.7 % 22 % 19 % 11.5 % 13 % 19 %

Medium intensity: 31 5 Medium intensity: 32 6

26.2 % 32 % 19 % 29.5 % 33 % 23 %

High intensity: 44 16 High intensity: 52 15

54.1 % 46 % 62 % 59.0 % 54 % 58 %

MR3 Male Female MR4 Male Female

Low intensity: 25 7 Low intensity: 36 10

26.2 % 26 % 27 % 37.7 % 38 % 38 %

Medium intensity: 45 11 Medium intensity: 34 7

45.9 % 47 % 42 % 33.6 % 35 % 27 %

High intensity: 26 8 High intensity: 26 9

27.9 % 27 % 31 % 28.7 % 27 % 35 %

Source: own data collection.
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all entrepreneurs). The second most important source 
of market risk is “losing the customers” (54.1 % of all 
entrepreneurs). Then, it is sources “unreliability of the 
suppliers” (28.7 % of all entrepreneurs) and “stagnation of 
the market” (27.9 % of all entrepreneurs). 

Own research results show that within the defined 
obtained education groups of the entrepreneurs, there are 
significant differences in the evaluation of the market risk 
sources (p-value of Chi-square tests are lower than the level 
of significance).

The biggest barriers that prevent the transport 
enterprises from an effective control of the market 
risks relate to the problems regarding the availability 
of information, no matter if internal or external data. 
Such information is necessary for evaluation and risk 
management, or their integration into the decision 

The number of employees of enterprises is not 
a  statistically significant characteristics of evaluating the 
market source: strong competition in the line of business (p 
- value = 0.914); stagnation of the market (p - value = 0.946); 
unreliability of the suppliers (p - value = 0.575). The number 
of employees of enterprises is the statistical significant of 
evaluating the market source: “losing the customers” (p - 
value = 0.042).  Hypothesis H5 is rejected. 

The age of enterprises is not a statistically significant 
characteristics of evaluating the market source: “losing the 
customers” (p - value = 0.612); strong competition in the 
line of business (p - value = 0.984); stagnation of the market 
(p - value = 0.748); unreliability of the suppliers (p - value = 
0.186). Hypothesis H6 is rejected. 

The most important source of market risk is 
“a  strong competition in the line of business” (59 % of 

Table 3 The evaluation of sources of market risk according to age of entrepreneurs

MR1 >30 30-50 50< MR2 >30 30-50 50<

Low intensity: 7 14 5 Low intensity: 6 5 5

19.7 % 18 % 23 % 23 % 11.5 % 16 % 8 % 23 %

Medium intensity: 8 14 10 Medium intensity: 8 21 6

26.2 % 21 % 23 % 45 % 29.5 % 21 % 34 % 27 %

High intensity: 23 34 7 High intensity: 24 36 11

54.1 % 61 % 55 % 32 % 59.0 % 63 % 58 % 50 %

MR3 >30 30-50 50< MR4 >30 30-50 50<

Low intensity: 8 18 6 Low intensity: 11 27 8

26.2 % 21 % 29 % 27 % 37.7 % 29 % 44 % 36 %

Medium intensity: 15 33 8 Medium intensity: 14 22 5

45.9 % 39 % 53 % 36 % 33.6 % 37 % 35 % 23 %

High intensity: 15 11 8 High intensity: 13 13 9

27.9 % 39 % 18 % 36 % 28.7 % 34 % 21 % 41 %

Note: The age up to 30 years (>30); the age from 31 to 50 years (30-50); the age over 50 years (50<). Source: own data collection.

Table 4 The evaluation of sources of market risk according to obtained education of entrepreneurs

MR1 SS SSw UG MR2 SS SSw UG

Low intensity: 5 14 5 Low intensity: 5 5 8

19.7 % 26 % 24 % 11 % 11.5 % 26 % 9 % 18 %

Medium intensity: 6 18 8 Medium intensity: 7 20 6

26.2 % 32 % 31 % 18 % 29.5 % 37 % 34 % 13 %

High intensity: 8 26 32 High intensity: 7 33 31

54.1 % 42 % 45 % 71 % 59.0 % 37 % 57 % 69 %

MR3 SS SSw UG MR4 SS SSw UG

Low intensity: 5 13 15 Low intensity: 6 22 17

26.2 % 26 % 22 % 33 % 37.7 % 32 % 38 % 38 %

Medium intensity: 9 32 13 Medium intensity: 8 15 15

45.9 % 47 % 55 % 29 % 33.6 % 42 % 26 % 33 %

High intensity: 5 13 17 High intensity: 5 21 13

27.9 % 26 % 22 % 38 % 28.7 % 26 % 36 % 29 %

Note: The obtained education - secondary school without the school-leaving exam (SS); secondary school with the school-leaving exam 
(SSw) and university graduates (UG). Source: own data collection.
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nationality, age, gender, the obtained education and how 
long the entrepreneurs have been doing business. 

The obtained education of entrepreneurs is 
a  statistically significant characteristics to evaluate the 
market risk sources in selected transport enterprises. The 
transport managers, which had the university education, 
evaluated the market risk sources of the higher intensity. 
The nationality, age, gender and how long the entrepreneurs 
have been doing business are not statistically significant 
for evaluation of the market risk sources in the selected 
transport enterprises. 

The authors are aware of the research limits (e. 
g. a  regional character of the study - central European 
countries and Serbia, the sample size - only 122 transport 
enterprises of four countries, basic statistical methods as 
the goodness-of-fit tests). The authors believe that the paper 

making process [17-18].  However, Hritzuk states that 
the information is not the most important aspect, but 
knowledge of transport managers is [19].

In this context, the authors remark that the innovation 
is too costly and SMEs are too weak in peripheral regions. 
Therefore, there is a great need for reasonable and flexible 
institutional support systems [20-22]. 

5	 Conclusions

The paper aimed at defining important market risk 
sources in the transport SME segment. A  part of this 
aim was a  comparison of defined market risk sources 
of transport enterprises based on number of employees, 

Table 5 The evaluation of sources of market risk according to number of employees

MR1 MIE SE + ME MR2 MIE SE + ME

Low intensity: 17 7 Low intensity: 9 5

19.7 % 25 % 13 % 11.5 % 13 % 9 %

Medium intensity: 23 9 Medium intensity: 21 15

26.2 % 33 % 17 % 29.5 % 30 % 28 %

High intensity: 29 37 High intensity: 39 33

54.1 % 42 % 70 % 59.0 % 57 % 62 %

MR3 MIE SE MR4 MIE SE

Low intensity: 17 15 Low intensity: 29 17

26.2 % 25 % 28 % 37.7 % 42 % 32 %

Medium intensity: 33 23 Medium intensity: 24 17

45.9 % 48 % 43 % 33.6 % 35 % 32 %

High intensity: 19 15 High intensity: 16 19

27.9 % 28 % 28 % 28.7 % 23 % 36 %

Note: MIE - micro-enterprise (to 10 employees); SE - small enterprise (to 50 employees); ME - medium enterprise (to 250 employees). 
Source: own data collection. 

Table 6 The evaluation of sources of market risk according to how long the entrepreneurs have been doing business

MR1  1-5 5-10 10+ MR2  1-5 5-10 10+

Low intensity: 10 5 9 Low intensity: 5 5 6

19.7 % 27 % 16 % 17 % 11.5 % 14 % 16 % 11 %

Medium intensity: 10 7 15 Medium intensity: 10 10 16

26.2 % 27 % 22 % 28 % 29.5 % 27 % 31 % 30 %

High intensity: 17 20 29 High intensity: 22 17 31

54.1 % 46 % 63 % 55 % 59.0 % 59 % 53 % 58 %

MR3  1-5 5-10 10+ MR4  1-5 5-10 10+

Low intensity: 8 11 13 Low intensity: 15 7 24

26.2 % 22 % 34 % 25 % 37.7 % 41 % 22 % 45 %

Medium intensity: 19 12 25 Medium intensity: 10 13 18

45.9 % 51 % 38 % 47 % 33.6 % 27 % 41 % 34 %

High intensity: 10 9 15 High intensity: 12 12 11

27.9 % 27 % 28 % 28 % 28.7 % 32 % 38 % 21 %

Note: How long the entrepreneurs have been doing business: from 1 to 5 years (1-5); from 5 to 10 years (5-10) and more than 10 years 
(10+). Source: own data collection.
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discussion with ministry of transport and others competent 
institution in the different forms: conference events, 
education events organized of Ministry of Transport, 
workshops with topic risk management inside transport 
companies, and so on. Improving awareness and knowledge 
of the market risk and its resources is important for the 
profit of transport companies.
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has brought several interesting findings and new incentives 
for further research and discussion regarding the evaluation 
of the market risks and their sources. The market risk is 
the most important risk, which negatively influences the 
business performance of transport enterprises.

It is worth concentrating the future research on 
a comparison of other risks and their sources: the economic 
risk, financial risk, operational risk, safety risk, legal 
risk, human resources risk according to entrepreneurs´ 
characteristics (nationality, age, the obtained education, and 
so on). Authors believe that the entrepreneurs´ attitudes to 
other risks and their sources are different in the transport 
segment.  

The results of this paper are interesting for small 
and medium sized enterprises of the transport segment, 
entrepreneurship support organisations, as well as for 
the Ministries of Transport in the selected countries. It 
is important that the managers of transport company’s 
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The purpose of this study is to find ways to increase the effectiveness of cross-cultural communications from 
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expressive and restrained. Profiles and classifications of the cross-cultural communications have been constructed. 
The communication disagreements and corresponding reactions of Ukrainian businessmen in different countries 
and regions of the world have been determined. Models have been developed that reflect the patterns of the relationship 
between the success of communication (reaction) and intercultural differences. The obtained results can be used to 
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business travel, negotiation and conclusion of profitable 
contracts.

An effective communication activity of a businessman 
on an international scale is not a difficult task. Its solution 
is facilitated by the cross-cultural management, under 
which it is clear that the art of managing people’s behavior 
and building relationships at the junction of business 
cultures, the ability to manage different attitudes, culture 
and habits of people in order to achieve the best business 
results [1]. The cross-cultural management studies how 
people and organizations in the global environment take 
cultural differences into account [2]; cooperation with 
representatives of another culture, maximum tolerance 
to differences and recognition of the priorities of foreign 
partners [3]; behavior of people in organizations around the 
world and describes organizational behavior in different 
countries and cultures, compares different models of 
this behavior and seeks to understand and improve the 
interaction between employees, customers, suppliers 
and partners from different countries and cultures [4]. 
Understanding approaches to doing business in different 
countries, people can evaluate the potential benefits 
and problems of cooperation with them and thus make 
competent decisions on how to work with a  particular 
people and find out if there is any special need for it.

The biggest problem in establishing intercultural 
communications in the business trip process is cultural 
disagreement that may lead to misunderstandings and 
even conflicts. There are the following most common 
causes of violations of intercultural communication: 

1 	 Introduction

Entering the third millennium, people have become 
accustomed to the idea that people live in a global world, 
where border crossings have not created any problems 
through an effective system of modern communications. 
In these conditions, the Ukrainian business opens up new 
opportunities and prospects for realizing its potential 
in the international arena, which, at the same time, 
imposes additional requirements on the professional level of 
businessmen and company managers. Entrepreneurs and 
managers must be able to operate successfully in a wide 
range of cultures in order to keep pace with changes 
taking place in the world and to remain competitive. 
Airlines compete with each other to provide businessmen 
with convenient transit and create conditions under which 
they would arrive at destinations fresh and rested.  
However, as soon as representatives of companies step 
into the land of a country, they are left alone with a new 
culture, different languages and business styles. The 
ability to adapt and bring one’s business style in line with 
the style of other cultures plays an important role in their 
successes or failures.

 In this regard, the purpose of this study is to find 
ways to increase the effectiveness of the cross-cultural 
communications, based on which Ukrainian businessmen, 
working in international markets could be more 
successful in communicating with representatives of 
other cultures, bypassing those sharp corners, which 
often become a  stumbling block in the process of 
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fully described in the scientific literature [11-13], however, 
in practice, in pure form, are rare. Today, in conditions of 
globalization of society, communication cultures of different 
countries mostly combine these cross-cultural opposites 
with some predominance of elements of a  cultural type. 
However, in scientific sources there is no data on the 
correlation of these opposites, which makes it impossible to 
identify differences and build intercultural communication 
strategies in the process of business travel to different 
countries of the world:
•	 correlation definition of different types of 

intercultural communication and profiles 
construction and cross-cultural communication 
classifications of countries and regions of the world 
and the main communicants of Ukrainian business;

•	 identification of cross-cultural communication 
disagreements between representatives of Ukrainian 
business and business representatives from foreign 
partner countries;

•	 measures identification of cross-cultural communication 
reactions of Ukrainian entrepreneurs and managers on 
intercultural differences with foreign partners;

•	 statistical development and mathematical tools for 
modeling, analyzing and predicting the effectiveness 
of cross-cultural communications of Ukrainian 
business, depending on the level of intercultural 
differences.
 

2 	 Methodology

The methodological basis of the research is the 
dialectical principle of cognition, systematic and cultural 
approaches, statistical methods of surveying, expert 
evaluation, analytical grouping, mathematical modeling, 
analysis and prediction of cross-cultural communication 
processes, as well as the fundamental provisions of the 
theory of management in the intercultural environment. 
Based on the objectives of the study, its main focus is 
on the construction of the cross-cultural communication 
profiles, identification of the cultural differences and 
identification of patterns of their influence on the 
formation of communication responses, which will serve 
as the basis for developing the cross-cultural strategies 
for behavior of representatives of Ukrainian business.

The research methodology includes the following 
steps.
1. 	 Collection of statistical data about the research 

object, which involves a survey of representatives of 
Ukrainian business and the evaluation of the structure 
of the four duplex opposite types of communication 
(D and U; F and I; M and P; E and N) in Ukraine and 
in foreign countries (where the business trips were 
carried out), as well as evaluation of the success rate 
of communications are reactions (R) of Ukrainian 
businessmen to cross-cultural differences. 

different perceptions and interpretations of reality by 
representatives of different cultures [5]; differences in 
the stereotypes of evaluation of the same phenomena 
in different cultures [6]; manifestation of a  sense of 
superiority associated with the commitment to the culture 
of their country [7]; semantic and technical disturbances 
in communication arising as a  result of verbal 
communication and emotional communication (para 
verbalism), as well as differences in gestures (non-verbal) 
[8].

An important tool in identifying cultural differences in 
international business communication is a typology, which 
is based on the dismemberment of the communication 
business culture as a system for individual elements and 
their grouping using a  generalized, idealized type. This 
tool is based on definition of similarities and differences 
between the cultural elements and it is aimed at reflecting 
the structure and features of business culture in different 
countries and regions of the world. Today, in the cross-
cultural management, there are four types of paired opposites 
of communication behavior in conducting business [9-10]: 
1) 	 focus on culture agreement or relationship. It is 

believed that if attention is focused on the deal, the 
participants think mainly about the task and if attention 
is focused on the relationship, then the participants 
are more likely to think about people. A  lot of 
representatives of business focused on relationships 
believe that the focus on the deal is belligerent and 
aggressive;

2) 	 a formal, elite culture with a hierarchical organization 
and a  strict observance of differences in status and 
authority, or an informal, egalitarian culture, in 
which it is considered that all people are equal with 
a slight difference in status and authority. The informal 
behavior of some offends the perceptions of high-
ranking representatives of elite cultures, just as their 
concentration on their importance may offend the 
feelings of representatives of the egalitarian culture;

3) 	 monochrome culture with a  rigid attitude to time 
and graphs, or polychrome culture with a  flexible 
relation to time and graphs. Some countries worship 
the clock and value precision. Others condescendingly 
refer to time and graphs, they are more focused on 
the people who surround them. The conflict arises 
when those belonging to the first group consider 
the representatives of the other group lazy and 
undisciplined, whereas they are considered arrogant, 
bound within mandatory terms;

4) 	 emotionally expressive, or emotionally restrained 
(neutral) culture. Communication of expressive 
people is significantly different from the 
communication of restrained people. This applies 
both to verbal communication and to non-verbal 
communication. These differences can lead to 
misunderstandings that adversely affect negotiation, 
transaction and management processes. 
Doubles of the opposite types in cross-cultural 

communication are ideal types. They are sufficiently 
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DCEN) and in general (DC) of one or another country 
are calculated according to the following formulas:

DCDU=|CDo-CDi| or |CUo-CUi|,
DCFI=|CFo-CFi| or |CIo-CIi|,
DCMP=|CMo-CMi| or |CPo-CPi|,	 (4)
DCEN=|CEo-CEi| or |CNo-CNi|,                         
DC=(DCDU+DCFI+DCMP+DCEN)/4,

where o, i  - indexes that represent indicators relating 
respectively to Ukraine and the foreign country.
5.	 Analytical grouping of countries and regions by the 

middle level of the cross-cultural communication 
disagreement (DC) and revealing patterns of its 
influence on the success of communication (YR) of 
Ukrainian businessmen:

DC" YR.	 (5)

6.	 Construction of statistical and mathematical models of 
communication of the cross-cultural communication 
reactions across countries and regions of the world 
depend on the level of intercultural differences:

Ru  = k (DDU, DFI, DMP, DEN),	 (6)

where R - the effective indicator of the model of 
a particular country (the success of communication, or 
the reaction of representatives of the Ukrainian business 
to the cross-cultural differences), in points;

DDU, DFI, DMP, DEN - factor indicators of the model 
(cross-cultural differences), in parts of unit. They are 
determined by each respondent according to the 
following formulas:

DDU=|Do-Di| or |Uo-Ui|, 
DFI=|Fo-Fi| or |Io-Ii|,
DMP=|Mo-Mi| or |Po-Pi|,	 (7)
DEN=|Eo-Ei| or |No-Ni|.

The construction of models involves the following 
steps:

A. Verification of consolidated and systematic 
statistical sample data for their compliance with 
established requirements for statistical and mathematical 
modeling and representativeness. The results of such 
verification have shown that information is sufficient, 
both in terms of the number of units and the variation of 
attributes and in harmony of its aggregates with normal 
distribution, and also whether it is representative of the 
general population [14]. 

The test showed that the source information is sufficient, 
both in the number of observation units (Q/4 $  8) and in 
the variation of the resultant and factor characteristics 
(V>10%), and in the harmony of its aggregates with normal 
distribution (t < 3s); it is also representative of the general 
population, since its actual error, at a  given probability 
level of 0.95, does not exceed the marginal (Df < Dlim). 

The structure of the pair of opposing types of 
cross-cultural communication for each respondent is 
estimated in units of unit:

D and U  - the share of concentration on the 
transaction and the relationship (D+U =1);

F and I - the proportion of formalities and informality 
(F+I =1);

M and P - the proportion of monochrome and 
polychrome (M+P =1);

E and N - the share of expressiveness and restraint, 
neutrality (E+N =1).

The reaction to cultural differences, or the level of success 
of cross-cultural communication (R) for each respondent is 
estimated on a 100-point scale.

The study covers 20 countries and regions and 716 
respondents in particular: Baltic - 37; Belarus - 42; Canada - 
34; China - 32; Czechia - 38; France - 36; Germany - 35; Hungary 
- 34; India - 32; Italy - 33; Moldova - 38; Poland - 36; Romania 
- 35; Russia - 44; Scandinavia - 32; Slovakia - 36; Spain - 33; 
Turkey - 37; UK - 34; USA - 38. 
2. 	 Summarizing statistical data and calculating general 

indicators of the cross-cultural communication 
across countries and regions of the world: 

a) 	 systematization of statistical data by country and 
regions;

b) 	 calculation of average values the structure parameters 
of the pair of communication culture opposing pairs:

CD= RD/Q, CU=1-CD, ;
CF= R F/Q, CI=1-CF,	 (1)
CM= RM/Q, CP=1-CM,
CE= RE/Q, CN=1-CE,

where Q - the number of respondents in a  particular 
country or region; 
c) 	 calculation of average values of the reaction (success) 

of the cross-cultural communication (YR) in the studied 
countries: 

YR= RR/Q.	 (2)                                                             

3.	 Construction of profiles and classifications of cross-
cultural communication in countries and regions 
of the world from the standpoint of Ukrainian 
entrepreneurs and managers. The profile of the 
country’s communication culture consists of the 
average values of the indicators of the structure of 
the pair of intercultural communication opposing 
types: 

{CD and CU; CF and CI; CM and CP; CE and CN}.	 (3)

4. 	 Identify cross-cultural communication 
disagreements across countries and regions. The 
average values of intercultural communication 
differences in each pairwise opposite type of the 
cross-cultural communication (DCDU; DCFI; DCMP; 



T H E  C R O S S - C U L T U R A L  C O M M U N I C A T I O N S  I N  B U S I N E S S  T R I P S :  S T A T I S T I C A L  M E A S U R E S . . . 	  107

V O L U M E  2 1 	 C O M M U N I C A T I O N S    4 / 2 0 1 9

coefficients (r, r
1
, r

2
, r

3
, r

4
) are determined (d, d

1
, d

2
, d

3
, d

4
), 

the actual values ​​of the Fisher (F) and Student criteria 
(t

1
, t

2
, t

3
, t

4
). With help of the t- and F-criteria one can 

evaluate the reliability of the regression coefficients and 
the model as a whole. Based on the correlation coefficients, 
the binding force is estimated and the determination 
coefficients are the proportion of the variation of the 
resultant characteristics, which is determined by influence 
of the factor characteristics.
7.	 Statistical and mathematical analysis and forecasting. 

With help of developed numerical models it is possible to 
carry out a deep analysis of the effectiveness (success) 
of cross-cultural communications. In particular, 
using the regression coefficients (a

1
, a

2
, a

3
, a

4
). 

The degree of influence of the corresponding factor 
(DDU, DFI, DMP, DEN) on the resultant indicator (R) has 
been determined; in the scores: with the change of 
the individual factor per unit, the resultant indicator 
will change to the corresponding factor. Knowing the 
magnitude of the variation of each factor, the maximum 
change in the effective index has been found and by 
the determination coefficients (d, d

1
, d

2
, d

3
, d

4
) there is 

a conclusion on the proportion of its variation due to 
the influence of all or a particular factor included in 
the model. On the basis of models, it is also possible 
to predict cross-cultural communication reactions. 

Therefore, this sample information can be used in modeling 
the interconnections of cross-cultural communication 
reactions and intercultural differences with dissemination and 
interpretation of results for the entire general population of 
Ukrainian business (error up to 3%). 

B. Detection of the form of the cause-and-effect 
relationship between factor and resultant features carried 
out by means of grouping and graphing methods and 
constructing a model in a general symbolic form. 

As confirmed by analysis, the relationship between 
the performance indicator (R) and the factors (DDU, DFI, 
DMP, DEN) is inverse, and the form of communication is 
close to the linear.

Consequently, the general form of statistical and 
mathematical models will be the following:

Ru  = 100 - a
1
DDU - a

2
DFI - a

3
DMP - a

4
DEN,	 (8)

where 100,
 
a

1
, a

2
, a

3
, a

4
 - models’ options, apart: 100

 
- free 

member (maximum value of communication success); 
a

1
…a

4
 - coefficients of regression.

C. Modelling in numerical form. This work is carried 
out on a computer and includes correlation calculations 
and evaluation of reliability of the communication 
characteristics: the numerical values ​​of regression 
coefficients (a

1
, a

2
, a

3
, a

4
), multiple and partial correlation 

Table 1 Profiles of cross-cultural business communications 

Country,

region

Profile

CDU CFI CMP CEN

CD CU CF CI CM CP CE CN

Ukraine 0.41 0.59 0.67 0.33 0.56 0.44 0.61 0.39

Baltic 0.83 0.17 0.58 0.42 0.74 0.26 0.45 0.55

Belarus 0.38 0.62 0.71 0.29 0.60 0.40 0.59 0.41

Canada 0.88 0.12 0.05 0.95 0.91 0.09 0.67 0.33

China 0.02 0.98 0.98 0.02 0.96 0.04 0.01 0.99

Czechia 0.66 0.34 0.72 0.28 0.75 0.25 0.62 0.38

France 0.84 0.16 0.83 0.17 0.77 0.23 0.91 0.09

Germany 0.92 0.08 0.90 0.10 0.93 0.07 0.32 0.68

Hungary 0.67 0.33 0.55 0.45 0.64 0.36 0.80 0.20

India 0.01 0.99 0.99 0.01 0,03 0.97 0.00 1.00

Italy 0.87 0.13 0.61 0.39 0.74 0.26 0.96 0.04

Moldova 0.34 0.66 0.84 0.16 0.36 0.64 0.89 0.11

Poland 0.49 0.51 0.57 0.43 0.64 0.36 0.52 0.48

Romania 0.37 0.63 0.88 0.12 0.39 0.61 0.96 0.04

Russia 0.39 0.61 0.73 0.27 0.61 0.39 0.67 0.33

Scandinavia 0.91 0.09 0.41 0.59 0.84 0.16 0.35 0.65

Slovakia 0.51 0.49 0.62 0.38 0.66 0.34 0.56 0.44

Spain 0.76 0.24 0.51 0.49 0.74 0.26 0.87 0.13

Turkey 0.02 0.98 0.98 0.02 0.01 0.99 0.99 0.01

UK 0.93 0.07 0.91 0.09 0.92 0.08 0.28 0.72

USA 0.95 0.05 0.04 0.96 0.94 0.06 0.63 0.37
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adapt to specific environmental conditions. Ukrainian 
communication culture is no closer to an ideal than 
any other culture, although it may be better for Ukrainian 
entrepreneurs and managers. Thus, ethno-relativism is 
the assumption that communication cultures can be 
understood only relative to one another, and specific 
behavior - only within the context of a  cultural context, 
must be fundamental in understanding of the cross-
cultural communications.

However, there are not only differences but also some 
similarities between the communication cultures of the 
countries and regions of the world, which allow them 
to be classified according to cultural types (see Tables 2 
and 3). 

India and China are representatives of the oldest 
eastern civilizations, as well as Turkey, a representative 
of the Muslim world (see Table 3, Classes Nos. 1, 2, 
3), the most visible communication cultures, from the 
totality of the studied countries. Communication cultures 
of these three countries are as much as possible oriented 
on interrelations, formality, elitism, strict adherence to 

Substituting specific values of factor-factors in the 
model (DDU, DFI, DMP, DEN), the expected values of 
the effective index have been predicted (R).

3	 Results and discussion

The basic result of the research, which is based on the 
following results, is the construction of profiles of the cross-
cultural communications of the countries and regions of 
the world, with which the Ukrainian business interacts. As 
can be seen from Table 1, profiles by country and region 
are different. In some countries, they are very high, 
while in some, on the other hand, are very low, while 
in others are at an average level. However, this does 
not in any way mean that some of the crops are better, 
and some are worse. There is no absolute standard of 
correctness or perfection that can be applied to assessment 
of the communication behavior. Cultural differences are 
neither beautiful nor bad, they are just other; although 
some cultural behavior may be easier than others to 

Table 2 Distribution of countries and regions for dual opposite types of communication culture 

Predominant 
type of 
culture

Specific 
weight

Country, region Ctype

Focus on the deal / Orientation on the relationship 

Culture 
orientated for 

an agreement

High 
Average 

Low

USA (0.95), UK (0.93), Germany (0.92), Scandinavia (0.91)

Canada (0.88), Italy (0.87), France (0.84), Baltic (0.83)

Spain (0.76), Hungary (0.67), Czech (0.66), Slovakia (0.51)

CD=0.93

CD=0.85

CD=0.65

Culture 
focused on 
relationship

High

Low

India (0.99), China (0.99), Turkey (0.98)

Moldova (0.66), Romania (0.63), Belarus (0.62), Russia (0.61), Ukraine (0.59), Poland 
(0.51)  

CU=0.99

CU=0.60

Formal culture / Informal culture 

Formal 
culture 

High 
Average 

Low

India (0.99), China (0.98), Turkey (0.98), UK (0.91), Germany (0.90)

Romania (0.88), Moldova (0.84), France (0.83), Russia (0.73), Czechia (0.72), Belarus 
(0.71), Ukraine (0.67)

Slovakia (0.62), Italy (0.61), Baltic (0.58), Poland (0.57), 

Hungary (0.55), Spain (0.51)      

CF=0.95

CF=0.77

CF=0.57

Informal 
culture

High

Low

USA (0.96), Canada (0.95)

Scandinavia (0.59)

CI=0.96

CI=0.59

Monochrome Culture / Polychrome Culture 

Monochrome 
culture 

High

Average 
Low

China (0.96), USA (0.94), Germany (0.93), UK (0.92), Canada (0.91), Scandinavia (0.84)

France (0.77), Czech (0.75), Italy (0.74), Spain (0.74), Baltic (0.74) 

Slovakia (0.66), Poland (0.64), Hungary (0.64), Russia (0.61), Belarus (0.60), Ukraine (0.56)  

CM=0.90

CM=0.75

CM=0.62

Polychrome 
culture 

High

Low

Turkey (0.99), India (0.97)

Moldova (0.64), Romania (0.61)

CP=0.98

CP=0.63

Expressive culture / Neutral culture 

Expressive 
culture

High 
Average 

Low

Turkey (0.99), Italy (0.96), Romania (0.96), France (0.91)

Moldova (0.89), Spain (0.87), Hungary (0.80)

Canada (0.67), Russia (0.67), USA (0.63), Czechia (0.62), 

Ukraine (0.61), Belarus (0.59), Slovakia (0.56), Poland (0.52)  

CE=0.96

CE=0.85

CE=0.61

Neutral 
culture

High

Low

India (1.00), China (0.99)

UK (0.72), Germany (0.68), Scandinavia (0.65), Baltic (0.55)

CN=1.00

CN=0.65
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informal and similar, on this basis, to the culture of the 
United States, while the Baltic is moderately formal and 
more similar to the culture of Germany. 

Communication cultures of Romania, Moldova, 
France, Italy and Spain are characterized by a maximum 
level of expressiveness (see Table 3, Classes Nos. 3a, 8a), 
and they are similar to the culture of Turkey. However, 
in all the other parameters with Turkey’s culture, only 
Romania and Moldova are the most correlated, which 
are moderately oriented on interrelations, formality and 
polychrome. France, Italy and Spain, according to their 
profiles, have the highest resemblance to Slovakia, the 
Czech Republic and Hungary (see Class No. 8), but, in 
contrast to the latter, they are characterized by significantly 
higher indicators of orientation to the agreement, formality, 
monochrome and expressiveness.

The cultures of business communication in Ukraine, 
Belarus, Russia and Poland (see Table 3, Grade 7), which 
are moderately oriented towards interrelations, formalities, 
monochrome and expressiveness, are very similar to the 
cultures of Slovakia, the Czech Republic and Hungary. The 
only significant difference is that the former are more 
focused on the relationship and the other on the deal.

Nevertheless, despite some similarities in profiles the 
of communication cultures of countries and regions of the 

hierarchy and differences in the status and power of 
communicants. In addition, India and Turkey have the 
most polychrome cultures, which do  not pay much 
attention to the time and schedule of work, while China 
is the bearer of a  rigidly monochromatic culture. Still, 
the communication culture of India and China is as 
restrained, neutral, while Turkey, on the contrary, is as 
expressive as possible.

Further, among the studied countries and regions, the 
United States, Canada, Great Britain and Germany (see 
Table 3, Classes Nos. 4, 6), which are as much as possible 
focused on the deal and monochrome, are particularly 
distinguished. The differences between them are that 
in the US and Canada, the business communication 
culture is at most informal, egalitarian and moderately 
expressive, while in the UK and Germany it is as formalized 
and moderately neutral.

The cultures of the Scandinavian and Baltic countries 
are somewhat similar to the communication cultures of 
the United States, Germany and among themselves 
(see Table 3, Classes 5, 6a), which are equally moderately 
neutral. However, Scandinavian countries, compared to 
the Baltic countries, are much more focused on the deal 
and monochrome. The main difference between them is 
that Scandinavian communication culture is moderately 

Table 3 Distribution of countries and regions by combined classes communication culture  

No
Classes 

of communication culture 
Formula of 

combinations 
Country, region Ccombin

1
Maximally oriented on the relationship, formality, 
polychrome, neutrality

U+F+P+N India (0.99; 0.99; 0.97; 1.00) 0.99

2
Maximally oriented on the relationship, formality, 
monochrome, neutrality 

U+F+M+N China (0.99; 0.98; 0.96; 0.99) 0.98

3
Maximally oriented on the relationship, formality, 
polychrome, expressiveness

U+F+P+E Turkey (0.98; 0.98; 0.99; 0.99) 0.99

3a
Moderately oriented on relationships, formality, 
polychrome; as expressive as possible

U+F+P+E
Romania (0.63; 0.88; 0.61; 0.96)

Moldova (0.66; 0.84; 0.64; 0.89)
0.76

4
Maximally focused on the deal, informality, 
monochrome; moderately expressive

D+I+M+E
USA (0.95; 0.96; 0.94; 0.63) 

Canada (0.88; 0.95; 0.91; 0.67)
0.86

5
Maximum approximation; moderately informal, 
monochrome, neutral

D+I+M+N Scandinavia (0.91; 0.59; 0.84; 0.65) 0.75

6
Maximum focused on the deal, formality, 
monochrome; moderately neutral

D+F+M+N
UK (0.93; 0.91; 0.92; 0.72) 

Germany (0.92; 0.90; 0.93; 0.68)
0.86

6a
Moderately focused on the deal, formality, 
monochrome, neutrality 

D+F+M+N Baltic (0.83; 0.58; 0.74; 0.55) 0.68

7
Moderately oriented on the relationship, formality, 
monochrome, expressiveness

U+F+M+E

Ukraine (0.59; 0.67; 0.56; 0.61) 

Belarus (0.62; 0.71; 0.60; 0.59) 

Russia (0.61; 0.73; 0.61; 0.67)

Poland (0.51; 0.57; 0.64; 0.52)  

0.61

8
Moderately focused on the deal, formality, 
monochrome, expressiveness 

D+F+M+E

Slovakia (0.51; 0.62; 0.66; 0.56) 

Czech (0.66; 0.72; 0.75; 0.62) 

Hungary (0.67; 0.55; 0.64; 0.80)

0.65

8a
Moderately focused on the deal, formality, 
monochrome; as expressive as possible

D+F+M+E

France (0.84; 0.83; 0.77; 0.91)

Italy (0.87; 0.61; 0.74; 0.96) 

Spain (0.76; 0.51; 0.74; 0.87)

0.78
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appeared many times more critical values. The multiple 
correlation coefficients of these models (r = 0.82 ... 0.90) 
indicate a  strong link between the effective (R) and the 
factor (DDU, DFI, DMP, DEN) signs.

With decreasing intercultural communication 
differences DDU, DFI, DMP, DEN by 0.1, the success 
of communication R in the aggregate of the studied 
countries and regions will increase on average: due to 
each factor by: DR

1 
= 0.1∙a

1 
= 4.7 … 7.9; DR

2 
= 0.1∙a

2 
= 2.8 

… 7.3; DR
3 
= 0.1∙a

3 
= 3.4 … 7.1; DR

4 
= 0.1∙a

4 
= 2.6 … 6.2 points; 

by all factors at DR = 13.5 … 28.5 points. Variation in the 
success of communication is determined by the complex 
of these factors, on average, by d = 67 ... 82%, including 
by some factors: d

1 
= 0.20 … 0.25; d

2 
= 0.11 … 0.21; d

3 
= 0.13 

… 0.21; d
4 
= 0.12 … 0.19%.

Only one of the possible combinations of the changing 
cultural differences across the whole of the studied 

world, there are still differences between them, which form 
the corresponding reactions of Ukrainian entrepreneurs 
and managers in the process of business travel (see Table 
4). The greatest discrepancies have been with the cultures 
of India, China and Turkey and the smallest with Belarus, 
Russia, Slovakia and Poland. 

The analytical grouping of countries and regions 
according to the level of cross-cultural differences confirms 
the existence of a logical inverse relationship between the size 
of disagreements and the success of communications (see 
Table 5). 

More deeply, the patterns of influence of the cross-
cultural differences on the reaction of the Ukrainian 
businessmen can be analyzed and predicted on the basis 
of developed statistical and mathematical models (see 
Table 6), which are sufficiently reliable for practical 
use, since the actual values of the t- and F-criteria have 

Table 4 The cross-cultural communication disagreements and reactions 

Country,

region

Differences Reaction

YRDCDU DCFI DCMP DCEN DC

Baltic 0.42 0.09 0.18 0.16 0.21 59.8

Belarus 0.03 0.04 0.04 0.02 0.03 92.1

Canada 0.47 0.62 0.35 0.06 0.38 35.5

China 0.39 0.31 0.40 0.60 0.43 23.1

Czechia 0.22 0.05 0.19 0.01 0.12 75.2

France 0.43 0.16 0.21 0.30 0.28 49.8

Germany 0.51 0.23 0.37 0.29 0.35 40.1

Hungary 0.26 0.12 0.08 0.19 0.16 67.1

India 0.40 0.32 0.53 0.61 0.47 18.5

Italy 0.46 0.06 0.18 0.35 0.26 54.0

Moldova 0.07 0.17 0.20 0.28 0.18 66.4

Poland 0.08 0.10 0.08 0.09 0.09 76.7

Romania 0.04 0.21 0.17 0.35 0.19 62.2

Russia 0.02 0.06 0.05 0.06 0.04 86.9

Scandinavia 0.50 0.26 0.28 0.26 0.32 45.3

Slovakia 0.10 0.05 0.10 0.05 0.08 79.8

Spain 0.35 0.16 0.18 0.26 0.24 58.1

Turkey 0.39 0.31 0.55 0.38 0.41 30.2

UK 0.52 0.24 0.36 0.33 0.36 36.7

USA 0.54 0.63 0.38 0.02 0.39 32.3

Table 5 Grouping of countries and regions at the level of the cross-cultural differences and revealing their influence on 

communication reactions

Groups by level of disagreement 
Average value  

differences DC reactions YR

    to 0.10 (Belarus, Russia, Slovakia, Poland) 0.06 83.9

0.11-0.20 (Czechia, Hungary, Moldova, Romania) 0.16 67.7

0.21-0.30 (Baltic, Spain, Italy, France) 0.25 55.4

0.31-0.40 (Scandinavia, Germany, UK, Canada, USA) 0.36 38.0

over 0.40 (Turkey, China, India) 0.44 23.9
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are the best and only possible, and everything else is not 
worthy of attention as something underdeveloped and 
imperfect». Mistake is also made by businessmen from all 
other cultures, depending on how similar they are to their 
own culture, which is perceived as correct, normal and 
superior to all other. It should be emphasized that the right 
to conduct international business and the implementation 
of cross-cultural communications is an approach based 
on the equal value of different cultures and the recognition 
of cultural differences as good, which ensures the harmony 
of the mankind existence. However, it is fair to point 
out that these differences lead one to disappointment, 
due to the difficulty of their perception, confusion 
and unpredictability. The proposed developments in 
the article, which are based on statistical measures 
and models, minimize confusion and create opportunities 
for quantitative perceptions of intercultural differences 
and the predictability of communication responses from 
the standpoint of the Ukrainian business culture. The 
obtained results of the study are new and can be used 
in  development of the cross-cultural communication 
strategies, as well as in justifying the ways of adapting to 
different types of intercultural differences and improving 
the efficiency of communications in the process of 
business trips. 

countries and regions, was considered, but they can be 
numerous and at most in the context of an individual 
country or group of countries. For example, with 
decreasing cultural differences with Germany for these 
factors, respectively, 0.20, 0.15, 0.25, 0.10, the success 
of communication at the expense of each of them will 
increase accordingly: DR

1 
= 0.20∙49.9 = 9.8; DR

2 
= 0.15∙43.2 = 6.5; 

DR
3 
= 0.25∙41.6 = 10.4; DR

4 
= 0.10 ∙31.6 = 3.2 points; and all at DR = 

29.9 points. The predicted success of communication will 
be R = YR + DR = 40.1 + 29.9 = 70 points. With a decrease in 
the same size of cultural differences with China, France 
and the United States, the success of communications 
will increase by 31.1, 32.3, 28.2 points, respectively and will 
amount to 54.2, 82.1, 60.5 points, respectively.   

Similar prediction calculations can be made in other 
countries and regions of the world with a set of different 
combinations of factor characteristics. 

4 	 Conclusions

Business is a multicultural phenomenon and, therefore, 
entrepreneurs and managers cannot afford to take 
a  guided look at the world through the prism of their 
own values and prospects: «our way of life and our values 

Table 6 Statistical and mathematical models of communications of communication reactions depending on the cross-

cultural differences	

Country, region Model
The coefficients of determination 

d d1 d2 d3 d4

Baltic Ru  = 100 - 55.4DDU - 49.4DFI - 43.5DMP - 29.7DEN 0.77 0.22 0.19 0.17 0.19

Belarus Ru  = 100 - 65.3DDU - 62.9DFI - 60.5DMP - 53.2DEN 0.82 0.22 0.21 0.21 0.18

Canada Ru  = 100 - 48.2DDU - 41.8DFI - 40.2DMP - 30.6DEN 0.70 0.21 0.18 0.18 0.13

China Ru  = 100 - 61.0DDU - 37.7DFI - 34.1DMP - 46.7DEN 0.69 0.23 0.14 0.13 0.19

Czechia Ru  = 100 - 54.9DDU - 52.8DFI - 50.8DMP - 44.7DEN 0.79 0.21 0.21 0.20 0.17

France Ru  = 100 - 49.1DDU - 47.3DFI - 45.4DMP - 40.0DEN 0.78 0.21 0.20 0.19 0.18

Germany Ru  = 100 - 49.9DDU - 43.2DFI - 41.6DMP - 31.6DEN 0.71 0.21 0.18 0.18 0.14

Hungary Ru  = 100 - 63.3DDU - 58.8DFI - 54.2DMP - 27.1DEN 0.77 0.22 0.20 0.18 0.17

India Ru  = 100 - 64.5DDU - 27.9DFI - 40.1DMP - 41.8DEN 0.67 0.25 0.11 0.15 0.16

Italy Ru  = 100 - 49.0DDU - 45.5DFI - 43.7DMP - 36.7DEN 0.71 0.20 0.18 0.18 0.15

Moldova Ru  = 100 - 57.8DDU - 53.8DFI - 51.8DMP - 35.9DEN 0.75 0.22 0.20 0.19 0.14

Poland Ru  = 100 - 74.9DDU - 66.9DFI - 64.2DMP - 61.5DEN 0.78 0.22 0.20 0.19 0.17

Romania Ru  = 100 - 57.7DDU - 53.5DFI - 49.4DMP - 45.3DEN 0.74 0.21 0.19 0.18 0.16

Russia Ru  = 100 - 78.9DDU - 73.3DFI - 70.5DMP - 59.2DEN 0.80 0.22 0.21 0.20 0.17

Scandinavia Ru  = 100 - 47.4DDU - 44.1DFI - 42.5DMP - 29.4DEN 0.73 0.21 0.20 0.19 0.13

Slovakia Ru  = 100 - 71.8DDU - 69.2DFI - 66.5DMP - 58.5DEN 0.79 0.21 0.21 0.20 0.17

Spain Ru  = 100 - 47.5DDU - 45.7DFI - 44.0DMP - 38.7DEN 0.73 0.20 0.19 0.18 0.16

Turkey Ru  = 100 - 54.1DDU - 38.9DFI - 45.6DMP - 30.4DEN 0.72 0.23 0.17 0.19 0.13

UK Ru  = 100 - 50.0DDU - 48.3DFI - 41.4DMP - 32.8DEN 0.75 0.22 0.21 0.18 0.14

USA Ru  = 100 - 48.1DDU - 41.9DFI - 38.8DMP - 26.4DEN 0.74 0.23 0.20 0.19 0.12
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