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The Prediction Capabilities of Bankruptcy Models
in a Different Environment: An example of the Altman
Model under the Conditions in the Visegrad Group Countries

Maria REZVAKOVA — Michal KARAS

Abstract

This paper presents the results of research inéodiscrimination capability
of the Altman bankruptcy model. The authors aretrdmuting in this way
to discussion of the possible transferability ofdels that have been created in
a different environment or a different time peri@dforts at model transfer are
motivated by an assumption to obtain the sameroilai discrimination accu-
racy for the given model as that declared by itsators. The tests performed
have clearly shown that the discrimination accuraéy model falls significant-
ly when it is used in a different environment. Tl in turn to an investigation
of ways in which the discrimination capability ofreodel may be increased by
means of the determination of new weightings fadehweariables and grey-zone
boundaries. The accuracy of the original models waisattained, although an
increase was seen in the discrimination accuradyese models.

Keywords: bankruptcy prediction model transferability, linediscrimination
analysis, Wilcoxon test, bootstrap

JEL Classification: G33, C51

1. Introduction

The first attempts to predict bankruptcy suffitcignn advance reach back to
the 60s of the last century. Beaver (1966) dematestras the first one that to
predict bankruptcy, financial indicators can bedus&ltman (1968) continued
his work and created the first bankruptcy modelrdaponse to these works,
more bankruptcy models were created (see Deakif?; Mdartin, 1977; Altman,
Haldeman and Narayanan, 1977; Altman, 2000; Ohl4880; Taffler, 1982;
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Zmijewski, 1984; Tam and Kiang, 1992; Shumway, 208&nchez-Lasheras
et al.,, 2012, and many others). The Altman modeln®ng the most cited and
hence the best known model. The original versionhef Altman model was
intended only for companies listed on the capitafkat. Later the modification
of the model was published for companies not listethe capital market (see
Altman, 2000): the so-callegtvised Z-scorewhich became very popular even
in our conditions. The modification of the modeatidates from 1983 enabled
its wider use, which was probably contributed tathoy simplicity of the formu-
la. The popularity of the model is summarized bynklta et al. (2010), accord-
ing to whom the Altman model (see Altman, Halderaad Narayanan, 1977) is
still robust, even though it was developed mora B years ago. This view was
confirmed also by other studies (see, Li and Ragd@l2; Satish and Jana-
kiram, 2011; El Khoury and Al Beaino, 2014; Al Kilmaaind Al Bzour, 2011).
Conversely, Wu, Gant and Grey (2010), Grice anddbu@001), Pitrova (2011)
and others have come to the opposite conclusioa.ré@sults of these researches
show that predictive accuracy of models signifigadecreases if the model is
used in another industry, in another time and/anather business environment
than that in which the data used to derive the inwdee obtained. According to
Niemann, Schmidt and Neukirchen (2008), the caasebe found in a different
structure of values in the financial statementsahpanies in individual coun-
tries. These differences in the structure of tmarcial statements arise from
different values of key macroeconomic indicatotghsas interest rates, the level
of taxation, the wage levels, the access to théalaparket, and so on. The
effectiveness of the Altman model in the Czech Répuvas investigated by
Machek (2014), who came to the conclusion that4tseore is indeed more
effective for Czech companies than, for example,Tthffler model or the Kralicek
quick test, but less effective compared with doimeabdel IN 05. The attention
of scientists focused on studying the causes foredsing discrimination abili-
ties of the Altman model. According to Shumway (2p@nd Li (2012), who
studied the significance of variables of the Altn&score in the US environ-
ment, the reason for less predictive accuracy e@ftiman model may lie in the
different discrimination ability of individual vaables occurring in the model.
Our research has followed up the results of tlevelstudies; it was conducted
on the data of companies of the countries of treeyfiad Group (the Czech Re-
public, Slovakia, Poland and Hungary, hereinafééenred to as Visegrad Group
—V4). The aim of the research is to test the pted capability of the original
version of the Altman model in the environment eliént from the environment
of its origin, thus exploring its transferabilitg & different economic environ-
ment. By transferability we understand the possjbif the prediction capability
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of the model to achieve results similar to thosgially obtained by the author of
the model, i.e. in the capability of differentigicompanies in the risk of bank-
ruptcy from financially healthy (active) companiesa country other than the
country of origin of the model with the same oritamaccuracy. Another goal is
to test the prediction capability of the modelsivdet for each country based on
the country data, using the same variables as lngeltman in the model for

1983. During this we assume that modified modets/ele for each country sepa-
rately will have higher prediction accuracy. Themswary goal is to offer the pro-
cess of the model modification, which leads toeasing its prediction capability.

The goals above led to the formulation of thediwihg hypotheses:

Hypothesis it The predictive accuracy of the original versiortieé model in
the V4 countries is statistically different frone thccuracy in the original sample.

Alternative hypothesis ki The predictive accuracy of the original version
of the model in the V4 countries is the same aadberacy in the original sample

If hypothesis His confirmed, following hypothesisiill be also tested.

Hypothesis i By deriving the new function using the Altman maated
determining the new grey-zone boundaries, stasityichigher accuracy of the
model can be achieved.

The alternative hypothesis isykt By deriving the new function using the
variables of the Altman model and determining thes m@rey-zone boundaries,
statistically higher accuracy of the model cannetdzhieved.

If hypothesis His confirmed, hypothesisdwill be tested.

Hypothesis K It is possible to achieve the same or higher ptiadicaccura-
cy of the model with fewer variables than contaiirethe original model, with
the same or lower share of non-evaluated companies.

Alternative hypothesis 4y It is not possible to achieve the same or higher
predictive accuracy of the model with fewer var@bthan contained in the orig-
inal model, with the same or lower share of nonkestd companies.

The hypotheses will be verified on the basis ahparing medians of the
achieved predictive accuracy of the original verssbthe Altman model or of the
derived models (the so-called modified and redunedels for each country).

2. Sample Studied and Methods Used

The Altman model is based on financial ratio iadcs, which are used
in the long term to evaluate the stability and fiicial health of companies (see,
for example, Czillingova, PetruSka and Tk&2012). In the case of the Altman
model, it is a combination of five indicators, whie according to its author —
surpassed other alternatives in terms of its ptiedi@ccuracy and correlation
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between indicators. The Revised Z-score, whichhés qubject of our research
(hereinafter referred to as the original versiorthef model), can be written as
follows (see Altman, 2000):

Z-score = 0.717-X1 + 0.847- X2 + 3.107- X3 +0.42- X31998- X5 (2)

where
X1 — (current assets — short-term debt)/total assets,
X2 — retained profit/total assets,
X3 —operating profit/total assets,
X4 —book value of equity/total debts, X5 = sales/tasdets

The grey zone of the model is represented byvater1.23; 2.9>. On the
basis of the said model one year before bankrugtitgnan correctly identified
90.9% bankruptcy companies and 97% active compdhmeinafter the refer-
ence values). These reference values will be testquart of the verification of
hypothesis K

The sample studied includes the financial statésneh5 977 companies in
the manufacturing industry (NACE rev. 2 main satt®), operating in one of
the V4 countries (hereinafter the analysed datiayyhich 4 220 companies are
financially healthy (active), and 1 757 compani&bjch went bankrupt in the
following year (bankruptcy). The data were obtaifredh the Amadeus database
provided by the company Bureau Van Dijk. In the ksaptcy companies, data
from the statements one year before the bankrupérg used. The structure of
the studied sample is given in Table 1.

Table 1
Structure of the Studied Sample in each Country

) Sample studied
Country Population - - - -

Active | Bankruptcy| Total | Share of actiye Share ipydation

Czech Republic (CZ) 172162 857 379 1236 69.34% 0.72%
Hungary (HU) 51161 | 1463 1070 2538 57.76% 4.95%
Poland (PL) 176 471 1583 127 171D 92.57% 0.97%
Slovakia (SK) 69 083 317 181 498 63.65% 0.72%
Total 468 877 | 4220 1757 5 971 70.60% 1.27%

Source:Our processing on the basis of data from the Amsadatabase.

In the sample, all companies were included whege dere contained in the
database and which went bankrupt in the period 20Q012. These data were
then supplemented by 4 220 active companies, sdl@eandomly. The Beaver-
Altman approach of the so-called matched-pairs neagleliberately followed; it
consists in comparing companies of the same sitle @ach other, because it
reduces the size of the sample and hence the defgireedom (Taffler, 1982).
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To assess the relevance of the sample, the minigizenof the sample was
determined,; for this, the Cochran process was (s&# Cochran, 1977). At the
5% level of significance, at the 5% error rate anthe maximum variance of the
sample (p = 0.5), the minimum number of companémed from 381 to 383,
depending on the size of the population. From gamt of view, the studied
sample is large enough to generalize the results.

To estimate the parameters of the probabilityritstion of the samples, the
non-parametric bootstrap was applied at 1 000 cafitins. This procedure
allowed us to derive descriptive statistics of thedel accuracy, and to test
the significance of the differences of the measwades against the reference
values of the accuracy of the original versionhaf inodel.

Let us assume that by testing, we obtaimé&wlependent values, x,, ..., X,,
of which we calculated characteristics X of ourenasst (here, for example, the
model accuracy)The bootstrap sample will be obtained by generatisglect-
ing by repeating”) n random numbers from sgtxx... X,; X* = (X1*, Xo* ... X%).
For this sample, we also calculate relevant chagastics X* . If we repeat this
entire process B-times, we get valxgs, X,* ... Xg*, which represent the boot-
strap-population of characteristics* (Mencik, 2001).

For the testing, the Wilcoxon paired test was ugezk Wilcoxon, 1945),
which can be used to verify the hypothesis that taralom variables X and Y
are the same in terms of the position (i.e. theadians coincide), or §1zy50 =

X050 — Y0.50 OF Zy.50 = 0.
Test statistic for large samples can be writteth@nfollowing format:

w o 2 +1)
/=
\/n[@n+1)[@2n+1) @)
24
and W = Z R’ (3)
Z,>0
where
R" —the order of quantitilzi| ,
n — number of observations.

In the case of Flvalidity, the test statistic has normal distrilbatiN (O, 1).
Hypothesis Hj is rejected if|Z| 2 Uy, , whereu,_,, is the quantile of standard
2 2

normal distribution.
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To verify hypothesis H the original version of the model was tested @n V
data. The share of correctly evaluated bankruptcyattive) companies was
studied, as well as the proportion of companighéngrey zone (i.e. non-evalua-
ted) to the number of observations of bankrupteyative) companies (always
for the given country). The hypothesis is confirnifettie medians of accuracy of
the model in all countries studied are statistycdifferent from the reference
value in the sample of both active and bankruptmymganies. The calculation
was performed in the Statistica programme.

To test hypothesis Hcoefficients of variables contained in the Altnrandel
for each country were derived, and the so-calledifieel models created in four
variants. The same method of the linear discrinonaénalysis was used for the
derivation as used by Altman for the creation sfriodel. The resolution ability
of the models obtained was tested in the same masnia the case of verifying
hypothesis H

Hypothesis Hwas tested in the same manner. The assumptiordettithe
derivation of the so-called reduced models for eamimtry using the method of
backward stepwise discrimination, in which variableith lower significance
were eliminated from the model.

3. Results and their Discussion

In the original setting, the Altman model was vengccessful in recognizing
prosperous companies and companies at the riskrdrbptcy, i.e. for the pre-
diction of bankruptcy. The prediction capability ife original version of the
model was therefore tested first.

3.1. Results of Testing the Original Version of the Model

The testing of the original version of the modelswcarried out in three steps.
First, the number of companies located in the greye was evaluated. The
results are shown in Table 2.

Table 2

Percentage of Non-evaluated Companies in the OrigihVersion of the Model
Median | Min. | Max. | Std. Dev. Median | Min. | Max. | Std Dev.

cz@A) 4110 | 36.11| 47.01 1.68 Cz (B) 31.78  25Dp1 .10, 241

SK (A) 45.43 | 35.39| 54.19 2.88 SK (B) 39.7 27.p1 281 362

PL (A) 4223 | 38.61| 46.26 1.21 PL (B) 23.48 1356 .685  3.74

HU (A) | 49.06 | 43.49| 54.89 1.75 HU (B) 31.84 27.99 53| 1.45

Source:Our processing on the basis of data from the Amsadatabase.
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The median of the share of active companies thdemfailed to evaluate
ranged from 41.10% (the Czech Republic) to 49.06Ungary). The median of
the share of bankruptcy companies the model faitedvaluate ranged from
23.48% (Poland) to 39.73% (Slovakia), while in tjney zone, active companies
prevailed over bankruptcy ones. This situation sstmoticeable in the sample
of Polish companies, where 1.79 times more actolesi? companies are found
in the grey zone than the bankruptcy companiess Stwation is least obvious
in the sample of Slovak companies, when there Wietd times more active
companies in the grey zone. The accuracy with wthiehoriginal model is able
to identify an active or bankruptcy company is showthe Table 3.

Table 3

Discrimination Accuracy of the Original Version of the Model (in percentage points — pp)
Median | Min. Max. | Std. Dev. Median | Min. Max. | Std Dev.

CZ (A 4851 | 43.45| 54.16 1.70 CZ (B) 46.07 3756 .065| 2.48

SK (A) 39.31 | 32.21| 48.75 2.79 SK (B) 39.6 29.p6 .083  3.61

PL (A) 46.59 | 43.33| 50.42 1.24 PL (B) 66.96  49.51 .78Q0  4.07

HU(A) | 38.91 | 33.16] 44.15 1.78 HU (B) 43.14 36.98 .528| 1.60

Source:Our processing on the basis of data from the Amsadatabase.

Within the V4 countries, it is possible to mosta@tely recognize active
companies in the Czech Republic on the basis abilgeal version of the model
(48.51% of correctly evaluated companies); conlgrstae lowest accuracy
applies to Hungary (38.91%). In the case of bartkgupompanies, the model is
most accurate in Poland (66.96%), and least aecura$lovakia (39.66%). These
values are considerably lower than the valuesrailyi obtained by the author for
the American environment, which confirms hypothésisYet the statistical sig-
nificance of the difference was tested; the resuktsshown in Table 4.

Table 4
Results of Hypothesis HTesting

no. | W-stat.| Z-stat p-val. no. | W-stat| Z-stat pral.
CZ (A)*** 1000 0 27.393| 0.00000(] CZ (B)*** 100%) 0 | 27.393| 0.00000Q

SK (A) ** | 1000 0 27.393| 0.00000Q SK (B) *** 100 0 | 27.393| 0.00000Q
PL (A) *** | 1000 0 27.393| 0.00000Q) PL (B) *** 100 0 | 27.393| 0.00000Q
HU (A) *** | 1000 0 27.393 0.00000p HU (B)*** 100 0 27.393  @m0O00

Note: *significant at the 10% level; **significant atetb% level; ***significant at the 1% level.
Source:Our processing on the basis of data from the Amsadatabase.

According to the Wilcoxon test conclusion, mediahghe model accuracy in
all studied states are statistically different frdme reference value on a sample
of both active and bankruptcy companies. This mehas null hypothesis H
was confirmed.
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3.2. Derivation and Testing of Modified Versions of the Model

To verify the validity of hypothesis 3Ha new function was derived (i.e. co-
efficients of model variables were recalculateqasately for each V4 country;
this created a total of four new modified modeke(gquations 4 to 7). We suc-
ceeded in significantly increasing the overall heion capability of the models
—see Tables 6 and 7.

After deriving the models, it was necessary tdyameathe interval of the values
of the function, in which the models achieve theatest error rate. The error
here means the designation of the bankruptcy coynasuactive (empirical error
II) and vice versa, i.e. the designation of theévactompany as a bankruptcy
company (empirical error 1). Intervals in which@g occur are very scattered,
but concentrated in a relatively narrow intervadr lExample, under the model
derived for Poland, errors occur in the intervainir—72.638 to 204.044, but
50% of the values were identified in the range frd®95 (bottom quartile) to
5.599 (upper quartile).

Quantile boundaries of error values were thus usedetermine the grey-
-zone boundaries. For this, different combinatioh®rder statistics had to be
explored. The criterion for determining the greyxadboundaries is achieving
the highest predictive accuracy of the model irhkaattive and bankruptcy com-
panies while minimizing the share of non-evaluatechpanies. The best results
were achieved in setting the boundaries of the goey to the value of the lower
quartile and the error median. Final forms of thedified models can be written
in the following format (grey-zone intervals foroBamodel variant are shown
after the equation):

ModelCZ = -0.0218- X1 + 0.0750- X2 + 0.0327- X3 + 0.0669+X%10159- X5;
<0.065, 0.115> (4)

Model SK = 0.1128- X1 — 0.01155-X2 + 1.5202- X3 -06® X4 — 0.0286- X5:
<-0.04, 0.044> (5)

Model PL = 0.629-X1 + 0.744-X2 + 6.77-X3 + 0.0048-X0.152- X5;
<-0.043, 0.423> (6)

Model HU = -0.042- X1 + 0.046- X2 + 0.001- X3 + 0.008- 0.034- X5;
<—0.083, —0.055> @)

Modified models were tested on the same samplbeasgriginal version of
the model; non-parametric bootstrap process wasusisd again. First of all the
share of non-evaluated companies was studied.
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Table 5
Percentage of Non-evaluated Companies in Modified dtlel Versions

Median Min. Max. | Std. Dev. Median Min. Max. | Std. Dev.
CZ(A) | 2560 | 20.16| 29.94 147 Ccz(B 17.89 1215 .484| 1.96
SK(A) | 26.73 | 19.16| 36.59 249| SK(B 2414 14.7 .885| 3.04
PL(A) | 2553 | 20.88| 29.19 1.09| PL(B) 15.70 597 137.| 3.28
HU(A) | 3333 | 2817 | 38.30 166 HU(B 24.1¢ 1998 .87 | 1.16

Source:Our processing on the basis of data from the Amsadatabase.

In all modified models, reduction of the sharenoh-evaluated companies was
achieved in the sample of both active and bankyuptenpanies. For active com-
panies, this difference was biggest in the samplavak companies (18.70 pp),
while the smallest difference was reached in thapsa of Czech companies
(15.5 pp). Within the bankruptcy companies, thigedence was biggest in the
sample of Slovak companies (15.59 pp), and smafiébe sample of Hungarian
companies (7.69 pp).

Table 6
Discrimination Accuracy of Modified Models (in pp)
Median Min. Max. | Std. Dev. Median Min. Max. | Std. Dev.

CZ(A) | 50.79 45.62 56.55 1.69 CzZ (B) 72.28 64.99 .689 2.25
SK (A) | 53.66 45.70 62.83 2.78 SK (B) 53.6Y 41.18 .864 3.59
PL (A) 50.71 46.69 54.48 1.24 PL (B) 72.59 SY.ifS .684 3.90
HU (A) | 55.93 50.71 61.72 1.73 HU (B 27.23 23. 31.26 11.4

Source:Our processing on the basis of data from the Amsadatabase.

Median accuracy of modified models in active emtiees ranges from
50.71% in Poland up to 55.93% in Hungary. By redalion, these values in-
creased most in Hungarian companies (17.02 pp)lessd in Czech companies
(2.28 pp). The values of median accuracy for bgmkoompanies range from
27.23% in Hungary up to 72.59% in Poland. By redalfton, these values in-
creased most in Czech companies (26.21 pp), winilbungarian companies the
accuracy decreased by 15.93 pp. The differencedegtvthe median accuracy
of the original version of the model and modifieddals was tested using the
Wilcoxon test. The results are shown in the Table 7

Table 7
Results of Hypothesis HTesting

No. | W-stat. | Z-stat p-val. No. | W-stat. | Z-stat p-val.
CZ (A)*** |1000 | 45049| 22.462| 0.000000 CZ (B)*** | 1000 0| 27.393 0.000
SK (A)** {1000 0| 27.393| 0.00000q SK (By*** | 100( 20 27.391 0.0000
PL (Ay*** |1000 158| 27.376| 0.00000q PL (B)** | 1000 40 309|522.981| 0.000000
HU (A)*** 1000 0] 27.393| 0.000004 HU (B)** | 1000 0| 27.393 0.000

Source:Our processing on the basis of data from the Amsadatabase.
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The test confirmed that all medians of accuracynoiified models were
statistically different at the level of significamof 1% from medians of accuracy
achieved when the original version of the model used. The modification of the
model decreased the median of the share of nomnraeal companies as opposed
to the original version of the model (see Tableand 5), while the median of
predictive accuracy of the models in all studiedrdoes increased (see Tables
3 and 6). Although the aforementioned differences satistically significant,
hypothesis Hcan be considered as confirmed only for the CzesguBlic, Poland
and Slovakia. The hypothesis was not confirmedtier Hungarian bankruptcy
companies. This finding is consistent also with tbsult of the tests of overall
discrimination capability of modified models — Sesble below 8.

Table 8

Overall Discrimination Capability of Modified Model s

Model Wilk's lambda F-stat. p-val. Model Wilk's lambda F-stat. p-val.
CZ*** 0.95492 11.613 | <0.0000 || PL*** 0.75193 112.43 <0.0000
SK*** 0.93748 6.5626| <0.0000 || HU*** 0.97893 9.1610| <0.0000

Source:Our processing on the basis of data from the Amsadatabase.

All models are statistically significant at thedé of 1%. The highest discrim-
ination capability was achieved by the model far ttata of Polish companies
(Model PL), the lowest for Slovak companies.

One of the reasons for the lower discriminatiopatality of models can be
the method used to derive the model (see e.g. KardRRe#takova, 2014). To
derive the weights of the variables, the same noettes used as used by Altman
to derive his model: the method of linear discriation analysis, which assumed
multivariate normal distribution of data; this —vever — is a very rare pheno-
menon with financial ratio indicators. Frequentpd@portionality between the
numerator and denominator of the ratio indicatars loe considered as the cause
(Whittington, 1980). Although this method shows thhawbacks mentioned, we
did not want to influence the results by the sébacof the method.

3.3. Results of Testing Statistical Significance of Model Variables

Although there was an increase of discriminati@pability of modified
models, their prediction capability did not reahk tevel declared by the author
of the model. The cause of the lower discriminatapability of the model can
be the variables used. Although the variables weeal, characterized by a high
discrimination capability in the original environntein a different environment
they may loose this property. The reason is theivoollinearity of variables.
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As a basis, we use the Cochran thesis (Cochrad) ¥9that positive correlation
between individual pairs of indicators reduces diserimination capability of
the model based on the discrimination analysis atetiio evaluate the degree
(severity) of the multi-collinearity, the so-callédlerance is used, which ex-
presses unique contribution of the variable todwerall explanatory capability
of the model (Craney and Surles, 2002). For thev@lyeasons, the statistical
significance of the contribution of individual vables to the discrimination
capability of the model in individual countries atiir tolerances were tested
in the next step. The results are shown in the€rabl

Table 9
Significance of Model Variables According to Countres

Wilk's | Part. | Fto Wilk's |Part.| Fto
Lam. | Lam. [remove| Lam. |Lam.|remove|

X1 (CZ)***| 0.971| 0.983( 20.99(0.000005/0.033|X1 (PL)*** | 0.777|0.96§ 55.90/0.000000| 0.668
X2 (CZ)y***| 0.975| 0.980( 25.30|0.000001J0.027|X2 (PL)*** | 0.779|0.965 61.60(0.000000|0.653
X3 (CZ)***| 0.961| 0.994¢ 7.15|0.007593/0.482|X3 (PL)*** | 0.792|0.95(¢ 89.64|0.000000| 0.024
X4 (Cz)**| 0.973| 0.982( 22.67(0.000002/0.998|X4 (PL) 0.752|1.000 0.01{0.909240 0.954
X5 (CZ)*** | 0.967| 0.988( 14.92|0.000118/0.165|X5 (PL)*** | 0.790{0.954 86.21/0.000000/ 0.024
X1 (SK)* 0.945| 0.992( 3.79(0.052088/0.237|| X1 (HU)** | 0.981|0.999 4.64|0.031393 0.017
X2 (SK) 0.938| 0.999( 0.42|0.517474/0.240| X2 (HU)*** | 0.983|0.99¢ 8.45|0.003686|0.009
X3 (SK)***| 0.975| 0.961(¢ 19.78|0.000011{0.978|X3 (HU) 0.980(0.999 1.79|0.181416|1.00(
X4 (SK) 0.938] 0.999( 0.36|0.546642/0.990( X4 (HU)** | 0.982|0.9997 6.06|0.0139020.999
X5 (SK) 0.938| 1.000¢ 0.21|0.650693/0.986[ X5 (HU)*** | 0.995|0.984 34.56]0.000000] 0.203

Note: *significant at the 10% level; **significant atetb% level; ***significant at the 1% level.
Source:Our processing on the basis of data from the Amaidatabase.

p-val. |Toler. p-val. [Toler.

The variable ‘ratio of net working capital andaioassets (X1)' is statistically
significant at the significance level of 1% in Mo and Model CZ, in which
tolerance has the second lowest value, at thefisigne¢e level of 5% in Model
HU, and at the significance level of 10% in Mod#. S he variable ‘ratio of
retained profit to total assets (X2)' is statisfigaignificant at the level of 1% in
Model CZ, in which it is the most significant vdrla, as well as in Model HU
and Model PL. The variable ‘return on assets (X8)tatistically significant at
the significance level of 1% in all models exceppddl HU; it represents the
most significant variable in Model PL. The variatiatio of the book value of
equity and total external sources (X4) is statity significant at the level of
1% only in Model CZ, where — in addition — this icator reaches the highest
value of tolerance; i.e. it most contributes to diféerentiation of active compa-
nies from bankruptcy companies. In Model HU, theegiindicator is significant
at the level of 5%; in other models it is not sfig@int at any standard level of
significance. The variable ‘ratio of sales and &s¢X5)’ is statistically signifi-
cant at the level of 1% in all models except Mdslkl
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The said analysis clearly revealed the causesarl discrimination capabili-
ties of modified models than that the author deddor the original version of
the model.

3.4. Derivation and Testing of Reduced Models

To verify hypothesis K the so-called reduced models were derived using
backward stepwise discrimination, in which the ables of lower significance are
omitted from the model (see equations 8 to 11)s Pnocess was based on the
conclusion that of the two models, the one is prete which achieves the same
performance with a smaller number of explanatonjaides (Greene, 2012).

Model CZ red. = 0.0079-X2 + 0.0692-X4;  <0.0287664> (8)
Model SK red. = 1.6274-X3; <-0.1650, -0.0851>  (9)
Model PL red. = 0.6294- X1 + 0.7436-X2 + 6.7841- XB1523- X5;

<0.0515, 0.5437> (10)
Model HU red. = 0.007-X2 — 0.016- X5; <-0.0P0036> (11)

The overall discrimination capability of the dexd/reduced models is shown
in the Table 10.

Table 10

Overall Discrimination Capability of Reduced Models

Model Wilk's lambda F-stat. p-val.
CZx 0.97127 18.233 <0.0000
SKx 0.95393 23.953 <0.0000
PL*** 0.75194 140.62 <0.0000
HU** 0.98572 18.327 <0.0000

Source:Our processing on the basis of data from the Amsadatabase.

All reduced models as a whole are statisticaliyigicant at the level of 1%.
Nevertheless, the overall discrimination capab#itgording to Wilk's lambda is
very low for all models except Model PL. In revediscrimination, only varia-
bles X2 and X4 were left in the Model CZ red., shtes X2 and X5 in the Model
HU red., and one variable, X4, in the Model SK eden though all variables of
reduced models are statistically significant at slgmificance level of 1%, the
variables of the model for Poland achieve signifiya higher significance in
comparison with variables of reduced models forSReand CR.

For all reduced models, the error rate was alsdyaed, and the grey zone
derived in a similar manner as in the previous ¢ase equations 4 — 7). The
share of non-evaluated companies in the total hurabeompanies (valid ob-
servations) was explored first, see the Table 11.
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Table 11
Percentage of Non-evaluated Companies in Reduced Bliel Versions

Median | Min. | Max. | Std. Dev. Median | Min. | Max. | Std. Dev.
Cz(A) | 2496 | 20.33| 29.99 1.40 Cz(B) 10.77 6.145.08 1.58
SK(A) | 2621 | 17.07| 34.92 255 SK (B) 28.64  17.p2 639 3.46
PL(A) | 2549 | 21.89| 29.83 1.12 PL (B) 13.3¢ 5.08 2.42 2.92
HU (A) | 40.15 | 33.25| 45.65 1.77 HU (B) 24.21]  20.86 .587 1.19

Source:Our processing on the basis of data from the Amsadatabase.

By comparing medians of the shares of non-evalua@mpanies among
reduced (equations 8 — 11) and modified modelsafgops 4 to 7), it can be
ascertained that in models for the CR and Polamel,share of non-evaluated
companies was reduced in the sample of both aatidebankruptcy companies.
In the case of Slovakia, there has been a dedliriee share of non-evaluated
enterprises in active companies only; in terms afkouptcy companies, the
share increased by 4.51 pp. In the case of Hungaeye has been a decline in
the sample of both active and bankruptcy companibg 6.82 pp and 0.06 pp.
The prediction capability of the model, i.e. thewacy of the reduced models
on the bootstrap sample, is shown in the Table 12.

Table 12
Discrimination Accuracy of Reduced Models (in pp)

Median | Min. Max. Std. Dev. Median | Min. Max. Std.Dev.

Cz (A 50.34 44.65| 55.39 1.68 CzZ(B) 83.15 76.04 .788 1.92
PL (A) 50.92 46.79| 55.22 1.28 PL (B) 81.08 68./0 .581 341
SK (A) 52.90 42.12| 62.0] 2.86 SK (B) 46.97 34.680 6 3.71
HU (A) 45.49 39.01] 50.98 1.79 HU (B) 27.57 23.16 .58l 1.24

Source:Our processing on the basis of data from the Amsadatabase.

The comparison of medians of accuracy of reducedets with accuracies of
modified models has shown that the reduction ofmtlmaber of indicators led to
increased accuracy both on the sample of activeO(Bg pp) and bankruptcy
companies (by 8.49 pp) only in the model for Polisimpanies. In Model CZ
red., where the reduction of the number of indicat@as more noticeable, there
was an increase of accuracy in the sample of batdyrucompanies only (by
10.87 pp), while in the sample of active comparhes accuracy slightly de-
creased (by 0.45 pp). In SK model red., in whiah bduction of the number of
indicators was most significant, the predictiveuaacy in the sample of active
enterprises decreased by 0.76 pp, and in the savhpknkruptcy companies by
6.70 pp. In HU model reduced, the accuracy in actiempanies decreased by
10.44 pp; conversely, the accuracy increased by pp3in the sample of bank-
ruptcy companies. The difference of the median aguof the models was also
tested, see the Table 13.
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Table 13
Results of Hypothesis HTesting

No. | W-stat.| Z-stat p-val. No. | W-stat. | Z-stat p-val.
CZ (A)*** | 999 | 197 989 5.6744 | 0.00000Q CZ (B)*** |1000 0 | 27.393Q 0.000000

SK (A)*** 999 | 197 650, 5.7116 | 0.00000() SK (B)*** 1000 | 15 059.5| 25.7445| 0.000000
PL (A)*** 11000 | 213 002| 4.0773| 0.00005( PL (B)*** |1000 | 4968 | 26.8492 0.000000
HU (A)** |1000 0] 27.39297| 0.00000HU (B)*** |1000 | 19 7539| 5.7699 0.000000

Source:Our processing on the basis of data from the Amsadatabase.

According to the conclusion of the Wilcoxon tedte medians of accuracy
between modified and reduced models both in aetngbankruptcy companies
are statistically different at the 1% level of sfgrance. Hypothesis His there-
fore entirely confirmed in the sample of Polish gamies, when reducing the
number of indicators caused the increase of theracg of the model in the
sample of both active and bankruptcy companieslewkiucing the number of
non-evaluated bankruptcy companies and with an amgdd number of non-
-evaluated active companies.

In the sample of Czech companies, this hypoth&ais confirmed only par-
tially, because although there was reduction ofesbfnon-evaluated enterprises,
the increasing of the accuracy was achieved onithénsample of bankruptcy
companies.

The hypothesis was not confirmed in the sampl8lovak companies, as the
reduction of the number of variables caused theiatieh of accuracy in the
sample of both active and bankruptcy companiesaatite same time increasing
the number of non-evaluated bankruptcy companiége. Aypothesis was not
quite confirmed in the sample of Hungarian compsinethough there was
a slight increase in accuracy in the sample of hgtky companies, the share of
non-evaluated companies increased at the same time.

The significance of variables of the Altman mofiel bankruptcy prediction
in American conditions was tested by Li (2012). iEtkough it is a test of the
original model using market data, conclusions agetlhvmentioning. He found
that statistically significant are only two indioed: the ratio net working capital
to assets (X1), and the ratio of the market valfiequity and total liabilities
(X4). The importance of the ratio net working capiio assets (X1) was con-
firmed also by our research: this variable is statlly significant in all V4
countries. On the other hand, it occurs only in Ehedel PL red. — it was
dropped from the other models due to redundaneyttie information contained
in this indicator was substituted by other indicato

Shumway (2001) found that in addition to the algeaentioned indicator
X4, the return on assets indicator (EBIT/asset9, &s the statistically signifi-
cant indicator of the Altman model. According ta @onclusions, this indicator
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is statistically significant at the significancevéd of 1% in all countries except
Hungary. In the sample of Slovak companies, thigcator is the most important
one.

Conclusion

Absence of a sufficient number of observationsceoming bankruptcy com-
panies tends to favouring the models created feréiit environments or even in
another period against the creation of one’s owdetso But prediction capabili-
ties of the models in another environment are positlered. The issue of trans-
ferability of models has been investigated on tkarmgle of the Altman model
in a number of studies, and was therefore usedralsor research.

Testing the accuracy of the Altman model in theyda of data of manufac-
turing industry companies of V4 countries showeat the original model wor-
ked with a statistically lower accuracy and witlhigh share of non-evaluated
companies.

It was also found that by revaluating the weigbftdhe model coefficients
and grey-zone boundaries while maintaining thealdes of the model, the dis-
crimination capability of the model — i.e. the chiitsy to correctly identify
bankruptcy and prosperous companies — can be gentedhis hypothesis was
not confirmed only for bankruptcy companies of Hairyg

The model in general can be regarded as an optiocmmiination of varia-
bles with suitably set coefficients. In the nexpstthe effectiveness of the com-
bination of the variables for the given environmeras therefore investigated
using the reverse discrimination method, duringohtihe model was first com-
piled of all statistically significant variablespdthen the insignificant variables
were gradually eliminated (insignificant in the serthat the discrimination ac-
curacy of the model did not drop by omitting theiaile).

In the sample of the data examined it was prokiahthe Altman model vari-
ables have very different discrimination capabilitydifferent countries, and are
therefore not transferable among environments. dtbmve shows that for the
particular environment it is necessary to find awn optimal combination
of indicators and create original models. We caasithis conclusion as very
important also in the context with the rating ewaion of borrowers from indi-
vidual countries.

Although the sample of companies studied doescoostitute a population,
using the bootstrap method allowed estimating tlopgrties of the population.
At the same time, this process enabled us to testher the recalculation of
model coefficients leads to a statistically sigrdfit increase of its accuracy.
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