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Abstract 
 
 This paper presents the results of research into the discrimination capability 
of the Altman bankruptcy model. The authors are contributing in this way 
to discussion of the possible transferability of models that have been created in 
a different environment or a different time period. Efforts at model transfer are 
motivated by an assumption to obtain the same or similar discrimination accu-
racy for the given model as that declared by its creators. The tests performed 
have clearly shown that the discrimination accuracy of a model falls significant-
ly when it is used in a different environment. This led in turn to an investigation 
of ways in which the discrimination capability of a model may be increased by 
means of the determination of new weightings for model variables and grey-zone 
boundaries. The accuracy of the original models was not attained, although an 
increase was seen in the discrimination accuracy of these models. 
 
Keywords: bankruptcy prediction model transferability, linear discrimination 
analysis, Wilcoxon test, bootstrap 
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1.  Introduction  
 
 The first attempts to predict bankruptcy sufficiently in advance reach back to 
the 60s of the last century. Beaver (1966) demonstrated as the first one that to 
predict bankruptcy, financial indicators can be used. Altman (1968) continued 
his work and created the first bankruptcy model. In response to these works, 
more bankruptcy models were created (see Deakin, 1972; Martin, 1977; Altman, 
Haldeman and Narayanan, 1977; Altman, 2000; Ohlson, 1980; Taffler, 1982; 
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Zmijewski, 1984; Tam and Kiang, 1992; Shumway, 2001; Sánchez-Lasheras 
et al., 2012, and many others). The Altman model is among the most cited and 
hence the best known model. The original version of the Altman model was 
intended only for companies listed on the capital market. Later the modification 
of the model was published for companies not listed in the capital market (see 
Altman, 2000): the so-called revised Z-score, which became very popular even 
in our conditions. The modification of the model that dates from 1983 enabled 
its wider use, which was probably contributed to by the simplicity of the formu-
la. The popularity of the model is summarized by Mandru et al. (2010), accord-
ing to whom the Altman model (see Altman, Haldeman and Narayanan, 1977) is 
still robust, even though it was developed more than 30 years ago. This view was 
confirmed also by other studies (see, Li and Ragozar, 2012; Satish and Jana-
kiram, 2011; El Khoury and Al Beaïno, 2014; Al Khatib and Al Bzour, 2011). 
Conversely, Wu, Gant and Grey (2010), Grice and Dugan (2001), Pitrová (2011) 
and others have come to the opposite conclusion. The results of these researches 
show that predictive accuracy of models significantly decreases if the model is 
used in another industry, in another time and/or in another business environment 
than that in which the data used to derive the model were obtained. According to 
Niemann, Schmidt and Neukirchen (2008), the cause can be found in a different 
structure of values in the financial statements of companies in individual coun-
tries. These differences in the structure of the financial statements arise from 
different values of key macroeconomic indicators, such as interest rates, the level 
of taxation, the wage levels, the access to the capital market, and so on. The 
effectiveness of the Altman model in the Czech Republic was investigated by 
Machek (2014), who came to the conclusion that the Z-score is indeed more 
effective for Czech companies than, for example, the Taffler model or the Kralicek 
quick test, but less effective compared with domestic model IN 05. The attention 
of scientists focused on studying the causes for decreasing discrimination abili-
ties of the Altman model. According to Shumway (2001) and Li (2012), who 
studied the significance of variables of the Altman Z-score in the US environ-
ment, the reason for less predictive accuracy of the Altman model may lie in the 
different discrimination ability of individual variables occurring in the model.  
 Our research has followed up the results of the above studies; it was conducted 
on the data of companies of the countries of the Visegrad Group (the Czech Re-
public, Slovakia, Poland and Hungary, hereinafter referred to as Visegrad Group 
– V4). The aim of the research is to test the predictive capability of the original 
version of the Altman model in the environment different from the environment 
of its origin, thus exploring its transferability to a different economic environ-
ment. By transferability we understand the possibility of the prediction capability 
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of the model to achieve results similar to those originally obtained by the author of 
the model, i.e. in the capability of differentiating companies in the risk of bank-
ruptcy from financially healthy (active) companies in a country other than the 
country of origin of the model with the same or similar accuracy. Another goal is 
to test the prediction capability of the models derived for each country based on 
the country data, using the same variables as used by Altman in the model for 
1983. During this we assume that modified models derived for each country sepa-
rately will have higher prediction accuracy. The secondary goal is to offer the pro-
cess of the model modification, which leads to increasing its prediction capability. 
 The goals above led to the formulation of the following hypotheses:  
 Hypothesis H1: The predictive accuracy of the original version of the model in 
the V4 countries is statistically different from the accuracy in the original sample.  
 Alternative hypothesis H1(1): The predictive accuracy of the original version 
of the model in the V4 countries is the same as the accuracy in the original sample. 
 If hypothesis H1 is confirmed, following hypothesis H2 will be also tested. 
 Hypothesis H2: By deriving the new function using the Altman model and 
determining the new grey-zone boundaries, statistically higher accuracy of the 
model can be achieved.  
 The alternative hypothesis is H2(1): By deriving the new function using the 
variables of the Altman model and determining the new grey-zone boundaries, 
statistically higher accuracy of the model cannot be achieved.  
 If hypothesis H2 is confirmed, hypothesis H3 will be tested.  
 Hypothesis H3: It is possible to achieve the same or higher predictive accura-
cy of the model with fewer variables than contained in the original model, with 
the same or lower share of non-evaluated companies.  
 Alternative hypothesis H3(1): It is not possible to achieve the same or higher 
predictive accuracy of the model with fewer variables than contained in the orig-
inal model, with the same or lower share of non-evaluated companies. 
 The hypotheses will be verified on the basis of comparing medians of the 
achieved predictive accuracy of the original version of the Altman model or of the 
derived models (the so-called modified and reduced models for each country).  
 
 
2.  Sample Studied and Methods Used  
 
 The Altman model is based on financial ratio indicators, which are used 
in the long term to evaluate the stability and financial health of companies (see, 
for example, Czillingová, Petruška and Tkáč, 2012). In the case of the Altman 
model, it is a combination of five indicators, which – according to its author – 
surpassed other alternatives in terms of its predictive accuracy and correlation 
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between indicators. The Revised Z-score, which is the subject of our research 
(hereinafter referred to as the original version of the model), can be written as 
follows (see Altman, 2000):  
 

Z-score = 0.717·X1 + 0.847·X2 + 3.107·X3 +0.42·X4 + 0.998·X5 (1) 
 
where 
 X1 – (current assets – short-term debt)/total assets,  
 X2 – retained profit/total assets,  
 X3 – operating profit/total assets,  
 X4 – book value of equity/total debts, X5 = sales/total assets. 
 
 The grey zone of the model is represented by interval <1.23; 2.9>. On the 
basis of the said model one year before bankruptcy, Altman correctly identified 
90.9% bankruptcy companies and 97% active companies (hereinafter the refer-
ence values). These reference values will be tested as part of the verification of 
hypothesis H1.  
 The sample studied includes the financial statements of 5 977 companies in 
the manufacturing industry (NACE rev. 2 main section C), operating in one of 
the V4 countries (hereinafter the analysed data), of which 4 220 companies are 
financially healthy (active), and 1 757 companies, which went bankrupt in the 
following year (bankruptcy). The data were obtained from the Amadeus database 
provided by the company Bureau Van Dijk. In the bankruptcy companies, data 
from the statements one year before the bankruptcy were used. The structure of 
the studied sample is given in Table 1. 
 
T a b l e  1  

Structure of the Studied Sample in each Country 

Country Population 
Sample studied 

Active Bankruptcy Total Share of active Share in population 

Czech Republic (CZ) 172 162 857 379 1 236 69.34% 0.72% 
Hungary (HU) 51 161 1 463 1 070 2 533 57.76% 4.95% 
Poland (PL) 176 471 1 583 127 1 710 92.57% 0.97% 
Slovakia (SK) 69 083 317 181 498 63.65% 0.72% 
Total 468 877 4 220 1 757 5 977 70.60% 1.27% 

Source: Our processing on the basis of data from the Amadeus database.  

 
 In the sample, all companies were included whose data were contained in the 
database and which went bankrupt in the period 2007 – 2012. These data were 
then supplemented by 4 220 active companies, selected randomly. The Beaver-
Altman approach of the so-called matched-pairs was not deliberately followed; it 
consists in comparing companies of the same size with each other, because it 
reduces the size of the sample and hence the degree of freedom (Taffler, 1982).  
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 To assess the relevance of the sample, the minimum size of the sample was 
determined; for this, the Cochran process was used (see Cochran, 1977). At the 
5% level of significance, at the 5% error rate and at the maximum variance of the 
sample (p = 0.5), the minimum number of companies ranged from 381 to 383, 
depending on the size of the population. From this point of view, the studied 
sample is large enough to generalize the results. 
 To estimate the parameters of the probability distribution of the samples, the 
non-parametric bootstrap was applied at 1 000 replications. This procedure 
allowed us to derive descriptive statistics of the model accuracy, and to test 
the significance of the differences of the measured values against the reference 
values of the accuracy of the original version of the model.  
 Let us assume that by testing, we obtained n independent values x1, x2, …, xn, 
of which we calculated characteristics X of our interest (here, for example, the 
model accuracy). The bootstrap sample will be obtained by generating (“select-
ing by repeating”) n random numbers from set x1, x2... xn; x* = (x1*, x2* ... xn*). 
For this sample, we also calculate relevant characteristics X* . If we repeat this 
entire process B-times, we get values X1*, X 2* ... XB*, which represent the boot-
strap-population of characteristics X*  (Menčík, 2001).  
 For the testing, the Wilcoxon paired test was used (see Wilcoxon, 1945), 
which can be used to verify the hypothesis that two random variables X and Y 
are the same in terms of the position (i.e. their medians coincide), or H0: z0.50 = 
x0.50 – y0.50 or z0.50 = 0.  
 Test statistic for large samples can be written in the following format: 
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 To verify hypothesis H1, the original version of the model was tested on V4 
data. The share of correctly evaluated bankruptcy (or active) companies was 
studied, as well as the proportion of companies in the grey zone (i.e. non-evalua-
ted) to the number of observations of bankruptcy (or active) companies (always 
for the given country). The hypothesis is confirmed if the medians of accuracy of 
the model in all countries studied are statistically different from the reference 
value in the sample of both active and bankruptcy companies. The calculation 
was performed in the Statistica programme.  
 To test hypothesis H2, coefficients of variables contained in the Altman model 
for each country were derived, and the so-called modified models created in four 
variants. The same method of the linear discrimination analysis was used for the 
derivation as used by Altman for the creation of his model. The resolution ability 
of the models obtained was tested in the same manner as in the case of verifying 
hypothesis H1.  
 Hypothesis H3 was tested in the same manner. The assumption included the 
derivation of the so-called reduced models for each country using the method of 
backward stepwise discrimination, in which variables with lower significance 
were eliminated from the model.  
 
 
3.  Results and their Discussion 
 
 In the original setting, the Altman model was very successful in recognizing 
prosperous companies and companies at the risk of bankruptcy, i.e. for the pre-
diction of bankruptcy. The prediction capability of the original version of the 
model was therefore tested first.  
 
3.1.  Results of Testing the Original Version of the Model 
 
 The testing of the original version of the model was carried out in three steps. 
First, the number of companies located in the grey zone was evaluated. The 
results are shown in Table 2.  
 
T a b l e  2  

Percentage of Non-evaluated Companies in the Original Version of the Model 

  Median Min. Max. Std. Dev.   Median Min. Max. Std. Dev. 

CZ (A) 41.10 36.11 47.01 1.68 CZ (B) 31.78 25.01 40.10 2.41 
SK (A) 45.43 35.39 54.19 2.88 SK (B) 39.73 27.91 51.23 3.62 
PL (A) 42.23 38.61 46.26 1.21 PL (B) 23.48 13.56 35.66 3.74 
HU (A) 49.06 43.49 54.89 1.75 HU (B) 31.84 27.99 36.53 1.45 

Source: Our processing on the basis of data from the Amadeus database.  



623 

 The median of the share of active companies the model failed to evaluate 
ranged from 41.10% (the Czech Republic) to 49.06% (Hungary). The median of 
the share of bankruptcy companies the model failed to evaluate ranged from 
23.48% (Poland) to 39.73% (Slovakia), while in the grey zone, active companies 
prevailed over bankruptcy ones. This situation is most noticeable in the sample 
of Polish companies, where 1.79 times more active Polish companies are found 
in the grey zone than the bankruptcy companies. This situation is least obvious 
in the sample of Slovak companies, when there were 1.14 times more active 
companies in the grey zone. The accuracy with which the original model is able 
to identify an active or bankruptcy company is shown in the Table 3. 
 
T a b l e  3  

Discrimination Accuracy of the Original Version of the Model (in percentage points – pp) 

  Median Min. Max. Std. Dev.   Median Min. Max. Std. Dev. 

CZ (A) 48.51 43.45 54.16 1.70 CZ (B) 46.07 37.56 55.06 2.48 
SK (A) 39.31 32.21 48.75 2.79 SK (B) 39.66 29.06 53.07 3.61 
PL (A) 46.59 43.33 50.42 1.24 PL (B) 66.96 49.61 80.7 4.07 
HU (A) 38.91 33.16 44.15 1.78 HU (B) 43.16 36.98 48.52 1.60 

Source: Our processing on the basis of data from the Amadeus database. 

 
 Within the V4 countries, it is possible to most accurately recognize active 
companies in the Czech Republic on the basis of the original version of the model 
(48.51% of correctly evaluated companies); conversely, the lowest accuracy 
applies to Hungary (38.91%). In the case of bankruptcy companies, the model is 
most accurate in Poland (66.96%), and least accurate in Slovakia (39.66%). These 
values are considerably lower than the values originally obtained by the author for 
the American environment, which confirms hypothesis H1. Yet the statistical sig-
nificance of the difference was tested; the results are shown in Table 4. 
 
T a b l e  4  

Results of Hypothesis H1 Testing 

  no. W-stat. Z-stat p-val.   no. W-stat. Z-stat p-val. 

CZ (A)*** 1000 0 27.393 0.000000 CZ (B) *** 1000 0 27.393 0.000000 
SK (A) *** 1000 0 27.393 0.000000 SK (B) *** 1000 0 27.393 0.000000 
PL (A) *** 1000 0 27.393 0.000000 PL (B) *** 1000 0 27.393 0.000000 
HU (A) ***  1000 0 27.393 0.000000 HU (B) *** 1000 0 27.393 0.000000 

Note: *significant at the 10% level; **significant at the 5% level; ***significant at the 1% level.  

Source: Our processing on the basis of data from the Amadeus database. 

 
 According to the Wilcoxon test conclusion, medians of the model accuracy in 
all studied states are statistically different from the reference value on a sample 
of both active and bankruptcy companies. This means that null hypothesis H1 

was confirmed. 
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3.2.  Derivation and Testing of Modified Versions of the Model 
 
 To verify the validity of hypothesis H2, a new function was derived (i.e. co-
efficients of model variables were recalculated) separately for each V4 country; 
this created a total of four new modified models (see equations 4 to 7). We suc-
ceeded in significantly increasing the overall resolution capability of the models 
– see Tables 6 and 7.  
 After deriving the models, it was necessary to analyse the interval of the values 
of the function, in which the models achieve the greatest error rate. The error 
here means the designation of the bankruptcy company as active (empirical error 
II) and vice versa, i.e. the designation of the active company as a bankruptcy 
company (empirical error I). Intervals in which errors occur are very scattered, 
but concentrated in a relatively narrow interval. For example, under the model 
derived for Poland, errors occur in the interval from –72.638 to 204.044, but 
50% of the values were identified in the range from 4.095 (bottom quartile) to 
5.599 (upper quartile).  
 Quantile boundaries of error values were thus used to determine the grey-       
-zone boundaries. For this, different combinations of order statistics had to be 
explored. The criterion for determining the grey-zone boundaries is achieving 
the highest predictive accuracy of the model in both active and bankruptcy com-
panies while minimizing the share of non-evaluated companies. The best results 
were achieved in setting the boundaries of the grey zone to the value of the lower 
quartile and the error median. Final forms of the modified models can be written 
in the following format (grey-zone intervals for each model variant are shown 
after the equation): 

 
Model CZ = –0.0218·X1 + 0.0750·X2 + 0.0327·X3 + 0.0669·X4 + 0.0159·X5; 

<0.065, 0.115>                                             (4) 
 

Model SK = 0.1128·X1 – 0.01155·X2 + 1.5202·X3 – 0.0065·X4 – 0.0286·X5; 
<–0.04, 0.044>                                             (5) 

 
Model PL = 0.629·X1 + 0.744·X2 + 6.77·X3 + 0.0043·X4 – 0.152·X5; 

<–0.043, 0.423>                                            (6) 
 

Model HU = –0.042·X1 + 0.046·X2 + 0.001·X3 + 0.003·X4 – 0.034·X5; 
<–0.083, –0.055>                                          (7) 

 
 Modified models were tested on the same sample as the original version of 
the model; non-parametric bootstrap process was also used again. First of all the 
share of non-evaluated companies was studied. 
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T a b l e  5  

Percentage of Non-evaluated Companies in Modified Model Versions 

  Median Min. Max. Std. Dev.   Median Min. Max. Std. Dev. 

CZ (A) 25.60 20.16 29.94 1.47 CZ (B) 17.89 12.15 24.48 1.96 
SK (A) 26.73 19.16 36.59 2.49 SK (B) 24.14 14.67 35.86 3.04 
PL (A) 25.53 20.88 29.19 1.09 PL (B) 15.70 5.97 27.13 3.28 
HU (A) 33.33 28.17 38.30 1.66 HU (B) 24.15 19.98 27.84 1.16 

Source: Our processing on the basis of data from the Amadeus database. 

 
 In all modified models, reduction of the share of non-evaluated companies was 
achieved in the sample of both active and bankruptcy companies. For active com-
panies, this difference was biggest in the sample of Slovak companies (18.70 pp), 
while the smallest difference was reached in the sample of Czech companies 
(15.5 pp). Within the bankruptcy companies, this difference was biggest in the 
sample of Slovak companies (15.59 pp), and smallest in the sample of Hungarian 
companies (7.69 pp).  
 
T a b l e  6  

Discrimination Accuracy of Modified Models (in pp) 

  Median Min. Max. Std. Dev.   Median Min. Max. Std. Dev. 

CZ (A) 50.79 45.62 56.55 1.69 CZ (B) 72.28 64.99 79.66 2.25 
SK (A) 53.66 45.70 62.83 2.78 SK (B) 53.67 41.18 64.89 3.59 
PL (A) 50.71 46.69 54.48 1.24 PL (B) 72.59 57.66 84.68 3.90 
HU (A) 55.93 50.71 61.72 1.73 HU (B) 27.23 23.36 31.26 1.21 

Source: Our processing on the basis of data from the Amadeus database. 

 
 Median accuracy of modified models in active enterprises ranges from 
50.71% in Poland up to 55.93% in Hungary. By recalculation, these values in-
creased most in Hungarian companies (17.02 pp), and least in Czech companies 
(2.28 pp). The values of median accuracy for bankrupt companies range from 
27.23% in Hungary up to 72.59% in Poland. By recalculation, these values in-
creased most in Czech companies (26.21 pp), while in Hungarian companies the 
accuracy decreased by 15.93 pp. The difference between the median accuracy 
of the original version of the model and modified models was tested using the 
Wilcoxon test. The results are shown in the Table 7. 
 
T a b l e  7  

Results of Hypothesis H2 Testing  

  No. W-stat. Z-stat p-val.   No. W-stat. Z-stat p-val. 

CZ (A)*** 1000 45 049 22.462 0.000000 CZ (B)*** 1000       0 27.393 0.000000 
SK (A)*** 1000 0 27.393 0.000000 SK (B)*** 1000     20 27.391 0.000000 
PL (A)*** 1000 158 27.376 0.000000 PL (B)*** 1000 40 309.5 22.981 0.000000 
HU (A)*** 1000 0 27.393 0.000000 HU (B)*** 1000       0 27.393 0.000000 

Source: Our processing on the basis of data from the Amadeus database. 
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 The test confirmed that all medians of accuracy of modified models were 
statistically different at the level of significance of 1% from medians of accuracy 
achieved when the original version of the model was used. The modification of the 
model decreased the median of the share of non-evaluated companies as opposed 
to the original version of the model (see Tables 2 and 5), while the median of 
predictive accuracy of the models in all studied countries increased (see Tables 
3 and 6). Although the aforementioned differences are statistically significant, 
hypothesis H2 can be considered as confirmed only for the Czech Republic, Poland 
and Slovakia. The hypothesis was not confirmed for the Hungarian bankruptcy 
companies. This finding is consistent also with the result of the tests of overall 
discrimination capability of modified models – see Table below 8. 
 
T a b l e  8  

Overall Discrimination Capability of Modified Model s 

Model Wilk’s lambda F-stat. p-val. Model Wilk’s lambda F-stat. p-val. 

CZ*** 0.95492 11.613 <0.0000 PL*** 0.75193 112.43 <0.0000 
SK*** 0.93748     6.5626 <0.0000 HU*** 0.97893     9.1610 <0.0000 

Source: Our processing on the basis of data from the Amadeus database. 

 
 All models are statistically significant at the level of 1%. The highest discrim-
ination capability was achieved by the model for the data of Polish companies 
(Model PL), the lowest for Slovak companies.  
 One of the reasons for the lower discrimination capability of models can be 
the method used to derive the model (see e.g. Karas and Režňáková, 2014). To 
derive the weights of the variables, the same method was used as used by Altman 
to derive his model: the method of linear discrimination analysis, which assumed 
multivariate normal distribution of data; this – however – is a very rare pheno-
menon with financial ratio indicators. Frequent disproportionality between the 
numerator and denominator of the ratio indicators can be considered as the cause 
(Whittington, 1980). Although this method shows the drawbacks mentioned, we 
did not want to influence the results by the selection of the method.  
 
3.3.  Results of Testing Statistical Significance of Model Variables 
 
 Although there was an increase of discrimination capability of modified 
models, their prediction capability did not reach the level declared by the author 
of the model. The cause of the lower discrimination capability of the model can 
be the variables used. Although the variables were used, characterized by a high 
discrimination capability in the original environment, in a different environment 
they may loose this property. The reason is the multi-collinearity of variables. 
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As a basis, we use the Cochran thesis (Cochran, 1964) – that positive correlation 
between individual pairs of indicators reduces the discrimination capability of 
the model based on the discrimination analysis method. To evaluate the degree 
(severity) of the multi-collinearity, the so-called tolerance is used, which ex-
presses unique contribution of the variable to the overall explanatory capability 
of the model (Craney and Surles, 2002). For the above reasons, the statistical 
significance of the contribution of individual variables to the discrimination 
capability of the model in individual countries and their tolerances were tested 
in the next step. The results are shown in the Table 9. 
 
T a b l e  9  

Significance of Model Variables According to Countries 

 Wilk’s 
Lam.  

Part. 
Lam. 

F to 
remove 

p-val. Toler.  Wilk’s 
Lam. 

Part. 
Lam. 

F to 
remove 

p-val. Toler.

 X1 (CZ)***  0.971 0.9830 20.99 0.000005 0.033  X1 (PL)***  0.777 0.968 55.90 0.000000 0.668 
 X2 (CZ)***  0.975 0.9800 25.30 0.000001 0.027  X2 (PL)***  0.779 0.965 61.60 0.000000 0.653 
 X3 (CZ)***  0.961 0.9940 7.15 0.007593 0.482  X3 (PL)***  0.792 0.950 89.64 0.000000 0.024 
 X4 (CZ)***  0.973 0.9820 22.67 0.000002 0.998  X4 (PL) 0.752 1.000 0.01 0.909240 0.956 
 X5 (CZ)***  0.967 0.9880 14.92 0.000118 0.165  X5 (PL)***  0.790 0.952 86.21 0.000000 0.024 

 X1 (SK)* 0.945 0.9920 3.79 0.052088 0.237  X1 (HU)**  0.981 0.998 4.64 0.031393 0.012 
 X2 (SK) 0.938 0.9990 0.42 0.517474 0.240  X2 (HU)***  0.983 0.996 8.45 0.003686 0.009 
 X3 (SK)***  0.975 0.9610 19.78 0.000011 0.978  X3 (HU) 0.980 0.999 1.79 0.181416 1.000 
 X4 (SK) 0.938 0.9990 0.36 0.546642 0.990  X4 (HU)**  0.982 0.997 6.06 0.013902 0.999 
 X5 (SK) 0.938 1.0000 0.21 0.650693 0.986  X5 (HU)***  0.995 0.984 34.56 0.000000 0.203 

Note: *significant at the 10% level; **significant at the 5% level; ***significant at the 1% level. 

Source: Our processing on the basis of data from the Amadeus database. 

 
 The variable ‘ratio of net working capital and total assets (X1)’ is statistically 
significant at the significance level of 1% in Model PL and Model CZ, in which 
tolerance has the second lowest value, at the significance level of 5% in Model 
HU, and at the significance level of 10% in Model SK. The variable ‘ratio of 
retained profit to total assets (X2)’ is statistically significant at the level of 1% in 
Model CZ, in which it is the most significant variable, as well as in Model HU 
and Model PL. The variable ‘return on assets (X3)’ is statistically significant at 
the significance level of 1% in all models except Model HU; it represents the 
most significant variable in Model PL. The variable ‘ratio of the book value of 
equity and total external sources (X4)’ is statistically significant at the level of 
1% only in Model CZ, where – in addition – this indicator reaches the highest 
value of tolerance; i.e. it most contributes to the differentiation of active compa-
nies from bankruptcy companies. In Model HU, the given indicator is significant 
at the level of 5%; in other models it is not significant at any standard level of 
significance. The variable ‘ratio of sales and assets (X5)’ is statistically signifi-
cant at the level of 1% in all models except Model SK.  
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 The said analysis clearly revealed the causes of lower discrimination capabili-
ties of modified models than that the author declares for the original version of 
the model.  
 
3.4.  Derivation and Testing of Reduced Models 
 
 To verify hypothesis H3, the so-called reduced models were derived using 
backward stepwise discrimination, in which the variables of lower significance are 
omitted from the model (see equations 8 to 11). This process was based on the 
conclusion that of the two models, the one is preferred, which achieves the same 
performance with a smaller number of explanatory variables (Greene, 2012). 

 
Model CZ red. = 0.0079·X2 + 0.0692·X4; <0.0287, 0.0654>           (8) 

 
Model SK red. = 1.6274·X3;    <–0.1650, –0.0851>           (9) 

 
Model PL red. = 0.6294·X1 + 0.7436·X2 + 6.7841·X3 – 0.1523·X5; 

<0.0515, 0.5437>                  (10) 
 

Model HU red. = 0.007·X2 – 0.016·X5;      <–0.020,–0.036>        (11) 
 

 The overall discrimination capability of the derived reduced models is shown 
in the Table 10. 
 
T a b l e  10  

Overall Discrimination Capability of Reduced Models 

Model Wilk’s lambda F-stat. p-val. 

CZ*** 0.97127     18.233 <0.0000 
SK*** 0.95393     23.953 <0.0000 
PL*** 0.75194 140.62 <0.0000 
HU*** 0.98572     18.327 <0.0000 

Source: Our processing on the basis of data from the Amadeus database. 
 

 All reduced models as a whole are statistically significant at the level of 1%. 
Nevertheless, the overall discrimination capability according to Wilk’s lambda is 
very low for all models except Model PL. In reverse discrimination, only varia-
bles X2 and X4 were left in the Model CZ red., variables X2 and X5 in the Model 
HU red., and one variable, X4, in the Model SK red. Even though all variables of 
reduced models are statistically significant at the significance level of 1%, the 
variables of the model for Poland achieve significantly higher significance in 
comparison with variables of reduced models for the SR and CR.  
 For all reduced models, the error rate was also analysed, and the grey zone 
derived in a similar manner as in the previous case (see equations 4 – 7). The 
share of non-evaluated companies in the total number of companies (valid ob-
servations) was explored first, see the Table 11. 
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T a b l e  11 

Percentage of Non-evaluated Companies in Reduced Model Versions 

  Median Min. Max. Std. Dev.  Median Min. Max. Std. Dev. 

CZ (A) 24.96 20.33 29.99 1.40 CZ (B) 10.77   6.14 15.03 1.58 
SK (A) 26.21 17.07 34.92 2.55 SK (B) 28.64 17.22 39.67 3.46 
PL (A) 25.49 21.89 29.83 1.12 PL (B) 13.39   5.08 22.41 2.92 
HU (A) 40.15 33.25 45.65 1.77 HU (B) 24.21 20.36 27.59 1.19 

Source: Our processing on the basis of data from the Amadeus database. 
 

 By comparing medians of the shares of non-evaluated companies among 
reduced (equations 8 – 11) and modified models (equations 4 to 7), it can be 
ascertained that in models for the CR and Poland, the share of non-evaluated 
companies was reduced in the sample of both active and bankruptcy companies. 
In the case of Slovakia, there has been a decline in the share of non-evaluated 
enterprises in active companies only; in terms of bankruptcy companies, the 
share increased by 4.51 pp. In the case of Hungary, there has been a decline in 
the sample of both active and bankruptcy companies – by 6.82 pp and 0.06 pp. 
The prediction capability of the model, i.e. the accuracy of the reduced models 
on the bootstrap sample, is shown in the Table 12. 
 
T a b l e  12  

Discrimination Accuracy of Reduced Models (in pp) 

  Median Min. Max. Std. Dev.  Median Min. Max. Std. Dev. 

CZ (A) 50.34 44.65 55.39 1.68 CZ (B) 83.15 76.04 88.75 1.92 
PL (A) 50.92 46.79 55.22 1.28 PL (B) 81.08 68.70 91.53 3.41 
SK (A) 52.90 42.12 62.01 2.86 SK (B) 46.97 34.68  60 3.71 
HU (A) 45.49 39.01 50.98 1.79 HU (B) 27.57 23.16 31.58 1.24 

Source: Our processing on the basis of data from the Amadeus database. 
 

 The comparison of medians of accuracy of reduced models with accuracies of 
modified models has shown that the reduction of the number of indicators led to 
increased accuracy both on the sample of active (by 0.22 pp) and bankruptcy 
companies (by 8.49 pp) only in the model for Polish companies. In Model CZ 
red., where the reduction of the number of indicators was more noticeable, there 
was an increase of accuracy in the sample of bankruptcy companies only (by 
10.87 pp), while in the sample of active companies the accuracy slightly de-
creased (by 0.45 pp). In SK model red., in which the reduction of the number of 
indicators was most significant, the predictive accuracy in the sample of active 
enterprises decreased by 0.76 pp, and in the sample of bankruptcy companies by 
6.70 pp. In HU model reduced, the accuracy in active companies decreased by 
10.44 pp; conversely, the accuracy increased by 0.34 pp in the sample of bank-
ruptcy companies. The difference of the median accuracy of the models was also 
tested, see the Table 13. 



630 

T a b l e  13  

Results of Hypothesis H3 Testing  

  No. W-stat. Z-stat p-val.  No. W-stat. Z-stat p-val. 

CZ (A)***   999 197 989   5.6744 0.000000 CZ (B)*** 1000        0 27.3930 0.000000 
SK (A)***   999 197 650   5.7116 0.000000 SK (B)*** 1000 15 059.5 25.7445 0.000000 
PL (A)*** 1000 213 002   4.0773 0.000050 PL (B)*** 1000 4 968 26.8492 0.000000 
HU (A)*** 1000            0 27.39297 0.000000 HU (B)*** 1000 19 7539   5.7699 0.000000 

Source: Our processing on the basis of data from the Amadeus database. 
 

 According to the conclusion of the Wilcoxon test, the medians of accuracy 
between modified and reduced models both in active and bankruptcy companies 
are statistically different at the 1% level of significance. Hypothesis H3 is there-
fore entirely confirmed in the sample of Polish companies, when reducing the 
number of indicators caused the increase of the accuracy of the model in the 
sample of both active and bankruptcy companies, while reducing the number of 
non-evaluated bankruptcy companies and with an unchanged number of non-      
-evaluated active companies.  
 In the sample of Czech companies, this hypothesis was confirmed only par-
tially, because although there was reduction of share of non-evaluated enterprises, 
the increasing of the accuracy was achieved only in the sample of bankruptcy 
companies.  
 The hypothesis was not confirmed in the sample of Slovak companies, as the 
reduction of the number of variables caused the reduction of accuracy in the 
sample of both active and bankruptcy companies and at the same time increasing 
the number of non-evaluated bankruptcy companies. The hypothesis was not 
quite confirmed in the sample of Hungarian companies: although there was 
a slight increase in accuracy in the sample of bankruptcy companies, the share of 
non-evaluated companies increased at the same time.  
 The significance of variables of the Altman model for bankruptcy prediction 
in American conditions was tested by Li (2012). Even though it is a test of the 
original model using market data, conclusions are worth mentioning. He found 
that statistically significant are only two indicators: the ratio net working capital 
to assets (X1), and the ratio of the market value of equity and total liabilities 
(X4). The importance of the ratio net working capital to assets (X1) was con-
firmed also by our research: this variable is statistically significant in all V4 
countries. On the other hand, it occurs only in the Model PL red. – it was 
dropped from the other models due to redundancy, i.e. the information contained 
in this indicator was substituted by other indicators.  
 Shumway (2001) found that in addition to the already mentioned indicator 
X4, the return on assets indicator (EBIT/assets, X3) was the statistically signifi-
cant indicator of the Altman model. According to our conclusions, this indicator 
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is statistically significant at the significance level of 1% in all countries except 
Hungary. In the sample of Slovak companies, this indicator is the most important 
one. 
 
 
Conclusion  
 
 Absence of a sufficient number of observations concerning bankruptcy com-
panies tends to favouring the models created in different environments or even in 
another period against the creation of one’s own models. But prediction capabili-
ties of the models in another environment are not considered. The issue of trans-
ferability of models has been investigated on the example of the Altman model 
in a number of studies, and was therefore used also in our research.  
 Testing the accuracy of the Altman model in the sample of data of manufac-
turing industry companies of V4 countries showed that the original model wor-
ked with a statistically lower accuracy and with a high share of non-evaluated 
companies.  
 It was also found that by revaluating the weights of the model coefficients 
and grey-zone boundaries while maintaining the variables of the model, the dis-
crimination capability of the model – i.e. the capability to correctly identify 
bankruptcy and prosperous companies – can be increased. This hypothesis was 
not confirmed only for bankruptcy companies of Hungary.  
 The model in general can be regarded as an optimum combination of varia-
bles with suitably set coefficients. In the next step, the effectiveness of the com-
bination of the variables for the given environment was therefore investigated 
using the reverse discrimination method, during which the model was first com-
piled of all statistically significant variables, and then the insignificant variables 
were gradually eliminated (insignificant in the sense that the discrimination ac-
curacy of the model did not drop by omitting the variable).  
 In the sample of the data examined it was proven that the Altman model vari-
ables have very different discrimination capability in different countries, and are 
therefore not transferable among environments. The above shows that for the 
particular environment it is necessary to find its own optimal combination 
of indicators and create original models. We consider this conclusion as very 
important also in the context with the rating evaluation of borrowers from indi-
vidual countries.  
 Although the sample of companies studied does not constitute a population, 
using the bootstrap method allowed estimating the properties of the population. 
At the same time, this process enabled us to test whether the recalculation of 
model coefficients leads to a statistically significant increase of its accuracy. 
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