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Preface 

Data-Centric Business and Applications: Advancements in Information and Knowl-
edge Management explores the transformative power of data in business operations, 
decision-making, and application development. It provides a nuanced understanding 
of the ongoing paradigm shift toward data-centric approaches. 

The book delves into advanced information and knowledge management concepts, 
focusing on data governance, analytics, knowledge discovery, and artificial intelli-
gence. It covers topics like data-centric business models, emerging technologies, and 
ethical considerations, with each chapter by experts. 

In the first chapter, “Peculiarities of Professional Training of Informatics 
and Mathematics Teachers at Universities in Poland and Ukraine,” Olha Yuzyk, Yurii 
Pelekh, Ihor Voitovych, Nataliia Pavlova, Iryna Briukhovetska, Pavlo Sirenko, and 
Mariia Yuzyk explore the unique aspects of training informatics and mathematics 
teachers at universities in Poland and Ukraine, shedding light on specific challenges 
and approaches within this field. 

Jürgen Klausmann and Jozef Papula delve into the unique selling propositions of 
Small and Medium Enterprises (SMEs) and their impact on mitigating the effects 
of COVID-19 in this chapter, providing valuable insights into the challenges these 
enterprises face. 

In the third chapter, “Improving the Recruitment Process in Multinational Orga-
nizations Using Robotic Process Automation and Artificial Intelligence” Lubica 
Bajzikova and Tetiana Smerdova contribute to the discourse on multinational organi-
zations by exploring strategies for enhancing the recruitment process by integrating 
Robotic Process Automation (RPA) and Artificial Intelligence (AI). 

Mykola Oliynyk, Olga Stadnyk, Lidiia Piskozub, Andriy Zachepa, and Oksana 
Mykytyuk critically examine the discourse surrounding the so-called Marian 
Reforms, questioning whether they are a historical myth or a proven fact based 
on contemporary research. 

Irina Roddvik, Solomiia Fedushko, and Anatoli Bourmistrov, in the fifth chapter, 
“Deprivation of Control” and an Evolution of the Institution of Expatriates: A Case 
Study of Changing HQ Controls Over Subsidiaries in a Norwegian MNC Interna-
tionalization Process” present a case study on the evolution of expatriate institutions
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vi Preface

within a Norwegian multinational corporation, exploring changes in headquarters’ 
control over subsidiaries during internationalization. 

Ľubomíra Strážovská, Branislav Borecký “Management in Family Business 
in the Slovak Republic” focus on family businesses in the Slovak Republic, offering 
insights into management practices within this unique organizational context. 

The author of the seventh chapter, “Network Approach to Linguistic Pattern Anal-
ysis for User Gender Identification of Social Internet Services” employs a network 
approach to linguistic pattern analysis for user gender identification in social internet 
services in this chapter. 

Enikő Korcsmáros, Erika Seres Huszárik, Silvia Tóbiás Kosár, Ladislav Mura, and 
Bence Csinger explore the impact of the COVID-19 pandemic on Small and Medium 
Enterprises (SMEs) in terms of customer-centric practices, focusing on Slovakia and 
Hungary. 

In the ninth chapter, “Advancing Video Search Capabilities: Integrating Feedfor-
ward Neural Networks for Efficient Fragment-Based Retrieval” Nataliia Melnykova, 
Natalya Shakhovska, Petro Pobereiko, and Dariusz Cichoń advance video search 
capabilities by integrating Feedforward Neural Networks for efficient fragment-
based retrieval. 

In the tenth chapter, “Technologies for Electronic Document Management 
in the Enterprise,” authored by Mykhaylo Pasichnyk, Hryhoriy Savchuk, Sana Strel-
bytska, Lesya Tkach, Volodymyr Patrytskyi, and Yurii Palekha, explores technolo-
gies for electronic document management in enterprise settings, offering insights 
into effective practices and technologies. 

In the eleventh chapter, “In-Depth Examination of the Effective Use of Social 
Networks for Communication in United Territorial Communities: Navigating 
the Digital Landscape,” conducts an in-depth examination of the effective use of 
social networks for communication in United Territorial Communities, guiding on 
navigating the digital landscape. 

Sergiy Gnatyuk, Rat Berdibayev, Marek Aleksander, Viktoriia Sydorenko, Oksana 
Zhyharevych, and Artem Polozhentsev in the twelfth chapter “Software System 
for Cybersecurity Events Correlation and Incident Management in Critical Infras-
tructure” introduce a software system designed for correlating cybersecurity events 
and managing incidents within critical infrastructure. 

In the thirteenth chapter, “Waste Management by Using Smart Technology Appli-
cation” Igor Šarlina and Jaroslava Kniežová explore waste management through the 
application of smart technology, presenting innovative approaches for efficient waste 
management practices. 

Alexander Neubaur in next chapter “Smart Energy Components—Foundation 
of a Decentralised Energy Supply” lays the foundation for a decentralized energy 
supply by exploring smart energy components, contributing to the vision of a 
sustainable and decentralized energy future. 

Vojtech Kollár and Silvia Matúšová, in the sixteenth chapter, “The Concept 
of Smart Cities—An Accelerator of the Circular Economy” delve into the concept of 
smart cities, examining how they can serve as accelerators for the circular economy 
and promote sustainability.
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In the next chapter, “The Relationship of Sustainable Project Management 
to Project Success—A Current Literature Review” Kilian Weih and Michal Greguš 
provide a current literature review on the relationship between sustainable project 
management practices and project success. 

Taras Ustyianovych, in the eighteenth chapter, “Data Science for Social Climate 
Change Modelling: Emerging Technologies Review,” focuses on Data Science appli-
cations for social climate change modeling, presenting an emerging technologies 
review within this domain. 

Michal P. Przewlocki and Zuzana Stolicna, in the nineteenth chapter, “Exam-
ining the Impact of COVID-19 on Private Healthcare Providers: Elective Procedure 
Volumes and Consequences” examine the impact of COVID-19 on private healthcare 
providers, explicitly analyzing elective procedure volumes and their consequences. 

In the twentieth chapter “Management of Small and Medium-Sized Enterprises 
During the COVID-19 Pandemic in the Slovak Republic” Management of Small and 
Medium-sized Enterprises during the COVID-19 Pandemic in the Slovak Republic. 

In the last chapter, Ľubomíra Strážovská and Branislav Borecký focus on the 
management strategies adopted by Small and Medium-sized Enterprises (SMEs) 
during the COVID-19 pandemic in the Slovak Republic. 

The book caters to various audiences, including researchers, practitioners, 
academicians, and business professionals, offering insights into the role of data in 
shaping the future of businesses and applications. 

The editors would like to extend their sincere appreciation to the authors for their 
valuable contributions, which have helped establish a resource that is indispensable 
for the investigation and advancement of data-centric business and applications. 

Companies face high risk and uncertainty, requiring sustainable solutions based 
on digital-influenced techniques. Research in structural management, using existing 
knowledge, technologies, and data, can significantly aid in this goal. 

Bratislava, Slovakia Peter Štarchoň 
Solomiia Fedushko 
Katarína Gubíniová
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Peculiarities of Professional Training 
of Informatics and Mathematics Teachers 
at Universities in Poland and Ukraine 

Olha Yuzyk, Yurii Pelekh, Ihor Voitovych, Nataliia Pavlova, 
Iryna Briukhovetska, Pavlo Sirenko, and Mariia Yuzyk 

Abstract The article analyzes the professional standards of training of informatics 
and mathematics teachers in Poland and Ukraine and conducts a thorough analysis of 
the results of a survey of education seekers in Poland and Ukraine in areas of profes-
sional training. The survey was conducted in 2019/2020 in the following institutions 
of higher education of Ukraine—Kamianets-Podilskyi National University named 
after Ivan Ohienko, Rivne State Pedagogical University, Ternopil State Pedagogical 
University named after Volodymyr Hnatyuk. Students of the IV course of full-time 
education for the educational and qualification level “bachelor” of the educational 
program 014.09 Secondary education (mathematics, informatics), 014 Secondary 
education specialization 014.04 “Mathematics” with additional specialization “Infor-
matics” and students studying under a shortened term of study were involved., who
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entered the second or third year based on the educational and qualification level junior 
specialist. In Poland, students from Cardinal Stefan Wyszenski University in Warsaw 
and Maria Curie-Skłodowska University in Lublin were responsible for full-time 
education, majoring in “Mathematics” and “Informatics for Teachers”. The answers 
were concentrated around the following questions: “What guided you when choosing 
a profession (choose. There may be several of your decisions)”; “Choose the types 
of additional scholarships for higher education students that, in your opinion, will 
contribute to encouraging learning and mastering new knowledge and practices” and 
“Which subjects would you add to the list of those to be studied in higher education 
to obtain the specialty of “informatics teacher”. The survey was conducted through 
Google-forms. The results of the study revealed discrepancies in the answers, caused, 
according to the authors, by the following factors: Poland’s entry into the European 
Union and the establishment of educational programs in accordance with European 
standards of bachelor’s training; foresight and the need to study new and promising 
disciplines related to computer science teaching methods, didactics, entrepreneur-
ship, logic in computer science, programming, able to write projects with the aim of 
obtaining grants from the European Union. 

Keywords Professional standards · Training of informatics and mathematics 
teachers · Higher education · European integration · Online survey · Legislative 
framework 

1 Introduction 

Transformations taking place in the education system of Ukraine in accordance 
with national and civilizational priorities cause new approaches to improving the 
content of the training of future computer science and mathematics teachers. These 
approaches are related to various aspects, first of all, the modernization of the school: 
the transition to the implementation of the Concept of the New Ukrainian School, 
support for the humanization of education, the ideas of child-centrism in education, 
the introduction of principles of competence and personality-oriented approaches in 
education of schoolchildren. 

The Ministry of Education and Science of Ukraine is taking confident steps 
towards the European integration of education. This is evidenced by the following 
regulatory and legal documents: the Constitution of Ukraine, the Laws of Ukraine 
“On Education”, “On Higher Education”, “On Scientific and Scientific-Technical 
Activity”, Decree of the President of Ukraine “On the Goals of Sustainable Develop-
ment of Ukraine for the Period Until 2030” (from September 30, 2019 No. 722/2019). 
An important document is the “Strategy for the Development of Higher Education for 
2021–2031”, which was developed in accordance with the Decree of the President of 
Ukraine “On the Improvement of Higher Education in Ukraine” (dated July 3, 2020 
No. 210/2020) and the relevant instructions of the Prime Minister of Ukraine (No.
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23502/2/1-20 dated 12.06.2020 and No. 23502/3/1-20 dated 13.06.2020) (Strategy 
for the development of higher education for 2021–2031 roky (2020), р. 3).  

It offers a diagram of the relationship between strategic goals and problems of the 
development of higher education in Ukraine. One of the problems is indicated in the 
strategy of higher education of Ukraine—“weak integration of higher education of 
Ukraine into the world and European educational and scientific space.” Therefore, 
one of the strategies is important—“strategic goal 7. Integration into the European 
and world educational space taking into account national interests” [14]. 

V. Andrushchenko, L. Zagoruyko, V. Tsypko, V. Kuchai, O. Yuzik worked out 
the issue of the integration pedagogical values of Europe, the implementation of the 
right to education in the countries of the European Union, educational innovations 
within the framework of the Bologna Process [1, 19]. The state reform of educa-
tional services in the Republic of Poland was studied: the essence and criteria of the 
quality of education in Poland; structure of management and financing of personnel 
training; alternative education in Poland [16]. The theoretical and methodological 
principles of computer science teacher training in Poland in the second half of the 
20th and the beginning of the twenty-first century were studied by Yuzyk [20]; the 
quality of higher education in Ukraine and Poland was studied by scientists [17]. The 
differences between manual and mechanized information processing were studied 
by A. Kuzminskyi, O. Bida, O. Kuchai and others in the article “Information Support 
of Educationalists as an Important Function of a Postgraduate Education System” 
[7]. Peculiarities of the organization and training of teachers of technical subjects 
and informatics in Poland were studied by Barskyi [2], Monko [10]. Yu determined 
the value-meaning concept of professional training for the future teacher [12]. 

There are studies that concern the organization of the educational process. For 
example, scientists Mishchenko O. and others study the cognitive independence of 
higher education graduates [8] The comparative characteristics of the functional state 
of future art teachers and students of other pedagogical specialties are described 
by scientists Kozin, O., Kretu, M., Boychuk, Yu., Kozina, Z., Korobeynik, V., 
and Sirenko, P. They indicate that “students—future teachers of creative special-
ties (faculty of arts) have more stability of the nervous system and less mobility in 
combination with the predominance of the parasympathetic department of the auto-
nomic nervous system. That is why endurance exercises that do not require frequent 
switching of attention are suitable for them. Such exercises include walking, slow 
running, swimming. Exercises should be performed for at least one hour. They will 
also be suitable for exercises with the activation of visual perception references” [5]. 
We believe that computer science teachers are mostly sedentary too, especially when 
learning different programming programs, so the recommendations are important 
and can be taken into account. 

O. Yuzyk, M. Yuzyk, L. Bilanych, V. Honcharuk, Bilanych H., Fabian M studied 
the organization of distance education in conditions of quarantine and military 
conflicts. In their opinion, it is important “we would like to raise the issue of the 
importance of organizational and educational-methodological support of distance 
learning in both secondary and higher education institutions of Ukraine” [18]. In 
their research, scientists Kocharian A. and Kovalova O. suggest using the NEO LMS
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distance learning platform. “NEO LMS is a Web-platform created by the provider 
for its use in order to manage the educational process. The use of LMS of this type 
implies that the user receives the appropriate service from the provider according to 
the SaaS model of providing cloud services, which assumes that the main functions 
of ensuring work and technical support rely on a specific provider” [4]. 

However, no studies would have conducted an analysis of surveys of future 
computer science and mathematics teachers in Ukraine and Poland, and monitored 
the relationship with the state standards of professional training of computer science 
and mathematics teachers in Poland and Ukraine. 

2 Methodology 

The purpose of this study is to analyze the legislative and normative educational 
base of higher education, which ensures the European integration processes of higher 
education in Ukraine; to study the standards of professional training of informatics 
and mathematics teachers in Ukraine and Poland; to analyze the answers of students 
who took part in the online survey and to identify differences in the organization 
of the educational process of future teachers of computer science and mathematics, 
who are studying to obtain the educational qualification level “bachelor” in HEI 
(hereinafter—higher education institutions) in Poland and Ukraine. 

The research methodology is based on the principles of historicism, science, 
objectivity, systematicity, and evidence. The principle of the unity of the logical and 
historical characterizes the relationship between real social progress and its reflec-
tion in theoretical thinking and the educational process, obliges comprehensiveness, 
completeness of study and coverage. Each phenomenon must be considered from the 
point of view of how it originated, what stages it went through in its development, 
and what this thing has become now. The principle of Eurocentrism reflects the rela-
tionship between professional training of informatics and mathematics teachers in 
Poland and normative documents of the European Union. It also provides a logical 
entry into Ukrainian higher education institutions, which train informatics teachers, 
with state-level documents and strategies aimed at a European approach. 

An online survey of future informatics and mathematics teachers of the two coun-
tries was purposefully conducted to better understand the introduction of recom-
mendations in the organization of professional training of informatics teachers in 
Ukraine. 

To achieve the set goals and solve certain research tasks, we used general scientific 
and specific methods: generalization and abstraction; deduction and induction—for 
posing a problem; analysis of scientific sources and publications—for the analysis 
of literature and research related to the study of the legislative framework of the 
professional training of informatics and mathematics teachers in Ukraine and Poland; 
analysis of an online questionnaire based on the author’s method of surveying higher 
education applicants (the number of respondents from Poland is 19 people, and from 
Ukraine—17 people) created in Google Forms; statistical processing and comparison
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of the results of the online survey in order to highlight the research results and 
clarify the essence of the content of training in higher education of future teachers 
of informatics and mathematics; abstract-logical—for theoretical generalization and 
conclusions based on the results of the study. 

3 Research Results 

The cooperation agreement between Poland and the European Union in 1991 
committed Poland to activities aimed at reducing differences in the creation of 
norms and certification through the use of technical requirements and European suit-
ability assessment procedures (European norm No. 45000, translated and adopted 
as PNE No. 45013—General criteria related to personal certification characteristics 
of a person). University graduates must meet PSKZ standards (Polish standards of 
professional qualifications). In addition to the requirement listed above (refers to the 
personal certification characteristics of a person), the standard of professional qual-
ifications is considered as a norm of requirements for a certain level. This includes: 
a set of skills, knowledge, psychological characteristics of a person, necessary to 
perform the tasks defined by this profession [15]. European standards are also taken 
into account in the professional training of computer science teachers in Poland. In 
particular, the duration of training is 3 + 2, which means two-level training of a 
teacher of this specialization. A student studies for 3 years at a bachelor’s degree, 
and then a 2-year master’s degree to supplement his studies. The second option is 
4 + 1: four years of undergraduate studies and one year of master’s studies. Also, 
a number of requirements apply to university graduates: a) thorough subject knowl-
edge related to the chosen field of study and subjects taught in schools; the ability 
to manage the learning process of students; understanding of the processes taking 
place in a modern school in relationships: students, teachers, family [10]. 

In Poland, every teacher must be ready to work with information technology. 
The standard of such training includes the following issues: ability to work with 
concepts (terminology), means (equipment), tools (programs) and methods of infor-
mation technology (abbreviated IT); IT technologies as a component of mastery of 
the teacher’s work; the role and use of IT in the field of teacher education; use of 
IT in planning and designing the learning environment, assessment of benefits and 
assessment of student achievements; aspects of humanitarian sciences, ethical and 
legal, social, related to access to information technology and its use. 

In the training standards of computer science teachers in Poland, IT knowledge and 
skills are clearly prescribed: the teacher constantly works on enriching information 
competences (knowledge of algorithmic elements, programming and more advanced 
capabilities of operating systems, programs and other software. In particular: 

(1) knows the basics of elementary informatics, as in the field: history, structure, 
field and its foundations. You can imagine the relationship of informatics and 
IT with other fields of science and learning;
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(2) knows and applies advanced software capabilities for the purposes for which 
they were developed: editors, spreadsheets, database management systems; 

(3) knows the selected classical algorithms, which are used, in particular, when 
performing mathematical calculations for searching and organizing data or 
information that stores them in the correct form, including verbal, graphic and 
intended for the computer [13]. 

In Ukraine, the training of specialists is organized on the basis of the Law of 
Ukraine “On Higher Education”, the National Doctrine of the Development of Educa-
tion in Ukraine (twenty-first century), the Regulation “On the Organization of the 
Educational Process in Higher Education Institutions”, the Resolution of the Cabinet 
of Ministers of Ukraine “On the List of Areas in Which training of specialists in 
higher educational institutions according to the educational and qualification level 
of a bachelor”. 

A bachelor majoring in “Informatics” receives the qualification of “specialist 
in information technologies”, with a generalized object of activity—information 
processing processes using algorithmic methods using computer technology; second 
level—teacher of informatics, specialty 014 Secondary education (Informatics) 
(educational level “Bachelor”). 

On the basis of the state standard for the training of informatics specialists, the 
aforementioned researchers single out the following competencies of future infor-
matics teachers: information-system, operational-informatics, computer networks, 
programming competence. It is noteworthy that the formation of the listed compe-
tences should be considered through the prism of the disciplines related to this 
process, given the direct dependence of the quality of the teaching of the academic 
discipline on the quality of the teacher’s competences [7]. Today puts forward funda-
mentally new requirements for the professional training of a qualified specialist in 
the IT field. As noted by Yu. Peleh and O. Yuzyk, to solve this problem, it is necessary 
to change the system of standards in the field of higher education in accordance with 
the new Law of Ukraine “On Higher Education” and to adapt to the requirements of 
a student of a general educational institution. In Poland, students of these areas study 
more professionally oriented subjects that are relevant at the moment and will be 
relevant for decades to come. The programs of higher education institutions provide 
for the study of the basics of entrepreneurship. This indicates that graduates will be 
able to open their own business [3, 6] after completing higher education. The position 
regarding the study of foreign languages is interesting. In Poland, students study the 
English language perfectly at the B2 level [11]. 

Direct analyzes of surveys of students—future computer science teachers in 
Poland and Ukraine have not been tracked in scientific research, but we believe 
that such experience is effective in science and the study of professional training of a 
future specialist. Students of specialty 014.09 “Secondary education (Informatics)”, 
field of knowledge 01 “Education/Pedagogy”, qualification “bachelor of secondary 
education, teacher of informatics” were involved in the survey in Ukraine. 

The survey was conducted in 2019/2020. In the following institutions of higher 
education of Ukraine—Kamianets-Podilskyi National University named after Ivan
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Ohienko, Rivne State Pedagogical University, Ternopil State Pedagogical University 
named after Volodymyr Hnatyuk. Students of the 4th year of full-time education at 
the educational and qualification level “Bachelor” were involved. 

Respondents were asked nine questions with pre-suggested answers in Ukrainian 
(an analysis will be made later in the text) to a link that was created in—google 
form. Link to the google-form at: https://docs.google.com/forms/d/1EvoKfD0o49F 
ps6lYNvDF8_fHJFmqkkMWRqAl_RNbqYU/edit#responses. 

Similar questions in Polish were created separately, also in Google form, and 
were offered to students of two institutions of higher education in Poland—Cardinal 
Stefan Wyszenski University in Warsaw and Maria Curie-Skłodowska University 
in Lublin. The link to the Google survey is as follows: https://docs.google.com/ 
forms/d/1ljqSxUJJ6Y0q_Pp7z8aIaZJzipsKTuomKl5BakSm7gU/edit. The survey in 
Poland was carried out thanks to scientists from higher education institutions: in 
Warsaw—(Dr hab. Jerzy Cytowski, prof. UKSW, member of the UKSW Senate, 
UKWS professor at the Institute of Informatics) and in Lublin—(professor, doctor 
of habilitation Przemyslaw Matula). 

It was stated in the questionnaire that the answers to the questions will be 
taken into account in the analysis of the state of training of informatics teachers 
in higher education institutions of Ukraine. Answers were anonymous to ensure 
their truthfulness. 

The analysis of the answers of the students of the two states confirmed the 
following: 

First, the number of respondents from Poland is 19, and from Ukraine—17. 
The results of the first question “Indicate which educational program you are 

studying from the following: 

(a) 014.09—Secondary education (informatics), fields of knowledge 01—Educa-
tion; 

(b) for a shortened period of study, who entered the second or third year based on the 
educational and qualification level of a junior specialist in the specialty 014.09— 
Secondary education (informatics) in the field of knowledge 01—Education 

(c) 014.09—Secondary education (informatics, mathematics,) fields of knowledge 
01—Education 

(d) 014.09—Secondary education (mathematics, computer science) of the field of 
knowledge 01—Education; 

(e) 014 “Secondary education” specialization 014.04 “Mathematics” additional 
specialization “informatics”. 

The answers were as follows: 8 people (47.1%) chose the answer option “e”— 
014 “Secondary education” specialization 014.04 “Mathematics” additional special-
ization “informatics”; 5 people (25.4%) chose the answer option “d”—014.09— 
Secondary education (mathematics, computer science) of the field of knowledge 
01—Education and 4 people (23.5%) chose the answer option “b”—for a shortened 
period of study, who entered the second or third year based on the educational and 
qualification level of a junior specialist in the specialty 014.09—Secondary education 
(informatics) in the field of knowledge 01—Education.

https://docs.google.com/forms/d/1EvoKfD0o49Fps6lYNvDF8%5FfHJFmqkkMWRqAl%5FRNbqYU/edit%23responses
https://docs.google.com/forms/d/1EvoKfD0o49Fps6lYNvDF8%5FfHJFmqkkMWRqAl%5FRNbqYU/edit%23responses
https://docs.google.com/forms/d/1ljqSxUJJ6Y0q%5FPp7z8aIaZJzipsKTuomKl5BakSm7gU/edit
https://docs.google.com/forms/d/1ljqSxUJJ6Y0q%5FPp7z8aIaZJzipsKTuomKl5BakSm7gU/edit
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In Poland, students answered the same question as follows: “Mathematics” was 
chosen by 18 people, or (94.7%) and 1 person (5.3%) chose the answer informatics 
(teacher) (in Poland they are called specialties differently). 

Our next question was about motivation when choosing a profession and sounded 
like this: “What guided you when choosing a profession (choose. There may be 
several of your decisions)”. 

Students from Ukrainian institutions of higher education chose the following 
options: 

(a) by chance—2 persons, or 11.8%; (b) earning prospects—0 people; (c) interested in 
this area—9 people (52.9%); (d) love for the profession—5 people, or 24.9%; (e) high 
prestige of the profession—1 person (5.9%); (f) took into account the educational 
institution based on proximity to the place of residence and convenient access to the 
place of education—3 people (17.6%); (g) family traditions—0 persons; (h) abilities 
to study mathematics, informatics, which were still manifested at school—6 people, 
or 35.3%; (i) love for the discipline “Informatics” while studying at school—3 people 
or 17.6%; (j) the desire to learn applied software for teaching students and the ability 
to work with them—1 person (5.9%); (k) own ambitions in this field of activity—1 
person (5.9%); (l) own abilities in this profession—1 person (5.9%). 

Students from Poland distributed their answers to the same question differently: 
13 people each (68.4%) chose the answers based on their interest in this field and 
their own abilities in it. 9 people each (47.4%) chose the answers—the ability to 
study mathematics, informatics, which were still manifested at school, and the love 
for the discipline “Informatics” while studying at school. 7 people, or 36.8%, chose 
the answer “love for the profession”; The answer “own ambitions in this field of 
activity” was chosen by 5 people (26.3%), as opposed to 1 person (5.9%) in Ukraine. 
The answer “own abilities in this profession”—4 people (21.1%). Three students 
were motivated by the prospect of earning (15.8%). In Ukraine and in Poland, two 
students each chose a case (10.5%). In Ukraine, 3 people (17.6%) were motivated to 
consider a place of study based on proximity to their place of residence and convenient 
access to the place of study; in Poland, this indicator was lower—1 person (5.3%). 
It is interesting that in Poland 1 person (5.3%) chose the type of motivation—family 
traditions, in Ukraine the figure was 0 people. The answer options were not chosen, 
that is, 0 people in such directions as the desire to master applied software for teaching 
students, the ability to work with them, and the high prestige of the profession. 

Answering the third question, “Choose the types of additional scholarships for 
higher education students, which, in your opinion, will contribute to encouraging 
learning and mastering new knowledge and practices”, students from higher educa-
tion institutions of Ukraine chose the following scholarships: internship abroad— 
41.2% of respondents; monetary award for scientific or organizational activity 23.5% 
of respondents; 17.6% each chose the answers “supporting student initiatives” and 
“scientific scholarship”. 

Polish students’ answers to the same question differed from Ukrainian students’ 
answers. In particular, Ukrainian students chose four categories, and students from 
Poland chose five categories of answers; more than 52.6% of students chose scientific
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scholarships in Poland against 17.6% from Ukraine. The rate of internships abroad in 
Poland is significantly lower −21.1, in contrast to Ukrainian students—41.2%. This 
is explained by the fact that in the European Union, students are not surprised by the 
possibility of an internship abroad. In Ukraine, these processes are more difficult for 
computer science teachers in terms of the possibility of such an internship (before 
Covid-19 and the war). As the fifth indicator of additional students in Poland, students 
chose “Financial support of projects within the fund of the educational institution— 
10.5% of respondents. Scholarship in the field of youth initiatives is a very small 
indicator—5.3%”. 

The next question in the questionnaire concerns the analysis of disciplines studied 
by future computer science and mathematics teachers in the two countries. A question 
with the following content was proposed: “Which subjects would you add to the 
list of those to be studied in higher education institutions to obtain the specialty of 
informatics teacher?” (choose no more than 5). And such a list of academic disciplines 
was offered 

(a) Electronic education 
(b) Didactic computer programs 
(c) Construction of the computer science curriculum 
(d) Object-oriented programming (JavaScript) 
(e) Methodical practice in informatics 
(f) Image processing and multimedia 
(g) Mathematical principles of computer graphics 
(h) Logic in computer science 
(i) Basics of entrepreneurship 
(j) Internet applications 
(k) Computer control and robotics 
(l) Computer graphics of instrument and mobile structures 
(m) Multimedia digital sound processing 
(n) Programming games on mobile devices 
(o) Writing projects for obtaining grants from the European Union 
(p) Training of informatics teachers abroad 
(q) Organization of distance learning of students in quarantine and emergency 

situations. 

The students’ answers also interested us because of their unexpected results. In 
Poland, students focused their attention on studying the possibilities of distance 
learning, so they would like to have the following disciplines: “Electronic educa-
tion”—12 people (63.2%), “Didactic computer programs” and “Organization of 
distance learning of students in quarantine conditions and emergency situations” 
by 11 people or 57.9%. 7 people (36.8%) would like to study the discipline “Logic 
in Informatics”. 5 people each (26.3%) chose each of the following disciplines: 
“Building a computer science curriculum”, “Internet applications” and “Program-
ming games on mobile devices”. 4 people each (21.1%) chose each of such disci-
plines as “Building a computer science curriculum”, “Object-oriented programming 
(JavaScript)”. Three people each (15.8%) chose the discipline “Writing projects
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for obtaining grants from the European Union” and “Computer graphics of instru-
ment and mobile structures”. 2 people each (10.5%) would like to study the 
following disciplines: “Fundamentals of entrepreneurship” and “Computer control 
and robotics”. 

The least popular disciplines in the selection (1 person or 5.3%) were the disci-
plines “Multimedia-digital sound processing” and “Training of computer science 
teachers abroad”. 

In Ukraine, the respondents’ answers to the same question were as follows: firstly, 
according to the number of students who chose a discipline, the number of respon-
dents per discipline from 0 to 7 (inclusive); secondly, the disciplines that were chosen 
the most were related to the methodology of teaching computer science and studying 
abroad (electronic and distance learning in Poland). The indicators are as follows: 7 
people each (41.2%) would like to study such disciplines as “Training of informatics 
teachers abroad” and “Methodical practice in informatics”. Six people (35.3%) chose 
the discipline to study “Object-oriented programming (JavaScript)”. Five people each 
(29.4%) would like to study the following disciplines: “Building a computer science 
curriculum”, “Fundamentals of entrepreneurship”, “Programming games on mobile 
devices” and “Organization of distance learning of students in conditions of quar-
antine and emergency situations”. Four people each (23.5%) expressed their desire 
and noted that they are interested in such disciplines as “Electronic education”, 
“Didactic computer programs”, “Image processing and multimedia”, “Computer 
graphics of instrument and mobile structures”, “Applications” Internet”. Three people 
(17.6%) were interested in the discipline “Multimedia-digital sound processing”. One 
person each (5.9%) noted the educational disciplines “Mathematical foundations of 
computer graphics” and “Logic in computer science”. Not a single respondent chose 
the discipline “Writing projects for obtaining grants from the European Union”. 

4 Results and Discussions 

The state standard of computer science teacher training in Ukraine and the Polish 
standard provide for a number of requirements for the competencies of future grad-
uates. Such competencies are psychological and pedagogical knowledge, the ability 
to work with terminology, tools, equipment, tools and methods of information tech-
nology. The quality of the formation of competences is considered through the prism 
of studying disciplines by students. It is the student who is the determining person 
who understands the cycle of the educational process of mastering the specialty and is 
able to evaluate or suggest making corrections in the organization of the educational 
process of higher education. 

We bring up for discussion the following questions, which are important in profes-
sional training: motivation of the entrant when choosing a profession; types of addi-
tional scholarships for students; the possibility to adjust study plans, if the choice of 
disciplines by students is taken into account.
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The analysis of students’ answers showed the ambiguity of views on solving the 
question. The issue of motivation in choosing a profession showed that the interest of 
Ukrainian and Polish students in this direction is stimulated (9 people from Ukraine 
and 13 people from Poland chose). Polish students also chose another motivation, 
which is determined by the ability to study mathematics, informatics, which also 
showed from school a love for “Informatics” and the prospect of earning. We did not 
have a single prospect of earning as a computer science teacher. It is interesting that 
in Poland own ambitions also gained many positions (5 people chose this item). 

The next point of discussion is the types of additional scholarships. In Ukraine, 
the desire to complete an internship abroad was high—41.2%, and in Poland— 
21.1%. Ukrainian students are not against receiving a scientific scholarship and a 
scholarship for student initiatives. Polish students were more inclined to choose a 
scientific scholarship—52.6%. Polish students were less interested in internships 
abroad—21.1%. 

Therefore, we believe that Ukrainian students should be given the opportunity to 
receive scientific scholarships, as is the case in Poland, and students hope for them. 

The third indicator for discussion is the possibility to add educational disciplines 
for study: in Poland, students chose disciplines that reveal the essence of distance 
learning, didactics of learning and e-education. Disciplines related to “Training of 
teachers abroad” and “Methodology of computer science practice” were popular in 
Ukraine. Therefore, the question arises for discussion, why would Polish students 
want to study disciplines related to distance learning methods? Perhaps it is also 
related to greater requirements for sanitation and hygiene compliance with Covid-
19? The discipline “Logic in computer science” was also popular among Poles (7 
people). In Ukraine, we would like to add the programming discipline of JavaScript to 
be studied. Maybe even more programming hours should be added to the curriculum? 
Ukrainian students were interested in the following disciplines: “Building educa-
tional programs in informatics”, “Fundamentals of entrepreneurship”, “Program-
ming on mobile devices” and “Organization of distance learning of students in 
conditions of quarantine and emergency situations”. 

5 Conclusion 

In the process of research, we clarified the conceptual approach in the professional 
training of computer science teachers and mathematics teachers, which is determined 
by the Law of Ukraine “On Higher Education” and the Law of Ukraine “On Educa-
tion”, the provision “On the organization of the educational process in institutions of 
higher education”, the National Development Doctrine education in Ukraine (XXI 
century). An important factor is the “Strategy for the development of higher education 
for 2021–2031”. 

The analysis of students’ answers given in the study allows us to make a compar-
ative projection on the professional training of informatics teachers in Ukraine in 
the context of those transformations in the higher education system that are urgently



12 O. Yuzyk et al.

needed today. Naturally, we have our own uniquely formed system of higher educa-
tion and the structure of training specialists. But the parallel in the strategy and 
systematicity of the Polish approach is extremely unique for us. 

Our research is not exhaustive. The prospects for further scientific developments 
can be seen in a more detailed comparison of the curricula of computer science 
teacher training in universities and private educational institutions in the Republic of 
Poland and Ukraine; active research of the peculiarities of studying at a university for 
the training of informatics teachers and the peculiarities of the work of an informatics 
teacher in Poland in schools, gymnasiums and lyceums. 
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The Unique Selling Propositions of Small 
and Medium Enterprises and Their 
Influence on the Level of Covid 19 
Impact on These SMEs 

Jürgen Klausmann and Jozef Papula 

Abstract An online survey was conducted to explore the extent to which unique 
selling propositions are used as a strategic objective in SMEs strategies and the 
extent to which these USPs influence the level of Covid 19 impact of these SMEs. 
72% of the participants (CEOs, CFOs, owners, presidents of mainly German and 
USA SMEs) named “develop or sharpen a USP” as one of their strategic goals but 
with varying intensity between small and medium companies. The most frequent 
named USPs were leaders in: technology, customer orientation, speed, flexibility, 
quality and innovation with a difference between small and medium companies. 
The amount of 29 categories and the high amount of combined USPs show that 
most SMEs develop specific individual USPs to differentiate themselves from their 
competitors. However, 53% of small and 34% of medium-sized enterprises still have 
the potential to improve their competitiveness and crisis resilience by developing a 
USP. A direct dependence of the level of the Covid 19 impact on the utility of a USP 
as a strategic goal was not demonstrated. 
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1 Introduction 

1.1 Relevance 

The European Commission [1] defined Small and Medium Enterprises (SMEs) as 
independently operating companies with less than 250 employees and less than 50 
Mio e revenues or a balance sum below 43 Mio e. In 2017, more than 99% of all 
German companies were SMEs. They were responsible for 35% of the turnover of 
all German enterprises [2]. In 2018, EU-28 SMEs accounted for 99.8% of all firms 
in the non-financial business enterprise sector (NFBS). They generated 56.4 per cent 
of value added and were responsible for 66.6 per cent of employment in the NFBS 
[3]. 

Obviously, SMEs have great importance for the global economy. Nevertheless, 
they have long been neglected in terms of research regarding strategic management, 
strategic positioning, and crisis sensitivity [4]. This is particularly critical as SMEs 
are generally more susceptible to crises than large and public companies because 
they usually have fewer resources and less equity [5–8]. 

1.2 Goals and Objectives 

In industry it is common knowledge that Strategic Management (SM) helps enter-
prises to be successful and since Porter [9, 10] it is understood that SM is to gain 
competitive advantage. Meanwhile more and more SMEs understand that strategic 
management is just as beneficial for them as for large firms and lack of SM knowledge 
can seriously affect the performance of SME [11, 12]. 

To gain deeper insight into the proportion of SMEs that define and implement 
a strategy, SMEs’ strategic goals, their impact on market position and operating 
results, an online survey was conducted in 2020. As the Corona 19 pandemic had 
spread worldwide at that time, the survey was also used to examine the relationship 
between corporate strategy and the impact of the pandemic on SMEs [13]. 

In the following, we will examine to what extent and in what form the topic of 
unique selling proposition (USP) is pursued as a strategic goal in SMEs, assuming 
that a strong USP can help to achieve significant competitive advantage, and whether 
the use of a USP in SMEs minimized the impact of the pandemic on the SMEs 
performance. Therefore, for this article in particular the results of the questions on 
the topic of USP and level of Covid 19 impact were analyzed. 

The concept of USP was developed as early as the 1940s by Reeves [14] as a  
marketing concept, has been constantly developed further and is used worldwide 
[15–17].
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2 Theoretical and Conceptual Background 

2.1 Method 

Between July 3, 2020, and April 29, 2021, an online survey was conducted at https:// 
www.umfrageonline.com. This survey should provide new insights into strategies 
and strategic goals of SMEs and their impact on their crisis resilience. Here, in 
particular, the answers to questions regarding company size (revenue and number of 
employees), company strategy and strategic goals (especially regarding the develop-
ment and sharpening of a USP) and level of Covid 19 impact on SMEs performance 
were analysed. 

Potential participants, decision makers of industrially active SMEs (managing 
directors, managing partners, owners, presidents, CEOs and CFOs), mainly in 
Germany and USA, were searched and selected mainly through the internet plat-
form LinkedIn, https://www.linkedin.com. Then they were asked to network with 
the author’s LinkedIn profile. Once the potential participants contacted had accepted 
the LinkedIn invitation, they were invited to participate in the survey by sending the 
survey link, https://www.umfrageonline.com/s/ba7fd95. 

2.2 Number of Participants Generated 

In the end, 109 out of 813 decision-makers contacted took part in the study, 
corresponding to a participation rate of 13% (see Table 1). 

19 companies of the 109 participants did not fulfil totally the 2 criteria for SMEs, 
two firms had more than 250 employees, but their turnover was below 50 Mio e, 
10 firms had revenues <50 Mio e, but had more than 250 employees, only seven 
firms exceeded both criteria for SMEs. For this reason, and because care was taken 
when selecting potential firms that they were independent companies (e.g. GmbHs 
in Germany) and not large or public companies, the responses of all 109 participants 
were considered for the following work. The list of the 813 contacted decision makers 
and their firms, including public available information is available.

Table 1 Number of contacted persons, generated participants, and their location 

Location of participants Number of contacted 
decision makers 

Number of participants Proportion 

Germany 679 84 12% 

Europe without Germany 48 7 15% 

USA 82 18 21% 

Rest of world 4 0 0 

Total 813 109 13% 

https://www.umfrageonline.com
https://www.umfrageonline.com
https://www.linkedin.com
https://www.umfrageonline.com/s/ba7fd95
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2.3 Meaningfulness of Generated Number of Participants 

In 2018 in Germany the total population of manufacturing SMEs was 703,716 [2], 
the total population of SMEs in Europe was approximately 22 million SMEs at that 
time. That means that with 109 participants the confidence level of the results of the 
questionnaire for the total population is 98% with an allowable error rate of 10%. 

3 Survey Results 

3.1 Strategic Goal: Develop or Sharpen a USP 

To find out whether participants have the strategic goal of developing or sharpening 
a USP, responses to question 14 were evaluated (does your strategy aim to develop 
a USP or sharpen the existing USP?). 

Results: 

72% (79) of the participants answered yes to above question; 22 participants answered 
no and eight did not answer this question. Based on these 79 participants of the 
study, it can be assumed that between 64 and 82% of all industrially active SMEs are 
pursuing the strategic goal of developing or sharpening an USP (confidence interval 
of five percent and assumption of a binomial distribution). 

3.2 USPs of Participants 

To gain a deeper insight into SMEs’ USPs, the answers to survey question 15 were 
evaluated (what is your USP or what USP do you want to develop?). 

The named and described USPs where listed, analysed and for further evaluation 
categorized. Due to the different and diverse USPs mentioned, 29 categories were 
necessary for the categorization. 

Results: 

66 of the participants gave insight in their USP and described it, whereas 41 did not 
name a USP. One of the 66 participants named “Market leader” as USP but to the 
author‘s understanding “Market leader” can be a result of an USP but is not an USP 
itself. 28 of the 66 participants described their USP as a combined USP of more 
than one singular USP (23 named two USPs, three named three USPs, and one each 
named four and five). 

The number of 29 categories required for categorization and the high amount 
of USP combinations show that SMEs are developing specific, individual USPs to 
differentiate themselves from the competition.
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To make the categorization comprehensible, the individual USPs mentioned are 
listed in the following Table 2.

U1: USP 1, etc. 

C: Capacity; CM: Close to market; CC: Core competence; CT: Cost; CO: Customer 
orientation; F: Flexibility; I: Innovation; K: Knowledge; L: Local; M: Maintenance; 
OT: On time; PE: Personal relationship; P: Price; PR: Product; PP: Product portfolio; 
Q: Quality; R: Reliability; SE: Service; SS: Setting standards; SO: Single source; 
SM: SME; SR: Solution provider; SP: Specialist; S: Speed; SU: Sustainability; T: 
Technology; TB: The best; TK: Turnkey. 

For further analysis, the 29 categories were evaluated. 

Results: 

Technology leadership (16%) was named most frequently, ahead of customer orien-
tation (11%), speed (9%) and flexibility (8%), which are the USPs in which SMEs 
generally excel due to their size and original reason for founding. As expected, price 
leadership (2%) and cost leadership (2%) play a subordinate role for SMEs. Table 3 
shows in detail the number and proportion of the USP categories of all named USPs.

Technology leadership in combination with another USP was also mentioned most 
frequently, followed by quality leadership, speed and flexibility, which means that 
technology leadership is the most frequent USP of SMEs and thus seems to be the 
greatest strength of SMEs compared to the other USPs used by SMEs. 

Table 4 shows the USP combinations most frequently mentioned in conjunction 
with other USPs.

Furthermore, it is investigated whether there is a correlation between company 
size and the frequency of using USPs as a strategic goal. For this objective, the 
participating companies who named a USP were divided into small and medium 
enterprises, based on the number of employees: 

Small enterprises: 0–50 employees 

Medium enterprises: 51–250 employees. 

Results: 

Only 47% of small enterprises compared to 66% of medium enterprises named 
USPs. This indicates that strategy development and implementation, specifically 
regarding—development of a USP—depend still on the size of the company. 

Furthermore, it is investigated whether there is a correlation between company 
size and type of USP. 

Results: 

Technology leadership and speed leadership are aspired to almost equally often by 
both types of company. In contrast, medium-sized companies are more likely to 
strive for customer orientation and quality leadership than small companies; small 
companies, on the other hand, are more likely to strive for flexibility leadership than 
medium-sized companies (see Table 5).
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Table 2 Named USPs categorized in 29 categories 

Named USP U1 U2 U3 U4 U5 

High delivery reliability with high quality Q R 

Velocity of the sale for the distribution business; Custom design to 
meet the client‘s requirements on the project business 

S CO 

Control of market access by setting de facto market standards SS 

To be the quality market leader in the industry Q 

A very high degree of flexibility in the planning and implementation 
of customer requirements 

F 

Technology leader—setting quality standards in our field of activity T SS 

We position our company as a boutique firm and largely only take 
jobs that fit our core competencies and margin 

SP CC 

We aim to be the best auto body repair shop for insurance companies 
to refer their clients to for repairs 

TB 

We help our customers reduce cost, help our customers grow their 
business and simplify their supply chain 

CO 

To be the fastest S 

Niche process and large-scale production SP 

Timely deliveries of needed and disparate product line. Single source OT SO 

Scientifically based K 

Service with unmatched product quality Q SE 

I have 35+ years of experience in my industry and know it very, very 
well. Also, I have made good relationships with many other good 
solutions providers.; We are an engineering consulting business—we 
solve ANY and ALL problems by working with clients directly and 
also engaging with other industry experts to bring the required 
knowledge and answers to clients 

K 

Know-how and capacity to further develop and integrate the 
manufacturing steps of our main product 

K C 

This depends on the article group or application 

On the product side: modularity, easy installation and maintenance; 
On the market side: close proximity to the market 

T M CM 

To create additional benefits for customers through 
customer-oriented consulting and services; We do not sell goods, we 
solve the customer’s problem 

CO 

Products specially developed for plant series of our customers CO 

Offer individualized customer solutions starting from small 
requirements 

SR 

In the niches in which we move always be the fastest, most flexible 
and those who offer the most competitive price 

S F P 

Industry 4.0 T 

Being best producer and customer oriented TB CO

(continued)



The Unique Selling Propositions of Small and Medium Enterprises … 21

Table 2 (continued)

Named USP U1 U2 U3 U4 U5

High touch. We want our salespeople to have strong relationships 
with customers 

CO 

Solution Maker and Turnkey SR TK 

Innovation leader I 

Technical features that are far superior to the 
competition;—Consistent digitization and data storage to offer 
additional features;—Software as a product 

T 

Hydrostatics T 

Quick delivery S 

Small to mid-sized OEMs are undeserved in the marketplace by large 
providers. We focused on changing the buying experience and 
locking in loyal customers. The result has been, no large 
concentration with any customer. We have grown to nearly 200 
OEMs that use our product. By being open to producing specials and 
providing 3D models and application support at no charge, we have 
developed a loyal base. For example, although business is down 
dramatically due to COVID, we have added 40 new customers. When 
business reruns to normal we will surely grow again because of this 
effort 

SP 

Use of new technologies for energy saving and IOT controls T 

Highest flexibility paired with sustainability F SU 

In addition to the product and the associated further developments, 
the topic of corporate culture/service/stronger customer focus is also 
part of the differentiation. The unique selling propositions also come 
from intensive questioning of customers about benefits/further 
development and added value 

SE CO 

The path from product supplier to solution developer SR 

UPS: Job exchange for the food industry in the German-speaking area SP 

Modular system T 

We are the first in the market to develop, manufacture and distribute 
automated ultrasonic deburring equipment 

T 

Tried to sell customers on allowing us to build duplicate tooling for 
the four major markets, North America, Europe, South America and 
Asia. Currently they source separately and no opportunity to gain 
from lessons learned. This would help them lower their costs 

SP 

A combination of 5 characteristics:—very high product competence 
(recognized specialists for our products);—complete product 
portfolio (for our product group);—uncompromising 
quality;—worldwide availability;—open cooperation, true 
partnership with customers 

PR PP Q W CO 

Our unique selling point is to be able to offer a contract 
manufacturing structure and in parallel a development structure to 
optimize the customer’s design 

SP 

Everything from a single source. With optimal service PP SE

(continued)
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Table 2 (continued)

Named USP U1 U2 U3 U4 U5

Innovation and quality; Local manufacturer; SME and not a large 
corporation 

I Q L SM 

Product mix; And variety; Efficiency; Lean cost PP CT 

Ease-of-use, Data mining/process data utilization, cost performance T CT 

Production methods which no other competitors have! T 

Special technology for more effective mechanical processing T 

Technical advancement T 

Flexibility and speed for individual customer solutions F S 

Develop innovative systems, independent of the “big players”—act 
more flexibly on and for the market 

I F 

Technological leadership T 

Greatest possible flexibility with simultaneous reduction of the 
commissioning effort 

F 

Technical status, innovations T I 

BIM-compatible planning. So far, only about 10% in Europe can do 
this; concentration on public administrations and hospitals or 
laboratories; flexible and very fast implementation of customer 
requirements 

T F 

Support already in the project planning and the communication with 
the customer. The customer must have the feeling that he has given 
his parts to his own factory for processing. In other words, the 
feel-good factor of the customer is in the foreground 

CO 

Not only sales, but application and service—consulting; Innovative 
always new projects, around the core business 

SE I 

Speed S 

Production of high-quality surgical instruments, custom-made 
products for medical technology, services in meeting regulatory and 
approval requirements 

Q SE 

Essentially in the service SE 

Speed in implementing customer requests/projects based on decades 
of experience and over 37,500 formulations in a wide range of 
segments 

S 

Very high quality, with faster delivery time Q S 

Technical leadership in the field of optical filters T 

We want to provide our customers with all-round and, above all, 
personal advice. We shape the future of our customers together; the 
customer is the focus. His benefit is above all. And in doing so, we 
cultivate and emphasize personal contact in particular 

CO PE

(continued)
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Table 2 (continued)

Named USP U1 U2 U3 U4 U5

Since I do not have my own product, but only mediate, I can only 
convey the characteristics by doing; be faster than others; always 
come up with new innovations; combine products and technologies 
that fit together or complement each other to give the customer 
additional benefits 

S I 

Flexibility, customer proximity, innovative, own product 
developments 

F I CO 

Market leader in terms of price/performance P 

65 28 5 2 1

3.3 Dependency Between Developing a USP and Level 
of Covid 19 Pandemic Impact 

To investigate if there is a dependency between developing or having a USP as a 
strategic goal and the impact of the Covid 19 pandemic the answers to question 15 
(what is your USP or what USP do you want to develop?) and to question 21 (did 
your implemented strategy help minimize the impact of the Covid 19 crisis?) were 
evaluated by χ2 test. 

Definition: 

Minimal Covid impact: question 21was answered with yes. 

Strong Covid impact: question 21 was answered with no. 

H0: There is no difference in the extent of Covid’s impact on the companies studied 
that pursue the strategic goal of developing a USP and companies that do not pursue 
this strategic goal. 

H1: Companies that pursue the strategic goal of developing a USP feel less impact 
from the Covid 19 pandemic than companies that do not pursue this goal. 

Results: 

With a χ2 = 0,44, tested at a significance level of ∝ =  0,05, H0 must be accepted; 
this means that there is no significant dependence of the level of Covid impact on 
the utility of a USP as a strategic goal (see Table 6).

However, Klausmann and Papula [13] describe the extent to which a busi-
ness strategy based on developing a USP, continuously improving competitiveness, 
and achieving a dominant market position minimizes the impact of Covid 19 and 
substantially increases SME resilience.
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Table 3 Number and proportion of named USPs categorized in 29 categories 

Named USPs Number of named USPs Proportion (%) Cumulative proportion 
(%) 

Technology 16 16 16 

Customer orientation 11 11 27 

Speed 9 9 36 

Flexibility 8 8 44 

Quality 7 7 51 

Innovation 7 7 58 

Specialist 6 6 64 

Service 6 6 70 

Knowledge 3 3 73 

Solution provider 3 3 76 

Product portfolio 3 3 79 

Setting standards 2 2 81 

The best 2 2 83 

Cost 2 2 85 

Price 2 2 87 

On time 1 1 88 

Product 1 1 89 

Reliability 1 1 90 

Core competences 1 1 91 

Single source 1 1 92 

Capacity 1 1 93 

Maintenance 1 1 94 

Turnkey 1 1 95 

Sustainability 1 1 96 

Personal relationship 1 1 97 

Local 1 1 98 

Close to market 1 1 99 

Worldwide availability 1 1 99 

SME 1 1 100 

101 100

4 Conclusion 

This paper aims to identify and document the essential USPs of SMEs and help 
practitioners to understand the importance of USPs for the success of SMEs. 

79 (72%) of the participants (decision makers of SMEs) named—develop or 
sharpen an already existing USP—as one of their strategic goals. Therefore, it can
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Table 4 Most used USP combinations 

Technology leadership 
combined with 

Quality leadership 
combined with 

Leadership in speed 
combined with 

Leadership in 
flexibility combined 
with 

Setting standards Reliability Customer orientation Sustainability 

Maintenance Service Flexibility Innovation 

Cost leadership Service Innovation Speed 

Innovation Speed 

Flexibility

Table 5 Differences in number of USPs named between small and medium enterprises 

Named USP Small enterprise Medium enterprise Difference 

Technology 12% 15% 3% 

Customer orientation 5% 15% 10% 

Speed 12% 10% −2% 

Flexibility 9% 4% −5% 

Quality 3% 9% 6% 

Innovation 6% 6% 0 

Specialist 5% 6% 1% 

Service 5% 6% 1%

Table 6 Results of survey questions 15 and 21 summarized 

Participants with Minimal Covid impact Strong Covid impact Sum of participants 

USP named 35 23 58 

USP not named 15 14 29 

50 37 87

be assumed that between 64 and 82% of all industrially active SMEs pursue this 
strategic goal (confidence interval: 95%). 

65 participants described their USP in detail and thereof 28 participants described 
their USP as a combined USP of more than one singular USP. The named USPs 
could be grouped and separated in 29 categories. The most frequent named USPs 
was leader in: technology (16%), followed by customer orientation (11%), speed 
(9%), flexibility (8%), quality (7%) and innovation (7%). 

The amount of 29 categories and the high amount of combined USPs show that 
SMEs use the strategic goal of developing specific individual USPs intensively to 
differentiate themselves from their competitors, means to achieve a competitive 
advantage. 

However, there are significant differences in the use of USPs between small (<50 
employees) and medium-sized (51–250 employees) enterprises.
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Technology leadership and speed leadership are aspired to almost equally often 
by small and medium enterprises while medium companies strive more for customer 
orientation and quality leadership than small companies. Small companies, on the 
other hand, strive more for flexibility leadership than medium-sized companies. That 
suggests that to strive for technology leadership is a major success factor for SMEs 
in our globalized world as other strong USPs as price and cost leadership are less 
achievable for SMEs in comparison to larger enterprises. Furthermore, our study 
shows that small companies have a lot of catching up to do when it comes to using 
a USP as a strategic goal compared to medium-sized companies. 

And finally: As many as 53% of small and 34% of midsize companies could 
improve their profitability and their crisis resilience by incorporating the concept of 
developing a USP as a strategic goal in their corporate strategy [13, 18]. 

4.1 Further Research 

Our recommendation for further research is to investigate whether a general guideline 
for SMEs practitioners for optimal use (define, develop, use) of USPs to achieve a 
competitive advantage can be developed. Furthermore, it is to be investigated whether 
a strong USP is the essential means to achieve a significant competitive advantage 
especially for SME in our global competitive world. 
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Abstract In the ever-evolving business landscape, firms seek to improve efficiency 
and cut costs, often through workforce reduction and automation using technologies 
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explores RPA and AI in-depth, discussing their significance, applications, and poten-
tial to replace human tasks. Artificial Intelligence covers a spectrum of intelligent 
machine behaviors, encompassing Fuzzy Logic, Neural Networks, and Robotics. 
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AI implementation in various sectors, including finance, telecommunications, and 
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1 Introduction 

In the times of new technologies, methods of development, and willingness to be 
more efficient than competing companies, firms are looking for more advanced tech-
nologies. Despite their main goal, which is to have better results than their rivals 
in the market, they try to reduce costs by releasing some employees or replacing 
them with machines. Most people, when hearing that, are shocked and ask them-
selves if it is possible to do so, but here comes the answer, which is Robotic Process 
Automation (RPA) [1–3] and Artificial Intelligence (AI) [4]. Those two technolo-
gies are gaining popularity and being the most developed in the modern world. In the 
following paragraphs, those two methods will be explained in order to clarify their 
meaning, application, and spheres of life in which they could totally replace people. 

1.1 Artificial Intelligence 

Artificial Intelligence (AI) is intelligence demonstrated by machines or programs 
which has been previously implemented by programmers [5, 6]. In the domain of AI, 
we include Fuzzy Logic, Evolutionary algorithms, Neural Networks, Artificial life, 
and Robotics. It may also be taken into consideration as a part of Computer Science, 
which researches intelligence and simulation of behavior in made programs. The 
main purpose for its development is to create machines able to perform operations 
similar to the human mind and senses, like computer games, knowledge management, 
expert systems, and logical reasoning [7]. The first test concerning AI was held in 
the 1950s and is called the Touring Test. Its primary role was to carry out a speech 
between a human and a machine and check if a person was able to recognize whether 
a computer or another person made the responses. Also, at the same time, the first 
AI laboratories were created, and until today, they are the leading ones. During the 
delves, it turned out that the progress in that field of study is very slow and hard to 
discover, but on the other hand, some failures in this area were the beginning of new 
technologies useful for other purposes. 

1.2 Robotic Process Automation 

Robotic process automation (RPA) is an advanced technology of automatisation of 
business process models [8–10] with the use of computer programmes or robots 
which may operate using artificial intelligence in order to simulate human’s work 
[11]. The main feature or advantage of that technology is performing operations 
which are normally made by employees [11]. The proper way of programming the 
robots allows the to accomplish operations with different difficulty level which main 
feature is their recurrence and limited number of exception [12]. RPA may be used in
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every place where one robot can replace the process of integration of several systems. 
The main advantage is that robots do not need any workstations with physical inter-
face because all their operations take place in virtual environment. Another worth 
mentioning feature is the ability to work between several systems without need to 
move so our invention may be called a virtual employee which proceeds the same 
process like a person to which it has been assigned before. The history of RPA begins 
with the first processes of automation [13]. Still, the breaking point was the evolu-
tion of programming and creating simple algorithms used for testing applications 
and catching the mistakes. It also allowed the employees to get better motivation for 
their work because properly written programme simplified the creation of documen-
tation and allowed people to save their time, rise the efficiency and reduce amount 
of mistakes. 

Lots of effort is put to develop those technologies and make them useful in every 
sphere of life but for now, their implementation is in the phase of testing and first 
projects are being introduced to our life to check their abilities whether they will 
be able to fulfill their role or no [14]. The aforementioned methods are considered 
as the future of development and alternative for people as employees [15, 16]. The 
machines may save lots of time because the virtual workers will not move when there 
will be a need to make some operation in another place opposite to employees who 
would have to change place and even go between the buildings to press only some 
key on the other computer. 

2 Examples of Implementations 

Although RPA&AI is relatively new topic, there are already some implementations 
in the real world. 

2.1 Multinational Hospitality Company with PwC 

Another example of implementation of Robotic Process with automation and Arti-
ficial Intelligence was done by a multinational company call PwC (also known as 
PricewaterhouseCoopers). It has a headquarters in United Kingdom and deals with 
all kind of professional services in fields such as Assurances, Taxes, Analytics and 
Financial Advisory. It estimates that 45% of the work activities can be automated, 
which would results in global saving worth around 2 trillion dollars [17]. 

One of their implementations concerned a multinational hospitality company, 
which possessed and managed huge variety of hotels and hostels around the whole 
world. Finance and Accounting department of this company wanted to reduce costs 
of all repetitive manual tasks performed daily by the employees. Second goal of this 
case was to create more automated activity reporting. The company PwC believes 
that an RPA can be used in Financial field to process various kind of documents
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such as invoices, generate journal entries and for synchronization and integration of 
accounts. 

Firstly their approach was to identify process that could be automated: 

(a) Employees regularly rewrite data about revenue from one application to an 
Excel spreadsheet and another application simultaneously creating reports. This 
task was identified as relatively simple and tedious, but very time-consuming, 
consequently huge number of so called FTEs (Full Time equivalent) were  
associated with it, which resulted in lack of time for the rest of assignments, 
usually more important ones. 

(b) Daily reporting that concerned cover information, which had to be feed into 
application, which on the other hand created out of it a daily journal, which 
should be send to defined list of emails. 

Secondly, they have targeted exact processes yet to be automated to describe the 
problem above and created programs that fulfilled the requirements. Unfortunately, 
a technical description of solution is not available to public information. After the 
implementation they have measured they have measured feedback and listed results:

• After automatization of processes 5 FTEs were saved and a gain of 50–60% 
efficiently was obtained while performing the given tasks.

• Clients can now add more hotels/resorts to existing workbook in the Finance and 
Accounting Department.

• Further 50+ processes were identified as potentially optimizable. 

(PwC, N.D, Source: https://www.pwc.be/en/documents/20171123-rethinking-retail-
artificial-intelligence-and-robotic-process-automation.pdf). 

2.2 Robotic Process Automation for Corporate Functions 

The next example of utilization of RPA and AI instead of a Traditional Automation 
is the case of internal implementation of RPA program on key Corporate Functions, 
such as finance, compliance, treasury and marketing, in a company called Capgemini. 

The main assumption of such a move is to reduce the time spent on performing 
tedious tasks and allow the workforce to perform more valuable assignments, 
consequently lowering the costs and susceptibility to errors. The illustration of an 
automated process can be seen in Fig. 1.

The main difference between the RPA and TA is the need of human interaction 
with the system during the process. Whereas in the latter category, the activities are 
still performed by people, only being aided by technology, in the first group the 
human activities are unnecessary since the decisions are made automatically. This 
therefore results in a much greater performance and mitigation of the human error. 

Studies suggest that office workers on average spend up to 80% of their time at 
work performing repetitive tasks which could easily be “robotized”. Delegating these 
chores to robots would liberate the employees to dedicate more time to operations

https://www.pwc.be/en/documents/20171123%2Drethinking%2Dretail%2Dartificial%2Dintelligence%2Dand%2Drobotic%2Dprocess%2Dautomation.pdf
https://www.pwc.be/en/documents/20171123%2Drethinking%2Dretail%2Dartificial%2Dintelligence%2Dand%2Drobotic%2Dprocess%2Dautomation.pdf
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Fig. 1 Schema illustrating the process (https://www.capgemini.com/consulting-fr/wp-content/upl 
oads/sites/31/2017/08/robotic_process_automation_the_next_revolution_of_corporate_functions_ 
0.pdf)

involving creativity, judgement or soft skills, such as customer service. This in turn 
would result in increase of customer satisfaction. 

Since its launch in 2014 the internal RPA program has automated over 200 
processes on 50 robots in their delivery centers around the world. This caused the 
investment to pay back within just few months and in total decreased the running 
costs by 7 times. Those results however varied depending on the type of processes 
executed and seemed to have the highest effectiveness when a number of them could 
be run without interruption and on those not requiring human decisions In those best 
case scenarios, the cost reduction reached over 80%. 

Finally, since the robots are able to operate continuously throughout the year, 
their total number of working hours in comparison with a standard employee is 8 
times higher. What’s more, the predictability of the operation of robots and their 
unconditional compliance to standards lead to easy record keeping of the activity’s 
history, allowing for full transparency during audits [12].

https://www.capgemini.com/consulting%2Dfr/wp%2Dcontent/uploads/sites/31/2017/08/robotic%5Fprocess%5Fautomation%5Fthe%5Fnext%5Frevolution%5Fof%5Fcorporate%5Ffunctions%5F0.pdf
https://www.capgemini.com/consulting%2Dfr/wp%2Dcontent/uploads/sites/31/2017/08/robotic%5Fprocess%5Fautomation%5Fthe%5Fnext%5Frevolution%5Fof%5Fcorporate%5Ffunctions%5F0.pdf
https://www.capgemini.com/consulting%2Dfr/wp%2Dcontent/uploads/sites/31/2017/08/robotic%5Fprocess%5Fautomation%5Fthe%5Fnext%5Frevolution%5Fof%5Fcorporate%5Ffunctions%5F0.pdf
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2.3 UiPath—Finance and Banking 

Robotic Process Automation and Artificial Intelligence can also be applied to finan-
cial services. Banking organization and institutions are already using intelligent soft-
ware to lower the costs of hiring staff and paying them salaries. This solution saves 
valuable time, boosts the efficiency of company’s prosperity and increases its profits. 
However, there are still some inconvenients concerning that topic. 

In this situation UiPath company comes with the best solution offering an intuitive 
and crucial platform. It has many advantages such as:

• Scalability—multiple robots can work independently and on multiple machines. 
Moreover, they can connect to a single platform, anywhere from the whole world.

• Reduced repeatability and redundancy—no repeatable data entry tasks, best 
skilled employees focuses on high-value activities.

• No paperwork—platform provides tool for interpreting scans, transferring docu-
ments into computers, sending emails and detecting language to automate boring 
office work.

• Untouched system—robot does not affect the source code, it can be implemented 
with many desktop applications. This feature provides much faster automation of 
projects and lowers the expenses.

• Data analysis—robot can be applied to perform data analytics, create perfor-
mance reports and identify transaction patterns. 

Aforementioned features may be applied to many solutions in the banking area. 
Two of them Retail Credit Assessment and Retail Fraud detection will be described 
in the next paragraphs. 

Retail Credit Assessment is a repeatable task which can be performed by UiPath 
robot [18]. This machine would check the income, expenses and many different 
financial aspects of the client. Then the analysis report would be created containing 
the creditworthiness. 

Robot can also be applied to Retail Fraud Detection. Every banking organization 
is obliged to monitor the clients activities and find any suspicious actions. Gathering 
such information is a wearisome and time consuming process for employees. Robot 
can find retrieve all the data, find patterns and potentially suspicious activities. Then 
everything would be included into a report. 

To sum up, UiPath solutions improve many different activities like: office work 
and data analysis. Its RPA platform is used widely in the world with successful 
results. 

(UiPath, N.D, Source: https://www.uipath.com/rpa-in-banking).

https://www.uipath.com/rpa%2Din%2Dbanking
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2.4 Robotic Process Automation in the Telecom Industry 

Another field in which Robotic Process Automation can be utilized is the Telecom 
sector. In modern world the need for being constantly connected with the globalized 
network is constantly increasing, and providers must compete with one another to 
provide the fastest, most affordable, and cutting edge services. The biggest problem 
is that most of them are slowed down with large amount of operational process such 
as administering data and costs. 

Those problems are of the of such kind that could benefit significantly from use 
of the modern technology. With the process automation provided by RPA, telecom 
providers will be able to more easily manage their back office and deal with large 
volumes of repetitive and rules-based operational processes. The main focus could 
be centred on the customer experience, since their satisfaction is the main source of 
constant income. 

But even the telecom industry right from the start has the nature that should be 
fitting the solutions suitable for automatic solutions, there are still problems impeding 
their implementations:

• Low levels of operational agility—the software layers used by the companies run 
simultaneously for support operation and their communication is very restricted 
and specific, making it hard for any possible modifications. Also many of them 
still require manual input, what absorbs a lot of resources, that could be spend on 
interaction with the clients.

• Inefficient flow of information—in telecom industry providers on a daily basis 
must manage a big amount of data, which includes documents for clients, workers 
and intermediary companies. Large amount of that is still in physical format and 
paperwork. Because of this inconsistency of used formats providers are unable to 
follow the course of their services.

• High operating cost and capital expenditures—telecom providers need to 
control the costs from multiple sources from maintaining data integrity and 
employees salary to software and hardware. Because of such high costs, not 
enough is spend on improving the customer satisfaction. 

With investing into RPA, those problems could be solved and those factors could 
improve the work of the companies:

• Higher levels agility and scalability—RPA allows in the easy way to manage 
the software’s workflow. By connecting it with the different departments, it could 
eliminate the need for manual input from the employees and let them focus more 
on satisfying customer needs.

• Improved data communication and transmission—RPA systems are non-
invasive and could coexist with already used legacy systems. This would allow 
for removing the data gaps between different information sources and monitor 
them easily.
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Fig. 2 Applications of RPA in telecom industries (http://www.prodapt.com/transforming-business-
using-rpa/) 

• Significant cost reduction—even though RPA requires investing the initial cost, 
later it is profitable in a long run with all its benefits allowing to focus on customer 
experience and making them stay with the current provider. 

The applications of RPA that are planned to be implemented in telecommunication 
industry can be seen in Fig. 2. 

The example of a company, which implemented Robotic Process Automation is 
AT&T, which trained over 2,000 employees to be able to create robots to automate 
the tedious, mind-numbing portions of their jobs. Those employees analyse data 
compiled from software bots. Starting from 2015 created were 1,000 software bots 
automating mundane, repetitive tasks for employees. They perform tasks ranging 
from helping technicians activate equipment for customers to aggregating data for 
service orders and customer service reports. 

The result of the implementation of this system is not only that robots have taken 
the repetitive tasks from the workers, giving them the opportunity to focus on the 
more important jobs, but also bots are doing it much faster and more efficiently. 
Previously, employees spent hours aggregating this data every week and could only 
compile reports weekly. Now, they can see more data and make more insightful 
decisions. 

In conclusion the telecom industry is the great field for introducing the Robotic 
Process Automation, because of the amount of repetitive jobs, that are necessary, but 
very simple. The other benefits of it would be higher levels agility and scalability, 
improved data communication and transmission and significant cost reduction [19].

http://www.prodapt.com/transforming%2Dbusiness%2Dusing%2Drpa/
http://www.prodapt.com/transforming%2Dbusiness%2Dusing%2Drpa/
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3 Problem Description 

In the times of modern development, changes in the world, and finding new branches 
of business [20], people started becoming mobile, changing their university courses, 
trying to study different subjects to have a wider range of possibilities on the job 
market. If not, they try to develop new skills and gain knowledge on paid courses 
after finishing their studies and finding a job because the course they graduated from 
is not for them. This is the purpose of many changes, huge rotation on job market and 
thousands of CVs (Curriculum vitae) and motivational letters that human resources 
management has to deal with and due to such actions people have to wait weeks or 
sometimes months until they receive answer telling that they are suitable people for 
that place. This is the cause created by the time needed to check if the person is suitable 
for the place and fulfills all the requirements. It is nearly impossible to remember 
all the candidates so statistics have to be done and among those people several are 
chosen, calls are made and then we can really start the recruitment process [21, 22]. 
This could be fastened due to implementation of new technologies, that would be 
helping people from HR (Human resources) department confirm their duties faster 
and allow them to take care of other exercises waiting for them. 

Thanks to the development of information technology, artificial intelligence 
and robotic process automation, recruiters could be relieved from some of their 
duties. New technologies, programmes or even machines may be implemented and 
introduced to the daily life of those employees. 

At the beginning, the system would be taking care of preliminary phase of recruit-
ment which would be the candidates selection by information given in their papers. 
This could shorten the waiting time for about a half and allow recruiters to just check 
if the correct CVs have been taken and not spend our in front of the wrongly made 
ones. In the presented system all of the requirements must be implemented, all the 
content to which HR management people pay attention will be included in order to 
check if the programme has been correctly made. At first the system will be in testing 
phase so all the CVs would be checked by the computer along with the recruitment 
service [23] which will consume same amount of time but after implementing all of 
the solutions, correcting mistakes and getting on the right track this process would 
make a significant difference for the companies. When this phase will be made, the 
presented system should independently accomplish all the operations and give the 
manager a list of all people suitable for the position. In the next phase the system 
may be developed in such a way that an email would be send automatically to the 
candidates who have successfully gone through the qualification process to let them 
know that they are taken into consideration in the next phase and should wait for a 
contact from a consultant or they will receive a mail with ready date and time of the 
meeting they should go to if they want to get that job. What is obvious, if a person 
does not qualify for the place, an email with such information will be also send back. 

Aforementioned features are not the only ones that may be implemented for the 
programme. The presented ones are just the beginning and they will be created with 
the prototype. If the prototype will succeed, then further features may be added to
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increase programme efficiency, lower the costs of having employees and allow HR 
department to take care of other tasks not considering looking through CVs anymore. 
The exemplary features will be monitoring the employees, their work and awarding 
them with benefits if they do everything according to the plan or warning them if 
their job is all the time missing something but those features will be described lated 
when we will speak about further development of our system. 

That innovation could lead people working human resources department to many 
simplification and save of time so they can take care of other activities instead of 
wasting time on looking through the CV in order to separate and select the proper 
candidates. 

4 General Description of Solution 

Our solution is going to provide the company with an efficient automatic filtration 
of CVs which will be an irreplaceable tool helping during recruitment process [24, 
25]. Our project will be replacing people at their places and raise the efficiency of 
the company. The number of duties of one system could be easily separated between 
several employees but considering the fact that AI robots will appear in our company 
this process would be omitted and several employees could be fired and lose their 
workplaces. Main advantage would be that CVs will be separated to the groups of 
CVs of people who qualified for the job and the refused ones but in the future the 
lists may be developed in such a way that instead of dividing CVs on the useful and 
useless ones there will be an option of sorting CVs to several different profession 
at the same point and make the employees save more time then it was predicted at 
the very beginning. The selection of the CVs will be very precise to give the HR 
specialists clear lists of candidates fulfilling all the requirements. The system must 
be properly implemented to not give any false information and prepare reports after 
scanning all the data. The prepared reports will consider data about the employees 
who could be possibly hired for the place and with whom the company should contact 
in order to check the skills of future employee and hire a proper person. Apart from 
the names and skills required for the position, from the report employees will be able 
to take information about the forms of contacting the candidate, his availabilities, 
working expectations and information whether an email considering information 
about recruitment meeting has been sent or delivered or not. This means that the 
reports will consider also the preliminary information about the time and date where 
the recruitment speech will take place. The whole recruitment process can be seen 
in Figs. 3 and 4. In the next chapters it will be described in details.
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Fig. 3 Flowchart of recruitment process—part I



40 L. Bajzikova and T. Smerdova

Fig. 4 Flowchart of 
recruitment process—part II
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5 Phases of Recruitment Process 

5.1 Phase 0—Setting up Offers for Job Positions 

First of all, before setting up the application, people from HR group has to analyse, 
which types of jobs are needed at the given company. Depending on the field of 
company’s operation one can create job positions that can should be available for 
recruitment process (see Fig. 5). 

While having the needed jobs positions one should determine the required skills 
for each of them and start writing the description of the position which will be placed 
in the future job offer. The next step is to point out clearly defined skills required 
from the candidate. Our application will automatically analyse the description of the 
position and will make a list, in which there will be skills such English, Java, SQL 
and being opened for challenges. An employee from the HR group can modify these 
lists by adding or removing new skills. Please note that the entire list will be used 
by our application in the future to verify the employee. The technical skills will be 
checked during tests in the third phase, while the soft skills will be checked in the 
following one, therefore the list of requirements should be succinct and not too vast. 
It is also preferred to provide the expected level of proficiency in knowledge of listed 
languages and technologies on a scale of 1–5 stars, where 1 means basic knowledge,

Fig. 5 Diagram of Phase 0 
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Fig. 6 Choice and ratings of required skills for job position 

and 5 a full  understanding of the subject. Example can be seen in Fig. 6. On the next 
page. 

Moreover, sometimes in companies there is for instance demand for a given posi-
tion, and then after a right person is found is becomes obsolete. However, after few 
months it is common that the position is needed again, since in big companies there 
is high turnover rate. In order to simplify this our application will offer option to set 
the current job offer to “inactive”, so it will disappear from the website until it is 
activated again. 

In the future one can also think about automatic propagation of the job offers to 
locally popular web services for job searching such as LinkedIn, however one has 
to remember that if the offer in on foreign service it is still required for an future 
employee to send their CV, since it will be automatically analysed by the application, 
what is further described in the next phase. 

5.2 Phase 1—Filtration of CVs 

After the deployment of jobs offers on the company’s website, one can expect many 
cover letters and CV to be sent. 

Even today, many companies already have an automatic CV scanning procedure, 
which search the key information and skills required for the given position. Our 
application will also use such a function. 

A virtual account associated with the applicant will be created and filled in with 
data from CV such as address, name, surname and acquired technical skills. The 
computer will then decide whether the applicant is suitable for the applied position 
or related position. One has to remember that in large companies there are often 
many similar positions, so the system should provide information to employee from
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HR which jobs positions are appropriate in the given case. The acquired skills and 
features will be then used in the next phase of recruitment in order to prepare a skill 
test before the interview (see Fig. 7). 

If the system decides that the applicant does not have the required skills for any 
company, then an automatic message will be sent back to the email address that will 
look like in Fig. 8. 

Fig. 7 Diagram of Phase 1—part I 

Fig. 8 Exemplary email for applicant without necessary skills
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In the case when it turns out that the future employee has the appropriate features 
for other job, which he did not applied at first, he will be also informed about that to 
encourage him/her (see Fig. 9). 

There is also a possibility for the situation in which the person submitted the 
application, but during its processing or even before sending the CV, the position has 
become inactive or one has took a stand of it. In this case, an appropriate email will 
be sent which will tell that the applicant has indeed the required skills (or not), but 
the position is currently unavailable and that the company will automatically sent in 
the future e-mail when it will be interested in employing him/her, which can be read 
in the Fig. 10.

If the application will decide that the applicant has required skill and the job 
position is still opened it will try to arrange a meeting for the test. At this point there 
are two possible scenarios.

Fig. 9 Diagram of Phase 1—part II 
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Fig. 10 Exemplary email in case of free job positions

(1) Person from HR group will formerly define in which hours he/she will have 
free time at work and the system will automatically assign the time in this 
interval. For instance: A given employee has free time on Wednesday from 
10:00 to 14:00, consequently the system will automatically sent the email with 
invitation for the test that will be held from 10:00 to 11:00. 

(2) A special notification will pop up at the computer of HR group with the request 
to choose meeting time manually. 

Such a prepared e-mail will contain all needed information such as time, data and 
place for meeting. It will also ask if the applicant is available at that time and offer 
him a possibility to change the date. One can also call the company if they want to 
arrange the meeting personally. 

5.3 Phase 2a—Recruitment Tests 

The next phase of the recruitment process is dedicated to checking the real skills 
of the candidate. After CV is checked and the data included in it, shows that the 
applicant is meeting the requirements for the position, that is currently open, system 
sends him the invitation on the interview. In fact the actual interview is only the 
part of the process of determining if the person can take the position. The procedure 
begins with the test. 

This test is from the fields important for the given job, for example if it is connected 
to programming, questions would be about appropriate technologies or languages. In 
order to make this process automatic, required is the database of questions and tasks 
categorized and marked in the difficulty level. Everything will start from determining, 
what fields of knowledge are required to be checked. This will be assigned of what are
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the requirement for the positions fitted for investigated person’s CV and the guidelines 
for opened jobs. With this information random questions from appropriate categories 
are pulled from the database and the test is prepared by the program (see Fig. 11). 

This test may be taken in the paper version or the digital one solved on the 
computer in the company. Today many test for the companies are solved online. It 
is very convenient for the applicant, however it also causes, that exam questions can 
easily be copied and spread in the internet and other sources. In such situation, no 
matter how big is the question pull, the new applicants may have contact with them 
already, what makes the test result to be unreliable. The other aspect, that helps in 
preventing the escalation of test outside the company, is the fact, that the questions 
on the tests are not in order of the categories, they are in random order, what makes 
it more difficult to remember after the test. 

The test consist of certain amount of tasks, from different fields and of different 
types. There are closed question with given four possible answers and goal of 
choosing the correct one and open questions in which the applicant will have to

Fig. 11 Diagram of Phase 
2a 
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write his own answer. In terms of grading those questions the checking of the closed 
tasks can be automated if the test is performed on computer, simply by the program, 
by just finding which answer was marked and if the test was performed on paper, 
by scanning it and later performing similar action. The open question unfortunately 
cannot be automated, at least for now. Because of that there is the need for the person 
which will be evaluation open task and grading it with previously established scale 
and later introducing it to the system. 

As previously mentioned the topic of the tasks is strictly connected to the character 
of the open positions. For that the questions from those fields are taken from the 
database and put in random order. The other element of the test are the questions for 
soft skills. Those types of questions have a purpose to test the analytical thinking of the 
candidate, for example, sorting algorithms or general knowledge from Information 
Technology. Also they can take a role similar as in the interview to collect more 
knowledge about the candidate from himself as “Have you ever experienced hard 
situation in your life and how did you deal with it?”. In this way it is possible to get 
more initial impressions about the applicant and decide it is worth to invite him to 
the next phase. Also the good aspect of those questions typically reserved for the 
interview is the fact, that some people find it easier when they have some time and 
write the answer, instead of for the answers in quick moment. 

After candidates come to the company’s headquarters to write the test, it needs 
to be evaluated. Closed questions are checked by the application, open questions 
are checked by the recruiter, and the score is put in the system. This process should 
not take more than a few days, and after it’s finished, the mail is sent to each with 
information on whether they passed the test. if they did, the date and time of the 
interview will also be given in Fig. 12.

5.4 Phase 2b—Job Interview 

After successful part of sorting CV and being chosen, the process of recruitment will 
begin. Candidates will be firstly asked to take part in an interview. Here they will have 
ability to make a choice which would be more convenient for them. Such options will 
be skype conversation or physical appearance in the company and holding the speech 
there. Both cases will be equally suitable for the company because the candidates 
will be observed by a camera analysing the behaviour of the candidate so in each case 
the conversation will be almost the same. The algorithm implemented will check the 
look of the face of the candidate and gestures to give output if the candidate is lying, 
cheating or doing other unpleasant things (see Fig. 13).

Skype interview will be one of the possibilities to choose for a recruitment speech. 
This would be an innovation for a recruitment speech allowing many people to fit of 
better to their daily schedule. During a speech, a camera will be precisely observing 
the candidate in order to read his face. His feelings will be read from the mimicry, 
and all the confusion, lies, and others will be discovered immediately. The system 
will also focus on the eyes of the speaker. During Skype speech, the candidates may
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Fig. 12 Exemplary email with test’s results

be trying to cheat and put some papers invisibly around the computer, but if their eyes 
are moving, looking for the answer, the system will inform us about it. To prevent 
candidates from using the Internet, they will be asked to share the screen while the 
speech is held. 

To record facial expressions, and emotions and monitor the general behavior of 
a potential worker, Affectiva software [26] can be used, which provides high-level 
solutions and ready-to-use tools. This platform has a built-in module which allows 
connecting with machine learning programs [27–29]. Due to this solution, after 
several recruitment processes, our platform will provide better results in finding 
skilled workers and managing teams. 

Local interviews are preferred by the companies. It gives HR people more possi-
bilities to check candidates, take control of them, and monitor their behavior. The 
candidates will be observed constantly, their gestures, face mimicry or eyesight will 
be under constant monitoring of a recruiter. Of course, the cameras with our imple-
mented programs will also be used to compare the results from the program with 
those from a recruiter. After such analysis of results, the right decision may be made 
considering the candidate and his competencies considering the place he is applying 
for. It will also be easier to give candidates some tests to solve and then quickly mark 
them in order to grade the level of references. 

During the recruitment phase the candidate will have firstly technical and language 
knowledge checked. Those two factors have the biggest impact on the final result 
and of recruitation because of those factors are not fulfilled then the candidate has no 
chance to get place in our company. Those skills will be checked during the speech 
by tests and talk on the date estimated by HR specialists and candidates. Character 
is another worth mentioning point according to which the expectations, position and
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Fig. 13 Diagram of Phase 2b

clients will be assigned. Social networks will be manually checked by recruiters 
in order to check photos, posts and groups people are assigned to in order to hire 
suitable new employees whose will be suitable for the politics of our company. 

Candidates by the end of recruitment will be asked to tell their expectations 
considering job. Their expectations may consider health care, free days, benefit cards, 
money earned, bonuses, and the possibility of getting a better position in the company. 
All of those aforementioned will also be taken into consideration during the speech; 
the machine will also make some recognition on the market to see if the expectations 
are not too high and suitable for the applied position (see Fig. 14).

After finishing the recruitation, results will be saved in the database of the 
company. Candidates whose skill were not enough or there were some doubts 
concerning them, will have special adaptation next to their profile so in some case 
like one of the accepted candidates refuses to take our offer or after selecting the 
candidates there will be still free spaces so we could faster get to people who could



50 L. Bajzikova and T. Smerdova

Fig. 14 Diagram of Phase 
2b—final step

be taken one more time for testing and then may be taken as an employee to our 
company. 

The reports from the camera will be also added to candidates profiles in order to be 
familiar with their behaviour. This will definitely help with dividing tasks between 
employees. If the employee gets easily confused, stressed or is disorganised then 
such a person will be assigned to office work and not have any contact with clients 
in order not to scary the client and lose the potential source of money and tasks. 
Opposite to workers who have significant contact with customers, know what they 
want, and can convince clients to invest more, widen the project in order to gain more 
benefits and money at all.
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Fig. 15 Diagram of Phase 3 

5.5 Phase 3—Future Development 

The future of the system may be crucial for the development of the company and 
its employees. The way in which it will all go will also have great impact on the 
future of the companies and HR departments. Instead of only selecting the proper 
candidates for employees and sending them information about the recruitation and 
checking candidates skills the programme may have additional features added. 

The first change would be monitoring employees work, their results and deciding 
whether they should be awarded a pay rise or warning. The system will be connected 
with employees accounts, then monitoring their working time will be possible. The 
data, progress and project created will be visible for our robot as well as the schedule 
of the employee. If all the tasks have been done according to the plan, the results 
are satisfactory and there are no delay, the system will send an information to the 
HR department about suggesting the pay rise to the employee to reward his skills, 
dedication and motivate for further development. What is more if the employee will 
not be sticking to the projects, do prohibited things with their computers at work 
or miss all the deadlines the system may suggest to fire that employee and look for 
someone else for his place (see Fig. 15). 

The next change will be monitoring the work of the groups of employees. Every 
team would have a project to complete which must be divided fairly between all of 
the group members. Unfortunately not all of the members may feel good in the tasks 
assigned to them, so the system will be used to analyse the progress of the groups and 
targets and goal and try to define whether a change in that team is necessary or not. 
The change may consider, team leader change, project change or just change of one 
or two employees in order to raise efficiency and fasten the processes in the company. 
In special cases there will be a possibility the assign already started projects to other 
groups but only in case that the group will totally not be able to do anything with it.
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6 Advantages of RPA and AI in HR 

The newly developed systems which consist of artificial intelligence and robotic 
process automation are the future of companies, machines and processes in HR. 
This may simplify life of people working in that department, shorten waiting time of 
candidates and allow the company to move to another level of services but this are 
not the only advantages. The rest of them will be mentioned in following points. 

1. The introduction of RPA and AI in HR will definitely cut the costs and allow 
companies to save money. First of all, list of employees will be definitely short-
ened. This will be the main occurring change causing the whole chain of changes 
to appear. Created system will replace people in some tasks which means that 
some of the employees will not have anything to do at the place and some of 
the duties of the other employees will also disappear. Employees will be slowly 
fired because computers will replace them and employee who does not have any 
activities is useless because nobody will be paid for doing nothing but this will 
bring lost of financial benefits to the company which is one of the main reasons 
of opening a business. In that case that process will look in such way that system 
will replace people, less people will mean less workplaces and less computers, 
just several people will be needed to analyse reports generated by the robot. 

2. The other benefit for company owners will be the reduction of working time of 
HR employees. Despite firing lots of people, the ones that will stay may have 
shortened working hours or change their agreement from full-time to part time 
job because of lacking duties. 

3. The next worth mentioning point is higher efficiency provided by the machines. 
Many responsibilities will be taken from employees and given to the robots 
so employees could take care of other activities while robots will be making 
their previous time-consuming job. Employees instead of spending many hours, 
reading the CVs, selecting the proper ones and analysing all the data will be able 
to do other tasks while those will be made by robots. This will help the companies 
to have everything finished on time and do not wait for some results longer than 
expected. Worth mentioning point is also giving HR managers new tasks to fulfill 
all their working time if they will stay with full-time job to increase efficiency 
and pay them money for the job, not for doing nothing. 

4. Moving on to the robots and system, we should remember about the better choice 
of employees for the place. Robots will stick strictly to the requirements given 
and implemented functions. Their selection will be more accurate because they 
will look only for the clearly given points, without looking at others or trying to 
cover some points with other which may not be directly connected. That point 
gives our machine a great advantage over traditional candidates selected by the 
HR department. 

5. During the recreation process, some well-skilled candidates who were perfect 
for someplace faced a problem that could not be overcome easily, and it was 
being a friend or family of a recruiter. The truth is that many well-skilled 
employees cannot find a job despite great qualifications, technical background,
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and knowledge possessed just because one of the candidates has great contact 
with a recruiter, and that is the only reason for hiring unskilled employees. Our 
product will prevent the formation of such a situation. Only professional skills 
and working experience will be taken into consideration in order to hire the best 
possible employee for the development of a company. 

6. In the next phases of recrutation our robot will have one of the hardest tasks to 
do which will be the controlling the interviewed person. All of the recruitment 
speeches can be hold by Internet via Skype or other free to use programme in 
order to ensure everyone with some comfort. All of those conversations will 
be recorded and checked by our product in order to know where was the client 
looking if it was direct to the camera of was the sight going somewhere else in 
order to look for some information or read some hints to make good impression 
on the interviewer. Some face or feelings recognition could be also included in 
the project, that would tell us if the candidate lies or tells the truth. That could 
show the lack of confidence or some sort of knowledge of the interviewed person 
in order to know some character features and check how this person reacts for 
such situation. 

7. The last but not least point is making an advertisement for our company using 
the AI. That is the newly created system not widely spread, not known for many 
people so using such a system for the purpose of advertisement would guarantee 
an immediate success and show the development and advanced technologies used 
in the company which will be attracting new candidates to come to our company 
and work in such developed environment. This will be one of the keys to success. 

All of the mentioned points are the main advantages of RPA and AI usage in the 
company but it is just a beginning. More solutions will be implemented later after 
the first point which is AI in HR brings benefits and people will convince themselves 
to it. 

Below one can see a brief summary of the advantages given by usage of RPA&AI 
in form of Table 1. 

Table 1 Summary of the advantages of using RPA&AI 

Main advantages With RPA&AI Without RPA&AI 

Cutting costs on employees + − 
Shorter working time + − 
Higher efficiency provided by machines + − 
Focusing on particular skills + + 

No hiring unskilled people who are friends of recruiters + − 
High level of observation of candidates + + 

Good advertisement to showing progress of the company + −
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7 Legal Aspects 

While considering each of the steps included in the recruitment process [30] it is  
essential to take into consideration their ethical and legal repercussions. While the 
former aspect could be debated over and its abidance is not always necessary and 
frequently depends on subjective and specific decision of a committee, the latter one 
is strictly regulated in numerous legislations and has to be followed regardless of the 
situation. 

One of the most notable laws is called General Data Protection Regulation 
(GDPR). It was created on 14 April 2016 and comes into effect on 25 May 2018. 
Since this date, every organization which collects and processes data of citizens in 
European Union countries will have to comply with the rules prescribed in the Regu-
lation. Any infringement of them may result in severe administrative fines either 
to the company or the natural person committing the offence. However, the main 
idea of the Regulation is the unification and simplification of laws of all European 
countries concerning the privacy of their citizens. This has been done by inclusion of 
number of articles regarding the subjects such as data pseudonymisation, designing 
the information systems with privacy in mind and enabled by default, easier access to 
the data being processed or the usage of plain language understandable for everyone 
in the policies of the companies [31]. 

The article, which is most relevant to the previously described algorithm of recruit-
ment process, talks about profiling and in particular the techniques allowed for its 
execution. According to the given definition, profiling includes any means of utilizing 
personal data to perform automatic evaluation of natural person’s status, such as their 
performance at work, economic situation, health, personal preferences or interests 
which produces legal or similarly significant effects concerning him or her. These 
groups also include recruiting practices without any human intervention. In this 
article it is stated that any person has the right not to be subject to such an automated 
system, unless it is used under the pre-specified conditions. One of these exceptions 
is its utilization to attest the correctness and efficiency of execution of a contract 
between the employee and the employer. 

It is also worth mentioning that for attaining and maintaining the fairest and 
most transparent rules during the automated evaluation appropriate mathematical or 
statistical procedures [32] should be adopted and any inaccuracies or errors resulting 
from these operations should be minimised. 

The other category of personal data, which has to be mentioned when dealing 
with decision making about the person’s future are the sensitive data, such as their 
racial or ethnic origin, political opinion, religion or beliefs, genetic or health status 
or sexual orientation. It is forbidden for the company and especially their automated 
systems to classify or discriminate against a person because of it and as a result put 
them in a disadvantageous position in comparison with the other candidates during 
the recruitment process. The same category also includes. 

Finally, each of the stages of recruitment, which deals with personal data of the 
candidate has to be accompanied by a separate, freely given and specific consent in
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a clear form, preferable written. For each of them, the purpose of data processing, 
and in particular profiling, its methods and consequences have to be openly stated 
to the applicant and must be accepted with their affirmative action. The lack of such 
activity is equivalent with their disagreement. Additionally, every person has the right 
to audit the personal data which have been collected about them without obstacles 
or additional fees from the employee. 

8 Time Savings and Optimization Assessment 

In order to evaluate optimization that comes with deploying our application, one 
need to analyze time spent on each individual task. There are 5 steps that can be 
separated. 

1. Firstly, one can assume that in an enormous company there are about 30 CV sent 
weekly and average employee from HR group has to spend about 5 min  to read 
each one. 

2. Secondly, one can assume that about 25 CVs will pass the first step, so that the 
employee has to create a account in database with all necessary information about 
each person what can take around 30 min. 

3. Such a HR employee has also write an email in which he will invite an applicant 
for a test or say the position is currently filled in or person lacks some of the skills 
required for the position. Such a task can be estimated for no more than 10 min. 

4. After the tests, one has to firstly grade the answers (what can be also optimized 
by the machine), write them into database and generate a report. In case of usage 
of our application one will save here around 15 min for each person. 

5. Lastly, one has to send an email with results and information about further 
recruitment process what will also take around 10 min. 

All the time optimization can be seen in Table 2. It shows time spend for each 
task, per person, weekly and monthly.

As one can see, with the use of our application a company can save up to 6300 min 
per month, what is also equal to 105 h. Therefore it can be said that the application 
saves around 0.66 of Full Time Worker (FTW), assuming that a typical employee 
works 160 h in a month. (Also called FTE—Full Time equivalent). 

One can also analyse the percentage share of each task in Fig. 16. Mostly the time 
is saved during the writing the data into database and checking if applicant is suitable 
for various positions.
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Table 2 Evaluation of resources required to spend in the recruitment process 

Task to be done Number of people/ 
repetitions of the 
task weekly 

Time spent per 
repetition [min] 

Time spent 
weekly [min] 

Time spent 
monthly [min] 

Read CV and 
evaluate 

30 5 150 600 

Write info into 
DB and check 
other positions 

25 30 750 3000 

Write email 
response 
[invitation or 
turndown] 

25 10 250 1000 

Generate report 
of test’s results 

25 15 375 1500 

Send 2nd email 5 10 50 200 

SUM: 6300

Fig. 16 Percentage share of each task 

9 Future Development of Our Project 

The first possibility is the usage of Ansible. It is an automation tool used particularly 
in IT that automates cloud processing, configuration management, and application 
installation. It is lightweight software that does not need any additional configuration 
or programs. It uses a very simple language (YAML) that allows to automate many
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different tasks. Our platform could be installed on many computers and servers with 
just one program. There is no need to install software physically on every machine. 

Our project focuses on recruiting people, generating tests, controlling the coop-
eration of hired teams, and managing payroll and benefits. However, there could be 
expanded functionalities such as intelligent and automatic chatbots. Their purpose 
could be supportive for employees as well as people who would like to get know 
some information about the company or have questions about a job they apply for. 

10 Conclusions 

In the modern world global development allowed society to become much more 
mobile and change their lives much more often. People move from place to place 
because of education, work, or just personal preferences. That situation created the 
biggest rotation in the job market in history. This also puts pressure on the Human 
Resources systems of all the companies since they receive more applications than 
ever before and need to go through them in a reasonable time and choose the most 
suitable candidates for open positions. This sort of task today is still mostly performed 
by humans, who have limited capabilities in this sort of task. The recruiter needs to 
read all the applications, make statistics out of them, and decide which ones should be 
considered. This process takes a lot of time, from the moment of receiving the CV to 
the call inviting the interview and, finally, after that, the information if the company 
is interested in hiring the person. This is all caused by the inability to process such 
a large amount of information with standard methods. 

The use of modern information technology, robotic process automation [33] and 
artificial intelligence [34–36] can improve this process. The new technologies can 
make it faster and more accurate allowing to free the time of recruiters and allowing 
them to focus on other important tasks. The goal of this project was to create a 
system that would allow us to do that. Such a solution, at the beginning, should 
collect the CVs sent with the applications to the company and analyze them with 
the use of keywords, determining what skills are included in the document. Later, 
this information is saved in the database. The system holds the list of actual open 
positions in the company with requirements for them and compares if any candidate 
could be suitable for it. If such a case arises, automatic mail is sent inviting the test 
to the company’s headquarters. The test cannot be performed remotely, because of 
security reasons and to prevent the spreading of tasks outside of the company. The 
purpose of this test is to check the real skills of the candidate required for suitable 
solutions. After the test is written, it is graded by the system and recruiters. If the 
result comes out positive, another mail is sent inviting on the interview, which can 
be performed in the headquarters or remotely. The system also has the function used 
for this, where it evaluates the behavior of the candidate during the conversation. If 
the candidate, after all the stages, seems to be suitable for any open position, system 
informs the Human Resources about that and recommends the candidate.
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The described system uses Robotic Process Automation and Artificial Intelli-
gence, which, in consequence, creates a lot of advantages for HR. After the initial 
investment, the costs decrease by decreasing the required amount of employees in 
the department since less amount of recruiters are required to analyze the system 
outcomes with proposed workers, and their time is better spent not wasting on unnec-
essary tasks. The system also, with time, will improve its performance, making better 
recommendations for candidates due to its AI element, which is constantly learning. 
The whole outcome of the project shows that the new technologies implemented in 
the Human Resources department can significantly improve the functioning of the 
company. 
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Abstract The article analyzes the state of research on the so-called military reform 
of Gaius Marius in modern historiography. By analyzing the works of modern 
researchers of the Roman army, an attempt is made to highlight the most contro-
versial issues of the problem. In particular, whether the reform itself took place in 
space and time and whether it was Marius who led to the emergence of a profes-
sional army in Ancient Rome. We also drew attention to the incompleteness of the 
discussion around the reform initiatives of the Arpinatus, as debates are still ongoing 
about the transformation of the Roman army into a professional one by Marius. It 
was also noted that among the researchers of the republican army—French, British, 
American, Canadian, and Polish-there are those who claim that the “Marian Reform” 
is a “historiographical myth.“ There are also those who stubbornly and categorically 
continue to prove the existence of the “reform”, despite the considerable amount 
of refuted evidence provided in the works of Emilio Gabba, Jacques Armand, John 
Rich, and Peter Brunt, which have already become classics. Some of the contem-
porary researchers have evolved their views on this issue, possibly after reading the 
work of the above scholars. We have not only attempted to analyze the works of 
the last twenty years, but also to show some of the basic principles on which the 
vision of a new view of what is called “Gaius Marius’ military reform” is based. The 
authors of the publication outline several directions of vision of the so-called Gaius 
Marius reform in modern antiquity—from the complete rejection of the existence of 
the “reform” and the initiatives of the Arpinatus in the military sphere to the vision
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of it as a complex phenomenon (with technical, tactical and social components), a 
turning point in the military and political history of ancient Rome and an indisputable, 
already proven fact. 

Keywords Gaius Marius ·Military reform · Ancient Rome · Professional army ·
Republican army · Historiography 

1 Introduction 

The reforms of Gaius Marius in the military sphere first became known from the 
works of German scholars of the first half of the nineteenth century. They formed the 
concept of “Gaius Marius reforms” in scientific terms, based on the decision of the 
Arpinatus in 107 B.C. to recruit proletarians into the army and rejected the traditional 
conscription based on property. As early as 1846, Christian Conrad Ludwig Lange 
outlined what is still inextricably linked to the Gaius Marius: the creation of a profes-
sional army, a cohort legion, the abolition of the civilian cavalry, the formation of 
the auxilia, and other innovations [1]. In 1886, another German historian, Wilhelm 
Wotsch, published a work on Marius as a reformer of the Roman army [2]. The 
problem is that most modern researchers repeat the conclusions of both these histo-
rians and their predecessors or successors [3, 4]. And this is despite the convincing 
arguments of leading scholars of our time who have carried out an in-depth analysis 
of all available sources to deconstruct this “historiographical myth”. The supporters 
of the “reform” simply ignore these publications, which can only emphasize the 
scientific value of the latter and avoid public discussions about their assumptions on 
this topic. We will try to approach this problem in more detail, focusing on the most 
recent works of both those who support the existence of the reforms and those who 
deny the reformist initiatives of Marius. 

1.1 Analysis of Recent Research and Publications 

A detailed analysis of the historiography related to the topic of our study was carried 
out by François Cadiou in his latest monograph “L’Armée imaginaire. Les soldats 
prolétaires dans les légions romaines au dernier siècle de la République” (2018). 
However, the French scholar focused on the socio-political aspect of the problem, 
ignoring the technical and tactical components of the “reform”. For the first time, we 
analyzed the works on the late republican army and the “Marian reforms” not only 
by studying articles and monographs by Western European and American scholars 
but also by involving historians of Central and Eastern Europe in the analysis.
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1.2 Methodology of Historiographical Research 

As for the research methods, we used the methods of objectivity, historiographical 
analysis and synthesis, typologization, and the comparative method. We have also 
used special methods of certain branches of historical science, in particular source 
studies. 

The method of objectivity, in our opinion, is the most problematic in this list, because 
of the specifics of the historiographical phenomenon we are studying, in particular, 
the dominance of the subjective factor (the actual personality of the author of the 
text under study), makes it difficult to achieve absolute objectivity in the analysis of 
the works under study. 

The method of historiographical analysis and synthesis is the most used in our 
study since it is based on a critical examination of the scientific work of scholars 
with a comparison of their results and the establishment of the peculiarities of their 
vision of the topic. 

The method of typologization presupposes the existence of a set of certain features 
inherent in a particular historical phenomenon (in particular, here, the researchers’ 
vision of the so-called “Marian Reform”). By combining the facts, we are studying 
(recruitment in 107 BC capite censi, as well as some technical, tactical, and social 
components attributed to Gaius Marius’ initiatives) into a process, we get a kind of 
matrix to study and describe. In our context, we have a multifaceted view of the 
existence of “military reform.” 

The comparative method allows us to compare different visions of the “reform” 
that have changed over time, even in a relatively short time, here—over the past 
twenty years. 

The source study method is related to the analysis of the works of ancient authors 
that mention the causes and course of the “reform,” in particular, the peculiarities 
of reading ancient texts by modern researchers and their interpretation of certain 
fragments of Sallust, Aulus Gellius, Valerius Maximus, Plutarch, and others. 

2 Coverage of the “Gaius Marius Reform” in Collective 
Monographs 

Before we begin to analyze the problem under study, we note that the key point of 
the vast majority of works listed in our bibliography is the recruitment of landless 
capite censi in 107 BC [5], and the authors see the reason for this event in the 
demographic crisis that swept the Roman state in the second century BC. Another 
important element of these works for us is the fact that historians raise the issue 
of the emergence of a professional army, and more specifically, whether Marius 
gave impetus to this process or whether certain elements of it (voluntariness, long
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service, etc.) had already existed since the third century BC. Let us now turn to the 
bibliography of the “reform”. 

2.1 «A Companion to the Roman Republic» (2006) 
and «A Companion to the Roman Army» (2007) 

Let us first consider some parts of three collective monographs that have become a 
kind of reference book in which well-known contemporary historians have accumu-
lated all the previous information on the history of the Roman army. Each of them 
personally contributed novelty and original concepts to the vision of the functioning 
of the military machine of ancient Rome, in particular the Republican period. These 
are “A Companion to the Roman Republic” (2006), “A Companion to the Roman 
Army” (2007), and “The Cambridge History of Greek and Roman Warfare” (2007). 
François Cadiou called the last two of them “…great syntheses of military history”, 
and the information about the dilectus of 107 BC—a formalization of previous studies 
of this event [5]. 

In his part of the monograph “A Companion to the Roman Republic”—“Army and 
Society”, Paul Erdkamp write that the conditions of long service turned citizens into 
professionals in military affairs, and the troops were mainly composed of volunteers 
[6]. The scientist’s approach to the actions of Marius in 107 BC is quite controversial. 
In one place, P. Erdkamp argues that the Arpinate practically abolished the property 
requirement and the legions became more homogeneous, and their connection with 
Rome became weaker and weaker. The researcher writes that “Marius is probably 
to be credited with reorganizing the legions, as a result of which all distinctions of 
property or age were abolished” [6]. The commander transformed the legion into 
a unified combat unit—it began to be staffed exclusively by heavy infantry. The 
legion also received its own symbol, the silver eagle. He also writes about paying 
for equipment for poor recruits from the state treasury. Then, on the same page, 
the Dutch historian continues, as if contradicting himself: “This was not as great an 
innovation as it might seem: the property qualifications had been reduced regularly 
during the past century” [6]. From this, it can be understood that P. Erdkamp does 
not see anything special and unusual in the recruitment of the poor in 107 BC. In 
his opinion, Marius considered it necessary to abolish the property qualification 
altogether, which had already been significantly reduced to the insignificant amount 
of 1500 asses. This is confirmed by the researcher in another work, where he writes 
that the property qualification at the end of the second century BC was quite low and 
the owners of the smallest farms had access to service in the legions [7]. 

In the seventh part of this collective work, “Controversies”, Robert Morstein-
Marks and Nathan Rosenstein address the problem of the property test. They write 
that: “…Marius decisively broke the link between wealth and military service by 
enrolling the property-less poor (proletarii) for his Jugurthan campaign of 107” [8]. 
This, according to the researchers, opens the way to the formation of an army of very
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poor citizens who served mainly to improve their financial situation and hoped for 
the success of their commanders, not the decisions of the Senate [8]. However, they 
clarify that it is not known whether poor and landless citizens actually constituted 
the majority of the military mass of the Late Republic. According to them, no army 
that took part in the civil wars of the first century BC was disloyal to the republic and 
referring to the authoritative work of P. Brunt [9], they reject the existence of “client 
armies” [8]. This means that Marius initiative to recruit the poor, if it did take place, 
did not achieve its goal, because the sources do not contain any information on this 
matter,—the scholars write [8]. 

As in the previous monograph, the authors of the next monograph, “A Companion 
to the Roman Army” (2007), share almost the same vision of the “reform of Marius”. 
Pierre Cagniart speaks of Marius as the founder of the professional army. The soldiers 
recruited by him in 107 BC were motivated by the hope that they would receive land 
grants after the Jugurthian War (112 BC–105 BC). And their hopes were not in vain— 
in addition to land in Africa and Northern Italy, they also received a considerable 
financial reward. A French scholar argues that this precedent of Marius became a 
motivational impetus for military service, turning a Roman from a militia soldier 
into a mercenary. Also, the Roman soldier began to realize that from now on, his 
welfare after the end of his service would depend on the ability of the commander 
to provide it. And this is the basis of a professional army [10]. P. Cagniart does 
not agree with the thesis that Marius introduced the cohort but notes the important 
role of the Arpinatus in improving the mobility of the legion and the training of 
soldiers [10]. The researcher writes directly about the “military reforms carried out 
by Marius” without going into much detail about the emergence of this “reform” 
[10]. He only notes that after the gradual lowering of the property requirement in the 
second century BC, Marius abandoned it when recruiting recruits [10]. 

Luuk de Ligt supports E. Gabba’s [11] position on the significant “proletarianiza-
tion” of the legions long before the emergence of Marius in the military and political 
field [11, 12]. But he also points out the mistake of the Italian historian, who inter-
preted this trend as a consequence of a constant demographic decline. Most likely, 
L. de Ligt writes: “…the gradual proletarianization of the legions was caused by a 
continuous demographic expansion that reduced an ever-growing number of Roman 
citizens to poverty during the second half of the second century BC” [11]. This 
also explains the systematic reduction of the property requirement—from 4000 to 
1500 asses [11]. By “demographic expansion” is meant a “demographic explosion” 
that led to the above-mentioned “proletarianization”. In his later work, the scientist 
confirms this thesis, noting the lack of reliable information about the social origin of 
the recruited legionaries in 107 BC. Reference [13] and the existence of many weak-
nesses associated with the traditional interpretation of the military reform of 107 BC 
[13]. L. de Ligt was referring to the lack of data in the few sources not only about the 
reform as a phenomenon that took place, but also the absence of certain material in 
them that would shed more light on the social status and age of the soldiers recruited 
by Marius. He devoted a part of his fundamental monograph to these problems, as 
well as to the impact of demography on military service [13].
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An interesting conclusion about the professionalism of Marian’s soldiers is made 
by another Dutch historian, Lucas de Blois. He writes: “Marius’ mules, as his soldiers 
were called, did not constitute a professional mercenary army, but they became nearly 
as good as professionals by experiencing one military campaign after the other, either 
in Northern Africa, against the Numidians, or against invading Germanic tribes in 
Southern Gaul and the Po Valley” [14]. According to the Dutch scholar, Caesar’s army 
became “near-professional” between 58 and 51 BC, i.e. during the Gallic campaigns 
[14]. We can see that in seven years he has not changed his views on the Marian 
army, because in 2000 a professor at the Catholic University of Nijmegen expressed 
the same views [15]. Summarizing the republican army, L. de Blois wrote about it 
as “near professionals” [14, 15] (see above his view of Caesar’s army in 2007— 
author’s note). Some citizens who served in these armies for a long time turned into 
a cohesive, homogeneous group of society [14]. Here, L. de Blois seems to hint at the 
emergence of a corporate military spirit—esprit de corps—in the first century BC, 
which appeared in the time of Caesar [16–18]. The scholar also distinguishes between 
the military professionalism of mercenaries and the professionalism of volunteers, 
attributing the latter to the military of the late Republic [15]. 

2.2 «The Cambridge History of Greek and Roman Warfare» 
(2007) and «The Encyclopedia of the Roman Army» 
(2015) 

In “The Cambridge History of Greek and Roman Warfare” (2007), information about 
the “Gaius Marius Reform” is contained in two subsections—“Military forces” by 
Boris Rankov and “War and society” by Colin Adams. In the first, the professor of 
Royal Holloway University of London is cautious about the statement about Marius 
as the sole creator of the reform, agreeing that the Arpinatus only consolidated in 
practice those technical and tactical innovations in the military sphere that had taken 
place in previous years, or even centuries (the emergence of cohort tactics, “Marius’ 
mules”, the improvement of the pilum, and capite censi recruitment) [19]. C. Adams 
has a similar vision of Marius’ actions, however, somewhat more radical than his 
colleague. He writes that the Roman commander, “…according to our sources, was 
the first military commander to open the army to landless recruits (capite censi), 
although it is equally likely that he was merely formalizing an existing unofficial 
practice” [20]. The British historian confirms the existence of “…the military reform 
of Marius in 107 BC, which abolished the property qualification for military service”, 
but recognizes the more significant consequences for Roman military affairs of the 
Social War of 91–87 BC [20]. According to C. Adams, it was she, not the Marian 
reforms, who effectively ended the distinction between Roman and allied contin-
gents by extending citizenship to the entire Italian peninsula [20]. The researcher 
emphasizes caution in interpreting the sources on the actions of Marius, especially 
the work of Sallust, because, in his opinion, they are “Anti-Marian sources” and “for
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they are loaded with class bias” [20]. Thus, both researchers, although recognizing 
some innovations in the army as the merit of Marius’ predecessors, confirm Marius’ 
contribution as a reformer to the improvement of the army of republican Rome. 

The authors of reference works are mostly inclined to believe in the existence of a 
“reform”. We will analyze only the most popular ones. For example, Patricia Southern 
avoids the phrase “Gaius Marius’ military reform”. She does not directly refer to 
him as a reformer but describes him as a prominent military figure who contributed 
significantly to implementing some innovations. The researcher is cautious about 
the very fact that Marius carried out some “reforms,” emphasizing that: “…the fine 
details of the reorganization and how it was carried out are not known” [21, p. 95]. In  
particular, this concerns the transformation of the manipulative legion into a cohort 
legion. In addition, P. Southern mentions introducing a three-line system of building 
a legion on the battlefield and the emergence of the eagle as a symbol and the most 
important insignia of the largest military unit in Rome. It was in the time of Marius 
that the legions received, according to P. Southern, “strong corporate identity” [21]. 

Adrian Goldsworthy supports the fact that Marius carried out the reform in 107 
BC while rejecting the long evolutionary path of the Roman army from conscription 
to professionalism [22, 23]. He considers it incorrect to downplay the importance 
of the reform by modern historians, and he calls the Roman army before Marius 
semi-professional (see the above judgment of L. de Blois—author’s note). At the 
same time, A. Goldsworthy gives an example of the career of the centurion Spurius 
Ligustinus, who was rather a semi-professional military than a professional soldier 
[22]. According to the historian, the traditional view of the results of the “reform 
of Marius” is too simplistic, especially concerning the emergence of “private” or 
“client” armies in the first century BC. He does not support the conclusions of those 
researchers who believed that during the years of active military activity of the 
Arpinatus there were no sudden changes in the Roman army [22]. Like L. de Blois, 
A. Goldsworthy also proves the fact that the Roman army became professional in 
the time of Julius Caesar [23]. 

In 2015, the three-volume “The encyclopedia of the Roman army” was published. 
It should be noted that no articles are devoted to the “reforms of Marius,” and the 
material about the Arpinatus himself, presented by Arthur Keaveney in the second 
volume, does not contain information about Marius as a reformer. However, the 
persistence of the model of the problem we have outlined, that is, the vision of this 
“reform” as a phenomenon, is also evident in this collective work. For example, in 
the chapter on recruitment during the Republic, Stefano Magnani writes that thanks 
to Maria, the poorest sections of society were given the opportunity for career growth 
and social advancement, all thanks to access to military service. It was from such 
young people, the Italian scholar argues, that professional military personnel was 
later formed [24].
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3 The “Reform of Gaius Marius” in the Works 
on the Military Affairs of Republican Rome 

3.1 Ross Cowan, Michael Sage, and Arthur Keaveney’s Views 
on the “Reform” 

In quite a few works on the analysis of the military affairs of Republican Rome and 
the socio-political role of the army, we find different views of historians in terms of 
the vision of “reform”. For example, Ross Cowan, a researcher of ancient Roman 
military affairs, avoids the definition of “Marian reform” and instead uses “so-called 
military reforms of Marius” [25]. At the same time, he does not deny the general’s 
participation in the innovations traditionally attributed to Arpinatus [25]. As for the 
recruitment of capite censi in 107 BC and 104 BC, the military historian does not see 
anything unusual in these steps by Marius. R. Cowan argues that some researchers 
misinterpret the military commander’s actions during supplementum and that he 
allegedly abolished the property qualification. In fact, only a small number of rural 
plebs and the urban poor were recruited to support his candidacy for the consulship. 
The bulk of Marius’ army then consisted of adsidui, peasants from the outskirts of 
Rome and Arpinum [25]. 

Oleksandr Makhlayuk argues that many modern researchers are not inclined to 
exaggerate the radical step taken by Marius in 107 BC (meaning the lowering of 
the property requirement—author’s note). According to the scholar, the additional 
recruitment of troops by Marius was of isolated importance. It was only in retrospect 
that it became clear that an army of poor citizens could become a tool in the hands of 
commanders who sought sole power [16]. This, allegedly, can explain the attacks on 
Mary by ancient authors (Aul. Gell. 16.10.4; Iul. Exup. 2.9-12; Flor. 2.3.1; Sall. Iug. 
86. 2-3; Plut. Mar. 9.1; Quint. Decl. 3.5). At the same time, O. Mahlayuk emphasizes 
that the proletarianization of the army did not become total, because even in the late 
republican period a large number of legionnaires came from well-to-do families (Cic. 
Att. 8.12; Dio Cass. 48.9.3; Plut. Crass. 10.2) [9, 16, 26]. 

Michael Sage, author of a new study on the development of the republican army, 
does not consider Marius a reformer either [27]. But, in his opinion, Marius set a 
precedent for the development of a semi-professional army by allowing numerous 
volunteers and the poor to serve, which became a common practice [27]. At the 
same time, the American historian does not reject the term “Marius’ reforms”, 
arguing that the act of the Arpinatus, according to sources (see above—author’s 
note), meant a break with the previous practice of recruitment [27]. Although the 
ancient authors may have exaggerated its negative consequences, Marius began the 
process of gradually breaking the ties between the central government [28, 29] and 
the army [27]. 

In his work “The Army in the Roman Revolution” (2007), A. Keavney does not 
see any revolutionary nature in the actions of Marius in the late second century 
BC, because the commander, in addition to recruiting capite censi, also recruited a
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significant number of adsidui [30]. Unlike M. Sage, A. Keavney argues that Marius 
did not seek to set any precedent or create any far-reaching changes in recruitment 
methods. Rather, he, faced with the problem of recruitment, solved it in a way known 
to us from the sources, which was sporadic. After all, the traditional conscription 
(dilectus) and compulsory enlistment (conscriptio) remained in place and were not 
canceled. A property qualification was also applied to potential recruits [30]. The 
Irish scholar believed that Marius’ goals were not very ambitious at the time, and he 
was restrained by “the conditions of the time in which he lived” in contrast to the 
triumvirs of the first century BC, who “pursued greater and more destructive goals” 
[30]. 

3.2 The Vision of Jeremiah McCall and Michael Taylor 

Jeremiah McCall, an author of a monograph on the cavalry of Republican Rome, 
also rejects the existence of the so-called “reform”. He argues that no serious military 
reform could have been implemented without the support of the changing senior 
officers and the central government [31–33], in particular the Senate. Since this 
researcher specializes in the study of cavalry, he pays more attention to the problem 
of the existence of cavalry among the citizens after Marius. J. McCall does not support 
the claims of some researchers regarding the abolition of the Equestrian cavalry. The 
dissolution of such an elite military unit would have required a consensus among the 
senators, or at least a majority of the nobility. Such a consensus might not have been 
possible, given the tense relationship between Marius and the nobiles [34]. 

In a new study on the tactical reforms of the late Republican Roman army, Michael 
Taylor categorically rejects the existence of the “Marian reform”. All the organiza-
tional and tactical changes that took place under that name were not due to the creator 
of the eponymous “reform” but to the infusion of the socii into the legion during the 
first half of the first century BC. The organizational and tactical component of what is 
called the “Marian reforms”, according to M. Taylor, was the result of the influence 
of allied contingents (cohorts), especially after the Social War of 91–87 BC. The 
final evolution of the legion, i.e. its transformation from a maniple to a cohort one, 
was completed in the middle of the first century BC, i.e. in the time of Caesar [35].
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4 “Marian Reforms” in Generalized Works 
and Biographical Studies 

4.1 “Reform” in General Works on the History of Ancient 
Rome 

The views of the authors of general works on the history of republican Rome are 
opposite in their vision of “reform”. Michael Crawford writes about two different 
approaches to “changing the way of recruiting” [36]. The first, which is described 
by the tradition unfavorable to Marius, claims that he did it to gain popularity. The 
second, that of his defenders, emphasizes that the new recruitment system was very 
democratic and pushed its introduction from 107 to 104 BC. In this way, the propo-
nents of this approach show that the Germanic invasion was more threatening to 
Rome than the Jugurtha and that the reform of recruitment this year is more likely 
[36]. The historian himself supports the thesis that Marius abolished the recruitment 
system based on the property status of the recruit and the disappearance of lightly 
armed (veliti) and cavalry (equites) from the legion [36]. 

Klaus Bringmann sees Marius as a reformer of the technical and tactical compo-
nents of the Roman army and does not mention the social component in his work. 
Like M. Crawford, the scholar believes that the Roman army was reorganized in 
Southern Gaul in 104 BC, i.e. during the Cimbrian War. The reorganization consisted 
of unified weapons and cohort formation [37]. Although K. Bringmann writes about 
these innovations, he avoids the term “military reform” in his work, mentioning only 
the above components. 

Similar to the opinion of K. Bringmann are the conclusions of the famous Polish 
antic scholar Adam Ziółkowski. He does not see any turning point in Marius recruit-
ment of capite censi and, referring to the authoritative work of John Rich, speaks 
of this event as a “one-time occurrence” [26, 38]. Instead, the Arpinat, according 
to the researcher, was an innovator in the field of reforming weapons, tactics, and 
training. These innovations were implemented during his consulship of 104–101 BC 
and turned the legion into the most advanced infantry formation in history, including 
the creation of firearms [39]. 

A researcher of the army’s influence on the Roman political system and society, 
adheres to the old model of the so-called “reform” [16]. Agreeing that the “military 
reform of Gaius Marius” was not the first step in the evolution of the Roman army, he 
confidently asserts that a “real army of professionals” was created at the end of the 
second century BC without particularly analyzing the ancient sources. Researchers 
argue in a similar vein, proving that military reform is attributed to Gaius Marius 
by ancient tradition, although the sources do not contain information about certain 
reforms. The researcher mistakenly believes that the army ceases to serve the republic, 
and the state’s interests fade into the background, promoting an outdated thesis about 
violating the traditional connection between the concept of “warrior-citizen”. The 
historian does not use the vast body of modern historiography, which deals with
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the problem of the relationship between legionaries and the higher command and 
authorities in all aspects. One gets the impression that she is far from knowing the 
new theoretical and methodological approaches of modern antiquities to the political 
realities of the Roman Republic. 

4.2 “Military Reform” in the Biographies of Gaius Marius 

Unlike the prominent military and political figures of the second and first centuries 
BCE, to whom a large number of biographies are devoted, Marius has not received 
similar attention. Among the few biographies of the Arpinatus over the past two 
decades, we will highlight two where the “reform” is given considerable attention. 
The first one, by the young German historian Marcel Labitzke, analyzes ancient 
sources rather one-sidedly and rejects the criticisms of contemporary researchers 
regarding the “military reform” [40, pp. 132–135]. Judging by the list of references 
used to write this part of his biography, M. Labitzke ignored the works of modern antic 
studies scholars who have studied the problem (the only exceptions were the works 
of J. Rich and P. Brant—author’s note) [40, p. 135]. This, by the way, is characteristic 
of the works of those researchers who are supporters of the existence of the “reform”. 
M. Labitzke focused mainly on analyzing the works of German-speaking historians 
of the second half of the nineteenth century and the first half of the twentieth century 
and some few contemporary authors [4, 37, 41], the number of which is also quite 
limited for such a broad topic [40]. Using the outdated view of Theodor Mommsen 
on the professionalization and proletarianization of the army, the author emphasizes 
that the measures of Marius changed the Roman military system for a long time. 
Like some other researchers (see above—author’s note), the historian repeats the 
thesis that the admission of the poor to the ranks of the legions was a solution to 
the problem of recruitment, which was a turning point in the transformation of the 
army into a professional one [40]. It is known that in the first century BC legions 
were still recruited from wealthy citizens (see above—author’s note) [5, 9, 30, 42]. 
Federico Santangelo is more restrained in his conclusions about the “reform”, he 
does not consider the set of 107 BC a “great reform” and urges not to overestimate 
its importance [43]. He writes that it was a well-thought-out and ambitious measure 
by Maria, implemented by innovative methods to satisfy her interests [42, 43]. 

Like M. Labitzke, Andrii Koval’s dissertation [44] speaks of the “reform of 
Marius” as the completion of the process of proletarianization of the army. Of 
course, he did not set out to investigate more deeply the reasons for the actions 
of the Arpinatus in 107 BC and the historiography of the “reform” problem, but at 
his discretion interprets passages from some sources, for example, from the work 
of Lawrence Keppie [44]. A. Koval writes about the long-term consequences of the 
“professionalization of the Roman army” that led to the separation of the interests of 
the army and the state, missing further remarks of the Scottish historian. L. Keppie 
argues that Marius activities did not lead to any fundamental revision or reform of 
the conditions of military service. Throughout the first century BCE, the norm for the
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participation of conscripts aged 16 to 46 in a maximum of 16 campaigns continued 
to apply, i.e., militia recruitment remained in place [45]. However, succumbing to 
the already established tradition, A. Koval repeats the thesis about “the reform of 
Marius in 107 BC” [44]. 

We see the same conclusions in the works of Andriy Pilkevych. Strangely, he 
writes that: “…for the first time in Roman history, Marius proposed to abandon the 
principle of censorship in the recruitment of legions, allowing all citizens to join the 
army” [46]. It is known that this practice has already been used in the history of the 
Republic (Cass. Hem. Frg. 24; Liv. 22.57.3-5, 23.32.19, 25.5.6, 25.20.4, 25.22.3-4, 
27.38.8, 27.38.10, 28.10.11, 28.46.13; Oros. 4.1.3; Aug. De civ. Dei. 3.17; Ennius. 
Fragm. 6, 174–178) [17, 26, 47]. Moreover, information about this is contained in 
the work of P. Brant, which is mentioned in the historiography of the study [46]. 
But, judging by the above quote, A. Pilkievych did not study “Italian Manpower” 
very carefully [9]. In his subsequent works, the researcher continues to exaggerate the 
importance of supplementum of the Marius, focusing on the property status of Roman 
citizens [48, 49]. This seems a bit strange, because again, in the list of references used 
by the historian, we see the works of researchers who have done the most to refute 
the long-established claims about the recruitment of a significant number of capite 
censi [49]. We are talking about the already mentioned P. Brant and J. Rich. The 
latter, for example, proves that during the recruitment of 107 BC only 3000 soldiers 
were additionally recruited out of the total number, i.e., out of 8000 legionaries who 
served in Numidia until the end of the war with Jugurtha. Of these additional recruits, 
according to J. Rich, only a part could be classified as poor, and the actions of Marius 
were only “an isolated incident” [26]. 

5 The “Military Reform of Marius” as an Object of Study 

5.1 “Reform” in the Research of East European Historians 

Let’s move on to analyze the works of those researchers who aimed at a broader 
analysis of the so-called “Mariu’s military reform”. For example, Ivan Merkulov, 
unlike A. Pilkievych, approaches the study of this topic more thoroughly. He, along 
with O. Makhlayuk, is one of the first researchers in Eastern Europe to criticize 
traditional approaches to the vision of the so-called “reform”. However, some of 
I. Merkulov’s conclusions are ambiguous. On the one hand, this historian correctly 
summarizes the myth-making of some researchers who interpret Marius as the author 
of the definition and establishment of the terms of military service. In fact, the 
attribution of this innovation to her is not confirmed by historical sources [50]. On 
the other hand, he does not deny that Arpinatus carried out some reforms, particularly 
in the socio-political sphere. Here he means weakening the influence of nobility by 
democratizing the Senate with the infusion of homines novi. The latter were to be 
representatives of the wealthy part of the horsemen. It was a centurial reform with
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elements of democratization [50]. Without naming Marius of the “military reform” 
[50]. Also, A. Merkulov does not abandon the term “Marian reform,” but, as we have 
already noted, he manipulates the facts given in the sources [51, 52]. In particular, this 
applies to the interpretation of passages that referred to the unification of weapons, 
the “proletarian” origin of Spurius Ligustinus, and the introduction of the eagle as 
a symbol of the legion [9]. Regarding the admission of the poor to the ranks of 
the legions before the “reform” and the emergence of soldiering before the Marian 
period. 

Like the previous researcher, Michał Norbert Faszcza belongs to the cohort of 
those who prove the falsity of the existence of “military reform”. It is also worth 
noting that the Polish researcher has undergone a certain evolution in his views on 
“reform”. Initially, he perceived it as an event that took place in history, noting that: 
“…the set of reforms implemented through him (i.e., Marius—author’s note) led to 
the creation of a professional army that successfully replaced the previous militia” 
[53]. Two years later, M. Faszcza wrote about Augustus’ reforms as having: “…turned 
the legions into a fully professional army” [54]. In the same year, he published the 
article “Marian reforms” and their real authors” (2012), in which the historian refutes 
the myth of Marius the sole initiator of the creation of a professional army, which 
is widespread, including Polish historiography [55]. M. Faszcza, based on a signifi-
cant source base, analyzed all the components of the so-called “reform of Marius”, 
identifying those who, in addition to Marius, contributed to the reorganization of 
the legions during the II-I centuries BC, without rejecting the role of the Arpinatus 
in these processes [55]. Exploring the reasons for the emergence of this “histori-
ographic myth”, he writes that “…we are dealing with a historiographic construct 
based on the interpretations of some researchers, not with an indisputable historical 
fact” [1]. M. Faszcza concludes that the misconception of the broad reformist activity 
of Marius is usually observed in the works of military history researchers [1]. The 
latter, in turn, mostly ignore works on demography, which explain that the republic 
had no problems finding the necessary number of recruits. Rome has always had 
human resources at its disposal, which provided it with an overwhelming advantage 
in a conflict with any enemy [1]. And Marius acted in such circumstances and under 
such conditions that it was impossible to step to realize what is attributed to him [1]. 
However, the Polish researcher did not abandon his conclusions about the beginnings 
of the professionalization of the Roman army, starting in the third century BC, the 
role of Marius in consolidating the cohort structure of the legion and the introduction 
of its symbol, the eagle [1, 54–56]. We should also add that we have also to some 
extent gone through the evolution of views on the “reform”—from perceiving its exis-
tence as an indisputable fact to revising this position, changing the vision of some 
of the initiatives of Marius and whether they took place in history at all [52, 57]. A 
detailed familiarization with the source base and extensive bibliography of the topic 
helped us to better understand the issue and encouraged us to continue researching 
this problem. We believe that this was not a full-fledged military reform, but only 
some of Marius’ reform initiatives, which concerned several technical innovations. 

Returning to the analysis of the Polish researcher’s work, he, like the aforemen-
tioned I. Merkulov sometimes manipulates facts [58]. M. Faszcza argues that the
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involvement of capite censi in the ranks of the Roman army took place long before 
the military reform, in the third century BC [55]. After analyzing the source, we find 
out that Livy in his work actually mentions the forced recruitment of freed slaves 
and underage citizens into the legions (Liv. 22.57.11, 23.32.1, 25.5.7), but not capite 
censi, which are not mentioned in these references to “Ab Urbe conditia” at all  [52]. 
M. Faszcza repeats the same mistake in his dissertation [17]. In it, he concludes: “The 
recruitment of capite censi, carried out by Marius in 107, did not become a precedent 
in the history of the Roman Republic, as such a decision was sporadically resorted to 
in previous years. Marius did not abolish the general obligation to perform military 
service, and the mobilization of the proletarians remained a rare event for a long time. 
Therefore, his role as a reformer in this area is not based on facts… Marius’ merit, 
however, was the consolidation of… cohorts, the introduction of legionary eagles, 
and the reorganization of camps. It should be remembered that the so-called reforms 
of Marius were another important stage of change that led to the professionalization 
of the Roman army, but were not a one-time initiative” [17]. 

In 2019, the second, somewhat expanded edition of the book (the first appeared 
in 2009—author’s note) by Andrzej Graczkowski “On Marian military reform. The 
birth and development of the professional army in ancient Rome (second-first century 
BC)” [59]. His study resembles the work of J. Harmand in terms of the concept of 
content and presentation of the material (perhaps the Polish author borrowed it— 
author’s note), with the only difference being that the Polish historian paid more 
attention to the initiatives of Marius, and J. Harmand—to the post-Marian army with 
an emphasis on the period of Julius Caesar [5, 18, 59]. The peculiarity of its content 
is the unequivocal vision of the “reform of Marius” as “…a cornerstone” and “…a 
turning point in the extended chain of transformations” of the Roman army [59]. A. 
Graczkowski agrees that the professionalization of the Roman army did not happen 
suddenly, but continued gradually, having its many creators [59]. In his views on the 
reform, the Polish historian tries to adhere to the “golden mean” but at the same time 
goes to extremes, arguing that it was Marius who introduced voluntary service in the 
Roman army. He considers it a mistake to prove that the militia continued to function 
until Augustus’ reforms [59]. Most likely, A. Graczkowski was not familiar with the 
works that refute the thesis of the predominance of volunteers in the ranks of the 
legions until the end of the first century B.C. [5, 13, 60, 61]. Even the presence in the 
list of references of the already mentioned work by J. Harmand and more than one 
work by E. Gabba and P. Brant [59], who contributed to the refutation of the myth of 
the “professional army of volunteers,” did not force A. Graczkowski to draw certain 
conclusions about the “initiatives of Marius.“ The historian’s conclusions about the 
reasons for the implementation of the “reform” also seem strange. One of them is 
that Marius allegedly introduced it as a result of the “crisis of the traditional civilian 
army” due to the “demographic crisis” [59]. But, looking through the bibliography 
of the book, the position of A. Graczkowski’s position becomes clear. He either 
did not specifically use the work of authoritative researchers on this issue [11, 13], 
including Polish ones [62], or did not make his conclusions, avoiding uncomfortable 
conventions that would level the author’s vision of the book’s concept. The historian 
used mainly secondary Polish-language literature, often of a popular science nature
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and by authors of the second half of the nineteenth and first half of the twentieth 
centuries, while avoiding newer authoritative works that would address the problem 
of “reform.“ This neglect makes A. Graczkowski’s study incomplete, since neglecting 
the socio-economic component of the problem leads to a one-sided interpretation 
of the events of 107 BC. As M. Faszcza rightly notes, the recruitment crisis of 
the time did not cover the entire army stationed in Numidia and recruited in the 
traditional way (dilectus) [63]. Marius only conducted an additional recruitment 
(supplementum), which was not something unique or revolutionary, as some authors, 
including A. Graczkowski, would like to see (or describe). However, in our opinion, 
M. Faszcza criticizes his compatriot too harshly, perhaps even unfairly [63]. After 
all, A. Graczkowski’s book does not claim to be scientific, and the publishing house 
where it was published is engaged in publishing literature that popularizes military 
history and does not publish scientific publications. Although, even here M. Faszcza 
does not recommend it even to those who are just beginning their acquaintance with 
the military history of Republican Rome [63, p. 203]. He reproaches A. Graczkowski 
for his reluctance to consult with experts on the history of the Roman Republic and 
expresses the hope that such “…simplified perception of the military activities of 
Marius will no longer appear in Polish publications, once and for all giving way to 
more balanced research” [63]. 

Alexei Kozlenko calls the “Marian reform” an “artificial concept that unites 
phenomena and processes that have been developing for a long time” [47]. In his 
research, he dates the process of professionalization of the Roman army to the second 
century BC—first century BC and does not tie it to one person. The Belarusian 
researcher criticizes the idea that Marius abolished the manipular order of formation 
of the legions and replaced it with a cohort order. Without citing any sources, he 
writes that the division into maniple and centuria remained in place during the first 
century BC—third century AD and no tactical changes occurred at that time [47]. O. 
Kozlenko summarizes that “…although Marius played an active role in the develop-
ment of reform processes, he did not make active reforms that could force or weaken 
their course. Therefore, they can hardly be directly associated with his name” [47]. 

Historian Zhyvko Zhekov takes a more thorough approach to this problem. He 
notes that in modern historiography there are two hypotheses regarding the transfor-
mation of conscripts into professional troops. According to the first, the main merit in 
this process belongs to Gaius Marius, who reformed the legions. The opposite hypoth-
esis is that the Arpinatus did not reform them and they gradually changed under the 
influence of various objective factors. These problems, according to Zh. Zhekov, give 
grounds for a new analysis of this controversial topic, which will allow a more detailed 
understanding of the processes of transformation of the Roman army during the Late 
Republic [64]. Analyzing the passages of Sallust and Plutarch concerning the recruit-
ment of capite censi (Sall. Iug. 86.2; Plut. Mar. 9.1), the Bulgarian scholar suggested 
that the ancient authors aimed to discredit Marius as a violator of mos maiorum, so  
revered by the Romans. However, this does not mean that the possibility of a set 
of “head counts” is completely rejected. But even if there were such people among 
the ranks of the volones, their number was relatively small compared to the bulk 
of recruits recruited traditionally [64]. Zh. Zhekov emphasizes an important detail:
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“…Marius recruited the capite censi, not the proletariat, as many modern general 
studies of Roman history indicate” [13, 64]. This is a significant difference, and the 
scholar explains why. Even before the Arpinatus, the Romans recruited proletarians 
into the legions if necessary [9, 12]. The first reliable information in the sources about 
their involvement in military service in the legions dates back to 280 BC when the 
Romans began recruiting proletarians due to large losses in manpower (Oros. 4.1.3) 
[26]. At the same time, there is no exact data on the recruitment of capite censi to the 
Marius in the sources [11]. This category of the population (meaning capite censi— 
author’s note) is mainly associated with the Roman plebs urbana. Throughout his 
political career, Gaius Marius was associated with this stratum of the population and 
acted as their informal leader. In fact, in his political actions, he relied mainly on the 
support of the urban plebs, in whose interests most of the laws were passed by his 
political ally Lucius Apuleius Saturninus, who was active in the period 104 BC–100 
BC when the Arpinatus probably first recruited capite censi en masse. In this context, 
such recruitment becomes much more logical and understandable [37, 64]. Thus, Zh. 
Zhekov concludes that the mass recruitment of capite censi took place not in 107 
BC, but in 104 BC and did not represent a radical reform of the Roman legions and 
their recruitment means, but was a one-time event caused by extraordinary circum-
stances caused by an external threat and the inability to quickly attract the required 
number of recruits. Like M. Faszcza, Zh. Zhekov tends to see the professionalization 
of the Roman military as a gradual process that began in the last decades of the 
Second Punic War and lasted until 27 BC [64]. In the case of the transition to the 
cohort legion, the introduction of cohorts as the main structural unit, according to 
Zh. Zhekov, refers to a later stage, or rather after the Social War of 91–87 BC (see 
above the arguments of C. Adams and M. Taylor; see also our arguments—author’s 
note) [57, 64]. 

5.2 Christopher Matthew and His View of “Reform” 

Christopher Matthew, an unquestioning supporter of the conventional vision of 
“reform,” ignores the conclusions of important publications on the subject, focusing 
only on traditional views and his own conventions. He first described them in his 
article “The Enrollment of the capite censi by Gaius Marius: A Reappraisal” (2006). 
C. Matthew begins with the controversial and rather controversial claim that Gaius 
forever changed the demographic composition of the legions and, consequently, the 
very nature of the most fundamental aspects of the Roman army with his recruitment 
process in 107 BC [65]. Well, as in the case of A. Graczkowski, the presence of 
some important works in the bibliography does not guarantee their thorough study, 
even with frequent references to them [65]. He criticizes Richard Evans, the author 
of the biography of Marius, known for his ambiguous attitude to the figure of the 
Arpinatus, in particular, as a “reformer” [5, 65]. C. Matthew objects to R. Evans that 
he saw the speed of recruitment by Marius in the recruitment of only a small number 
of capite censi, according to J. Rich’s calculations [26]. They, equipped and armed
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by the state, could be quickly equipped for war, given the voluntary nature of these 
citizens’ involvement in the ranks of the legions. The Australian researcher rejects 
this claim because, in his opinion: “…The amount of time required to equip and train 
those drawn from the lower classes into an effective body of fighting men would be 
similar, if not longer, than the time required to train recruits drawn from the proper-
tied classes who may have had previous military experience. Therefore, the desire 
for an expedient end to the African campaign cannot have been Marius’ motivation 
for the enrolment of the capite censi” [65, 66]. However, a careful reading of Sallust’ 
text reveals that recruits in Numidia mix with already experienced soldiers, and the 
ancient author himself does not make a fundamental distinction between novi milites 
and veteres milites (Sall. Iug. 87. 1–3) [5, 22]. In his article, C. Matthew criticized 
not only R. Evans, but also J. Rich regarding the wealth of recruits of the late Repub-
lican army [65]. After all, as he argues, if the legions consisted mainly of materially 
well-off individuals, there would have been no debate over land grants for veterans 
at the turn of the second century BC and the first century BC. [65]. C. Matthew 
explains the introduction of the eagle as the only insignia of the legion (Plin. NH. 
10.16) by Marius as contributing to the unity of recruits from different social strata. 
In addition, the Arpinatus aimed to “…fostered a sense of loyalty to the legion which 
to some extent replaced the loyalty to the state that was inherent in the propertied 
pre-Marian soldier” [65]. For some reason, the researcher believes that the Marian 
army of 104 BC, if it had been a militia of the majority of wealthy adsidui, would not 
have accepted some of the innovations of the Arpinatus, such as the standard in the 
form of an eagle [65]. It seems that C. Matthew sees the vast majority of legionaries 
of the Late Republic as pauperized and opposed to the central government. 

C. Matthew begins his work on the modification of the pilum with a list of five 
“reforms” introduced by Marian: the capite censi, changes in the design of the pilum, 
the introduction of the eagle (aquila), the appearance of the muli Mariani, and the 
abandonment of the deployment of the legion by manipulus in favor of cohort forma-
tion. As for the changes in the design of the Roman dart, the historian believes that 
they cannot be fully understood without placing them in the historical context of 
other changes introduced by Arpinatus into the structure of the Roman army [67]. C. 
Matthew repeats the same in his article on the “mules of Marius”. It was Arpinatus that 
changed the way the legion was recruited, equipped, and organized. The researcher 
calls the reform of the train “the biggest logistical transformation to the Roman army”, 
which was reduced by the invention of a pole with a crossbar—furca and became 
more mobile due to the transfer of part of the equipment (sarcina) to the soldiers’ 
shoulders [52, 57, 68]. Reducing the size of the military convoy also contributed 
to better protection during the march. If this happened, the legion formed a square 
(agmen quadratum) around the carts with ammunition, forming a circular defense 
and being able to repel an enemy attack from any direction [57, 68]. C. Matthew 
also believes that the introduction of the cohort by Marius as the main tactical unit 
of the legion in 104 BC and the unification of legionary equipment as a result of 
Marius’ opening of the legions to volunteers in 107 BC contributed to the formation 
of a “new egalitarian Roman military” [68].
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In 2010, C. Matthew’s was published, where he comprehensively presented his 
vision of the “reforms” [66]. C. Matthew accuses modern historians of neglecting, 
ignoring, and inadequately studying “the practical military implications of Marius’ 
reforms”, as well as of incomplete, speculative, inconclusive, and misinterpretation 
of “evidence from a variety of sources” (here, most likely, C. Matthew means ancient 
sources—author’s note) [66]. That is why he set out to revise it again: “…the available 
evidence to determine the effect that the Marian reforms had on the Roman mili-
tary system and will evaluate many current academic conventions regarding these 
reforms to assess their validity” [66]. At the same time, C. Matthew is critical of 
those who without evidence attribute reforms to Marius in the period between 110 
and 30 BC [66]. As in his article on the recruitment of capite censi [66], the section of 
the monograph dealing with this issue contains the same conclusions: “His reform… 
permanently altered the demographic composition of the legions and, consequently, 
the very nature of the most fundamental aspects of the Roman military” [66]. C. 
Matthew considers the recruitment of 107 BC to be the cornerstone of the reform, 
which had far-reaching consequences for the army. He argues that the recruitment 
of capite censi was a practical innovation aimed at combating the reluctance of the 
adsidui to join the ranks of the legions [66]. Although, a similar thesis was already 
put forward by Yanir Shohat in 1980, whose monograph is not included in the bibli-
ography of “On the Wings of Eagles…” [5]. C. Matthew discusses with J. Rich the 
lowering of the property requirement to 1500 asses, agreeing with the discrepancies 
in the works of ancient authors and the possible damage to their texts over time. At 
the same time, he puts forward his hypothesis that the aforementioned lowering of 
the qualification level was due to the impoverishment of the peasants, which is also 
confirmed by L. de Ligt (contra—R. Morstein-Marx and N. Rosenstein—author’s 
note) [8, 13, 52, 61, 66]. M. Faszcza calls this work by K. Matthew “…a deeply 
conservative and sometimes controversial booklet”, in which he “…first assumed the 
existence of the reforms of Marius, and then began to associate with them various 
phenomena that were based on a nineteenth-century hypothesis, the correctness of 
which was never finally proven…, …simply dismissed the voices of critics of the 
traditional approach with general statements about the existence of such a position in 
the literature, without showing any trace of reflection on its foundations” [1, 63]. F. 
Cadiou is also critical of its author, noting C. Matthew’s inattention to the not-very-
thorough reading of ancient source texts. The French scholar accuses C. Matthew of 
generalizing both contemporary works and sources from different periods, in partic-
ular from the empire, in which the Australian historian wants to see retrospective 
evidence of the durability of the innovations introduced by Marius [5, 66]. But should 
we be so critical of this book? We believe that every researcher has the right to his or 
her version/assumptions or interpretation of Marius actions in the period 107 BC– 
104 BC—the only question is whether they support their arguments with relevant 
sources and the level of analysis of their judgments. Even F. Cadiou, a staunch critic 
of the “reforms of Marius”, believes that C. Matthew’s book: “…is an important 
contribution that puts Marius and his reforms back into their proper perspective in 
Roman military history”, while noting that he does not share this point of view [5].
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5.3 “The Myth of Modern Historiography”. Interpreting 
François Gauthier’s “Reform” 

François Gauthier is opposed to C. Matthew in his views on the reform. In his 
dissertation research, he argues that there was no indication that Marius changed ex 
classibus recruitment, nor was there any law in the sources that suggested it. Troops 
after Marius did not consist exclusively of volunteers, and dilectus did not disappear. 
It was still frequently used during the first century [60]. There is also no evidence 
that Marius created a permanent professional army of landless volunteers who would 
agree to serve for a certain number of years and receive free weapons and armor. 
Such a system would appear only later, in the period of Augustus [60]. F. Gauthier 
believes that to attribute the invention of the cohort to Mary since its development 
within the legion is not clearly defined in the sources, is to make an argument e 
silentio [60]. Even more problematic is the fact that it contradicts all the available 
evidence that testifies to the existence of cohorts before the Arpinate. The Canadian 
researcher argues that debating the long-term development of the cohort is a more 
reasonable and realistic way to interpret the available sources, rather than trying 
to fit this tactical unit into “some sort of Marian package deal” [60]. F. Gauthier 
proves that Marius did not create a professional army in permanent service, for 
which volunteers would have to sign up for a fixed term. Nor did Marius abolish 
conscription based on property qualifications; he merely enlisted several thousand 
soldiers to supplement the army that had already been recruited traditionally by his 
predecessor Metellus. All of this was not institutional, but rather an ad hoc measure 
by Marius himself, which did not become a rule [42]. Thus, F. Gauthier agrees with 
the American historian David Potter, who writes that the army of Marius was, in fact, 
Metellus’ army with a supplementum (the already mentioned supplementum—see 
above), including recruits with low social status [60]. F. Gauthier concludes that the 
concept of the “Marian reform” is misleading and should be abandoned. Its whole 
idea is based on an excessive interpretation of several passages from Plutarch and 
Sallust. In addition, it fails to capture the tendency for the duration in time. He asks 
the question: if Marius did create a permanent professional army, why were very 
large recruitments to form entire armies regularly held throughout the first century 
BC? Of course, F. Gauthier explains, many soldiers remained in service for years and 
became professionals, but this was not because the Arpinatus reformed the army. This 
is because a certain category of citizens could not find work in “peaceful professions” 
and therefore had to resort to a life of campaigning, but this phenomenon was not 
widespread in the last century of the republic. It seems too convenient to attribute 
to Mary many of the changes that later appeared in the Roman army, but it would 
be wrong to do so unequivocally, based on the fact that the Arpinatus seemed to act 
contrary to mos maiorum [60]. According to F. Gauthier, the commanders of the first 
century BC did much more to change the rules of army recruitment and financing, 
especially after the Allied War, and the concept of the “Marian Reform” is a modern 
myth created by contemporary historiography [60].
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F. Gauthier’s article, published in 2016, partially repeats one of the chapters of 
the dissertation described above, but here he focuses more on some of the details 
of the “reform” attributed to Marius. The Canadian historian continues to argue 
that “…the Marian Reforms are a myth created by modern historiography” [69]. F. 
Gauthier questions the introduction of some tactical and technical innovations by the 
Arpinat, relying on some ambiguity in the sources and their arbitrary interpretation 
by some researchers of the nineteenth and twentieth centuries [69]. These “reforms”, 
according to the researcher, their significance and consequences, are exaggerated in 
historiography. “The Roman army did evolve and change; however it was not Marius 
who transformed it”—writes F. Gauthier. Its transformation into a professional army 
took place due to the crises of the last century of the Republic—the Social and Civil 
Wars [69]. 

5.4 François Cadiou and His “L’Armée Imaginaire” 

We conclude our historiographical review with one of the most important works for 
the analysis of our problem: “The Imaginary Army. Proletarian Soldiers in the Roman 
Legions in the Last Century of the Republic” (2018). It has already received numerous 
reviews and comments that emphasize the author’s scrupulousness in working with 
sources and the volume of literature on this topic [5, 41, 70–72]. The author, F. 
Cadiou, devoted a significant part of the book to the topic of “reform”—more than a 
hundred pages of text [5]. In this part, the entire first chapter is devoted to the review 
and analysis of historiography—multifaceted, diverse in content and interpretation 
of the “Marian reform” as a step towards the proletarianization of the Roman army. 
The French scholar notes the stability of the traditional model of analysis, “which 
is tirelessly repeated”, namely the mass recruitment of the poorest citizens volun-
tarily from a certain time and the professionalization of the army as a result of the 
actions of Marius [5]. F. Cadiou also emphasizes the fact that the study of the late 
republican army is complicated by several reasons, unlike, for example, the period 
of the Principate, especially in the last decade [5]. P. Erdkamp also writes about 
this [6]. If we take into account the entire period of the republic, then compared 
to other aspects (problems of the state system, social policy, culture, religion), the 
army is the least studied [5]. F. Cadiou lists a few monographs on the history of the 
republican army [5]. And among their authors, the “Marian reform” is perhaps the 
most interesting [5]. With this, F. Cadiou concludes that due to the lack of accurate 
information in sufficient quantity and statistical data in few sources, it is important 
not to forget that the economic and social status of the legionary of the republican 
period could not be determined with the desired accuracy. Any analysis on this topic 
involves an inevitable part of guesswork and one’s interpretations [5]. The scholar, 
therefore, seems to be preparing the ground for his detailed analysis of Marius actions 
in 107 B.C., using a large number of sources and literature [5]. He agrees with E. 
Goldsworthy and C. Wolff about the contribution of the Arpinatus to the transforma-
tion of civilian militia into a professional army, but without any exaggeration. After
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all, Marius did not create anything fundamentally new and did not abolish what 
existed before. Similar practices existed before [5, 18, 22, 39, 70]. At the same time, 
F. Cadiou notes that K. Wolff, like some other researchers, minimizing the reforma-
tory activities of Marius, continues to associate his figure with the idea of a great 
turn towards professionalism [5]. F. Cadiou concludes the revision of the vision of 
“reform” in the second half of the twentieth century, “brilliantly launched” in 1949 
by E. Gabba. E. Gabba and continued by J. Rich. He writes: “…most historians 
have overturned the paradigm that had dominated until then. We no longer believe 
that the dilectus of 107 BC was a revolution (a revolutionary act) that more or less 
rigidly imposed an irreversible evolution (a professional volunteer army). Nowadays, 
the opposite scheme is preferred: the idea of a simple long-term evolution (in the 
practice of recruitment) that facilitates gradual steps towards revolution (a profes-
sional army that opens the way to the political tilt of the republic towards empire), as 
emphasized by J. Rich” [5]. The latter notes (and this also applies to modern historiog-
raphy—author’s note) that although some scholars seek to minimize the significance 
of Marius capite censi, they continue to assume that the Arpinate caused lasting 
changes [26]. As for the sources, a detailed study of those attributed to the initiatives 
of the Arpinate, as F. Cadiou notes: “…turn out to be much less convincing than this 
predominant historiographical model suggests. The ancient authors who mentioned 
the dilectus of 107 BC did not associate it with any idea of long-term reforms or with 
any socioeconomic problems. Thus, the social reading of the episode appears to be 
an invention of modern historiography” [5]. Despite this, the French scholar believes 
that Sallust’ passage about this recruitment continues to be a certain argument in 
favor of changes in the recruitment of that time, “…evidence or assumption of the 
beginning or acceleration of the process of proletarianization of the legions” [5]. As 
for the hypothesis about the predominant number of poor people in the ranks of the 
legions, it is not because, as F. Cadiou explains, there were many of them in the 
Roman Republic, but because they were more motivated to participate in wars [5]. 

We agree with Claudio Vacanti that the material of the monograph under consid-
eration is complex even for a scholar specializing in the Roman army and institutions 
of the Roman Republic, as well as innovative and, to some extent, even revolutionary, 
marking the evolution of traditional views on the allegedly unshakable vision of the 
position of the Roman army in the late II century BC—I century BC [41]. Sergio Ríos 
González, a Spanish reviewer of “L’Armée imaginaire…”, emphasizes the extraordi-
nary exhaustiveness of information in the bibliography of the problem and its brilliant 
analysis [70]. S. González is convinced that “L’Armée imaginaire…” will become 
a reference work and will break the consensus around the seemingly established 
position of the late republican army. He rightly believes that F. Cadiou’s almost 
500-page monograph will long stimulate scholars to put forward new arguments in 
future research on the Republican army [70]. The scholar does not intend to close 
the debate on this issue and calls on researchers to engage in a public discussion that 
could put an end to this controversial issue: “…i do not intend to end the debate, 
but rather to resume it, encouraging new research” [5]. It is also worth noting that F. 
Cadiou does not have superiority over his opponents in his views on “reform”. His 
monograph does not contain harsh tones concerning those contemporary researchers
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who continue to prove the correctness of the “old concept of reform”. Unfortunately, 
the scholar avoided the problem of attribution of technical and tactical changes in 
the Roman army attributed to Marius, focusing mainly on the analysis of the histori-
ography of the “Marian reform”. But the main idea that F. Cadiou wanted to convey 
to his readers, not only from his monograph but also from the pages of his previous 
works, is clear: “the military reform of Gaius Marius” is a pseudo-reform and an arti-
ficial historiographical problem [73]. Thus, F. Cadiou, as it were, gives an impetus 
to modern historians to keep going and considers his work a kind of introduction to 
the discourse. And there is much to work on, because the army of the Late Republic, 
compared to a large number of studies on the history of the imperial army, is still 
insufficiently studied [5]. 

6 Conclusions 

To summarize, most studies of the “reforms” are based on the supplementum of 
Marius in 107 BC and his motives for recruiting capite censi into the army. As for 
the tactical, and especially the technical component of the “reform”, they have not 
attracted as much attention as the socioeconomic and political components. Even if 
there were references to these first components in their works, they were practically 
all attributed to Arpinatus, especially the technical ones. So, after analyzing the 
most important, in our opinion, works that would address the problem of Gaius 
Marius’ reform of the Roman army, we can divide modern historiography into certain 
categories. The first category includes the works of those researchers who continue to 
prove the existence of the “reforms of Marius” as a fait accompli [10, 24, 40, 49, 59, 
65–68]. The second, and largest, group is made up of those who question or reject the 
reform initiatives of the Arpinate, in particular, the emergence of a professional army. 
They perceive the additional recruitment of 107 BC as an event of some importance 
for the development of the Roman army, but not decisive, and agree that Marius 
introduced some technical innovations [6–8, 12, 14, 15, 18–23, 27, 38, 39, 45, 52, 
57]. The third is the supporters of a critical approach to the “Marian reform”. They 
do not see Arpinatus as a reformer of the military system of Ancient Rome, and, 
according to their arguments, the professional army appeared there only thanks to 
Augustus’ reform [1, 11, 13, 17, 26, 30, 34, 35, 43, 50, 53–56, 60, 63, 64, 69]. We 
can observe that over the past twenty years, compared to the previous ones, there 
has been a tendency to reduce the number of publications in which Marius appears 
as a reformer of the Roman army. Perhaps the reason for this is a more scrupulous 
reading of the sources or a more thorough elaboration of the historiographical basis 
of the study. One way or another, the discourse continues, which means that the topic 
remains relevant and open to discussion.
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1 Introduction 

This paper seeks to contribute to management accounting and control change litera-
ture by examining how the evolution of a control system is a result of top managers’ 
perceptions of the outcome of control activities [1]. The paper does so by examining 
how the top managers in the HQ of an MNC [2] during different phases of its inter-
nationalization process have tuned the control mechanism of expatriates driven by a 
‘deprivation of control’, that is, a mental state of wandering and striving to achieve 
a high level of influence over its international subsidiaries. 

Changes in management control systems have been studied over the years from 
various theoretical perspectives, e.g., mostly from contingency or institutional (e.g., 
[3]) perspectives. These studies have improved our understanding of how internal and 
external contingency factors and different institutional pressures produce changes 
in management control systems and why and what consequences for organiza-
tions. Recently, there has been increasing attention towards extending this litera-
ture by examining the role of individual agencies in producing institutional change 
in management control systems, for example, the role of institutional work and 
institutional entrepreneurs [4]. 

Considering this trend of moving from the role of social towards exploring the 
role of the individuals in accounting and control research, it is appropriate, thus, to 
better understand management accounting and control system change, it is impor-
tant to consider the opportunities provided by psychological research [5, 6]. Under-
standing how managers perceive controls is crucial because it impacts their judg-
ment and beliefs about the control system’s effect on organizational behavior and 
outcomes. Previous studies have explored how managerial perceptions of controls 
impact control system design changes [7–9] (Koeing et al. 1992). The effects of 
perceptions on the design and use of management control systems are thus essential 
to study further. 

This paper studies the evolution of controls in international settings. Our study 
concentrates on the perceptions of top managers based at the headquarters of a 
multinational corporation (MNC) regarding the control process. We aim to under-
stand how they have perceived the degree of influence the HQ has over international 
subsidiaries during different stages of the internationalization process. Additionally, 
we want to examine how these perceptions have influenced the design of the HQ’s 
control mechanism over its subsidiaries. The process of internationalization is a 
fascinating research area because of the increasing impact of globalization on busi-
nesses. As companies expand internationally, they need to establish effective control 
mechanisms that allow them to exert significant influence over their subsidiaries. 
This is particularly challenging as these subsidiaries often operate under different
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regulatory and cultural environments than the company’s headquarters [1, 10]. One 
effective way for HQ to exert influence over subsidiaries in international settings is 
through the Institute of Expatriates. The role of expatriates in MNCs has been in 
the research domain for several decades [11, 12]. Numerous studies have focused 
on how headquarters (HQ) use expatriates to manage their subsidiaries [12, 13]. 
However, these studies have not explored how managerial perceptions of control 
outcomes impact the changes made to the expatriates’ controls. By making a retro-
spective review of the internationalization of a Norwegian multinational company 
‘T’, step by step, this paper demonstrates a dynamic interrelation between the inter-
nationalization behavior of an MNC, the evolution of its expatriate controls, and the 
internationalization process’s impact of the HQ’s influence on its subsidiaries abroad 
as perceived by top managers. 

Our empirical story shows that MNC ‘T’, as a company, has faced dramatic 
changes during the last decades after the internationalization process started in 1993 
that required the establishment but also substantial revisions over time, of the insti-
tution of expatriates as a control mechanism of influence and HQ control over its 
subsidiaries abroad. The empirical shreds of evidence show that at the beginning 
of internationalization, the expatriates were “passionate ambassadors”—people who 
established their first contacts abroad, provided knowledge to HQ, influenced top 
management, and participated in essential networking arenas on the markets. During 
the first phase of investments abroad, when “T” established its activities in several 
Joint Ventures (JVs), expatriates became individual consultants to support local top 
managers in solving management problems. During the next stage of internationaliza-
tion, when the ‘T’ consolidated its activities abroad, expatriates turned to become top 
managers in subsidiaries that could bring the necessary professional expertise from 
the HQ and establish a team of high professional teams around them in subsidiaries. 
In the mature phase of internationalization, expatriates are considered to be highly 
skilled and influential managers who are responsible for establishing a company’s 
values, culture, and governance in its subsidiaries. They are expected to be the carriers 
of the headquarters’ DNA and implement the company’s way of doing business. “T” 
started to recruit expatriates for managerial positions at subsidiaries abroad and 
outside of “T.” We discover that this evolution of the expat control system, from 
“individual consultants” towards “a DNA” pool, was driven by a particular percep-
tion of the top managers that we call “deprivation of control’. ‘Deprivation of control’ 
is a shared mental state of the top managers of MNC T in different periods of inter-
nationalization that signifies their continuous inability to secure appropriate control 
outcomes to achieve a high level of influence over the subsidiaries. This percep-
tion of “discomfort” [14, 15] was developed over time because of the incongruence 
between the internationalization process and its ascendancies, the use of the expat-
control as a control mechanism, and the outcome of the control process. In the context 
of international business, the term “deprivation of control” refers to the feeling of 
discomfort experienced by a manager when they are unable to establish effective 
control mechanisms over their subsidiaries, which results in a lack of desired influ-
ence. This feeling arises due to the manager’s inability to design adequate control 
mechanisms. Tuning the role of expatriates during the internationalization process
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aims to mitigate experienced “deprivation of control” among top management. In the 
next section, we review previous research on the role of expatriates in MNCs during 
the internationalization process, as well as the role of perceptions in designing and 
changing management control systems. After that, we present the research method-
ology followed by a case analysis of the evolution of the role of expatriates in the 
internationalization process of the Norwegian MNC “T” as one of the mechanisms 
to achieve influence from HQ towards subsidiaries. 

2 Related Work 

The research papers on the subject of deprivation of control and management control 
systems in a multinational corporation in the Scopus scientometric database were 
analyzed. 403,280 documents were found using the search query TITLE-ABS-KEY 
(management AND control AND systems) in the Scopus scientometric database 
from 1920 to 2023. According to Fig. 1, the importance of the research topic among 
scientists is growing, with a strong growth in the publication of scientific documents 
starting in 2004. 

We also conducted a research search in Scopus, narrowing down the subject 
matter, using the search query—TITLE-ABS-KEY (management AND control AND 
systems AND multinational AND corporation) AND (LIMIT-TO (SUBJAREA, 
“SOCI”) OR LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, 
“DECI”) OR LIMIT-TO (SUBJAREA, “ECON”) OR LIMIT-TO (SUBJAREA, 
“PSYC”) OR LIMIT-TO (SUBJAREA, “ARTS”))). The result of this query is 119
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documents published in reputable scientific journals. We used the software instru-
ment to analyze these data to create maps based on network data and visualize 
and explore maps VOSviewer [16, 17]. The results are summarized and visualized 
using VOSviewer by creating maps based on network data: network visualization 
(Fig. 2), overlay visualization (Fig. 3), density visualization (Fig. 4). The graphs of 
the network visualization (Fig. 2), overlay visualization (Fig. 3), and density visu-
alization (Fig. 4) of the documents included the results of the investigation in the 
fields of management control in the multinational corporation. The data includes 53 
research documents, classified into 2 clusters from a total of 6629 items. 

Table 1 presents an overview of the analysis of the literary works in the deprivation 
of control within a multinational corporation based on the analysis of the maps based 
on network data. The table is organized by different research fields, providing a 
snapshot of each category’s key themes and topics.

Utilizing the VOSviewer software, we visually represented and explored the 
network data through network visualization (Fig. 2), overlay visualization (Fig. 3),

Fig. 2 Network visualization
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Fig. 3 Overlay visualization

and density visualization (Fig. 4). The data was further distilled, and 53 research docu-
ments were classified into two clusters out of a total of 6629 items. These visualiza-
tions offer valuable insights into the interconnectedness and thematic concentrations 
within the literature. 

The analysis of research papers on the deprivation of control and management 
control systems in multinational corporations reveals a significant and growing 
interest among scholars. The search in the Scopus scientometric database yielded 
a substantial number of documents, with a noticeable surge in publications since 
2004, as depicted in Fig. 1. To delve deeper into the specific context of multinational 
corporations, a refined search resulted in 119 documents from reputable scientific 
journals. 

Table 1 summarizes the analysis findings, presenting a categorized overview of 
research fields related to the deprivation of control in multinational corporations, 
reflecting the multifaceted nature of the research landscape. This comprehensive anal-
ysis contributes to understanding the evolving landscape of research in the field and 
provides a foundation for future exploration and inquiry into the nuanced dynamics 
of control mechanisms within multinational corporations. As scholars continue to 
delve into these intricate dimensions, the body of knowledge is expected to expand
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Fig. 4 Cluster density visualization

further, offering deeper insights and practical implications for management practices 
in a global context. 

3 Theoretical Framework 

Influence and control by HQ over subsidiaries via expatriates 

The research literature has reported increased interest in the role of expatriates 
because of the increasing challenges connected to internationalization in MNCs. 
Expatriates are managers deputed from the multinational headquarters to the firm’s 
overseas JVs [12]. Expatriates are expected to manage the JV through its liabili-
ties of newness and foreignness to provide stability to the new organization through 
effective deployment of multinational enterprise’s (MNE) capability and expertise 
and ensure that the JV achieves the required level of performance.
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Table 1 The results of review analysis of the papers from the fields of deprivation of control in a 
multinational corporation 

Research field Analysis of the documents 

Management control systems in 
multinational organizations 

– Time–space odyssey, multinational 
organizations [18] 

– Control and coordination in global ERP 
configuration [19] 

– Employee commitment in MNCs, 
organizational culture [20] 

Wholly-owned foreign subsidiary control – Transaction cost economics theory, foreign 
subsidiaries [21] 

– Host country resource availability, 
information system control [22] 

Social impact of corporations and supply 
chain management 

– Management control interventions, worker 
wages [23] 

– Transformative potential of management 
control systems and sustainability [24] 

Levers of control framework in a 
manufacturing setting 

– Competitive forces, multinational subsidiary 
[25] 

– Institutions, agency, culture, and control [26] 
– Performance measurement in multinational 
corporations [27] 

Practice sharing and forecasting, conflictual 
practice, and organizational culture 

– Conflictual practice sharing, organizational 
culture [28] 

– Resisting a corporate code of ethics 
management control [29] 

– Multiplicity of performance management 
systems in multinational corporations [30] 

– Forecasting Economic Parameters [31, 32] 
– Top managers’ formal and informal control 
practices [33] 

– Product innovation processes [34, 35]

One research stream investigates expatriates’ individual professional qualities to 
achieve influence. The role of expatriates can also be considered in terms of transfer-
ring knowledge from parent company/HQ to subsidiaries [12]. There are two types of 
knowledge that a parent company can have: marketing knowledge and technological 
knowledge. It is generally expected that multinational corporations (MNCs) with a 
high level of marketing or technical capabilities will use expatriates to transfer this 
knowledge to their foreign subsidiaries. There are two types of expatriates in MNCs: 
“in-group” expatriates, who are trusted by HQ and possess core corporate knowl-
edge, and “out-group” expatriates, who lack such knowledge and require training. 
Ethnocentric staffing policies often result in expatriates receiving higher salaries 
and benefits compared to host-country nationals. This can lead to locals feeling 
dissatisfied with the level and quality of work they contribute in comparison to their 
compensation. According to a study by Yan and Gray in 2004, the ownership of 
equity by partners impacted the selection of expatriate employees for a joint venture.
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However, other control mechanisms like partner knowledge dependence and specific 
asset investments did not have a significant effect. Majority equity ownership, which 
confers bargaining dominance, did not seem to be a major factor in explaining joint 
venture control mechanism. 

Another research stream investigates expatriates’ role in influencing operational 
control [36], local practices, and subsidiary performance [37]. For instance, in 
subsidiaries with 100% ownership—the wholly owned subsidiary (WOS)—expa-
triates are strongly involved in decision-making processes and providing the HQ 
strategy in subsidiaries. Expatriates provide formal feedback and report to HQ. Thus, 
the high level of operational control and influence from HQ follows the strong role 
of expatriates in subsidiaries and their practice in replicating the control mechanisms 
from HQ towards subsidiaries (Charlos and O’Conner 2004). As key managers, 
expatriates can influence organizations abroad on the behavioral, cultural, and social 
levels of communication. Dutta and Beamish [38] highlighted that the management 
teams of multinational corporations, along with the culturally influenced decision-
making of managers and expatriates, play significant roles in shaping organizational 
outcomes. This understanding can increase their influence on the organization. 

To summarize, existing research indicates how expatriates can impact the perfor-
mance of subsidiaries in WOS and JVs by increasing revenue and decreasing 
costs [38]. Expatriates play a crucial role in transferring organizational knowledge, 
including tacit knowledge, and assimilating practices from HQ to subsidiaries. The 
research literature, however, does not seem to pay much attention to how the role of 
expatriates, as a control mechanism used by HQ to get influence over subsidiaries, 
may change during the internationalization process and in what factors can affect 
this change in the role. 

3.1 Perceptions of Controls and Effects on Changes 
in the Management Control Systems 

Previous studies have shown how changes in the management control system may be 
related to changes in decision-maker’s perceptions [39], though many of those only 
implicitly [40–52]. Hall [5] suggests that there should be greater use of psychology 
theory in management accounting and management control research. One approach 
is to explore how managerial perceptions of controls influence their judgment and 
beliefs about the impact of the control system on organizational behavior and 
outcomes. For example, [7] examined how managers who experienced a state of 
mental “discomfort” with the control outcomes introduced changes in the control 
system configuration to enable new behavior and a new state of mental “stretch.” 
The literature on organizational sociology and psychology uses the concepts of “com-
fort” and “discomfort” zones to describe individual perceptions. The interpretation 
depends upon a correspondence or lack of correspondence between the decision-
maker’s mindset and actual behavior at work. The term “mindset” usually refers to
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an individual’s attitudes and assumptions about how the world works, including their 
work identity. “Behavior” refers to the actions that are taken or should be taken in 
a specific work situation. Managers tend to positively appraise work situations that 
are characterized by an anxiety-neutral mindset, where there is a match between 
behavior and mindset. This is known as the “comfort” zone. In contrast, the “dis-
comfort” zone is a state where there is a higher level of anxiety due to a misalignment 
between established mindset and behavior. Managers’ perception of discomfort can 
lead to a substantial redesign of the management control system, as shown by [7]. 

Managers may hinder changes by overestimating the control system’s impact on 
organizational outcomes, according to research. The phenomenon where managers 
fail to realize that traditional controls used by an organization do not actually control 
behavior is called the “illusion of control” [8, 9]. This means that the actual behavior 
and control outcomes are influenced by other processes in the organization rather 
than just traditional controls. 

The concept of “illusion of control” is discussed in psychology literature. People 
tend to take credit for their successes but attribute their failures to external factors. 
Managers’ perceptions can influence their judgment of cause-outcome relationships 
when the potential cause is an uncontrollable external event. Based on the litera-
ture that relates perceptions of controls and changes in the control systems, we are 
interested in exploring how, during the internationalization process, the control rela-
tionships (and the outcome of these relationships) between HQs and subsidiaries were 
perceived by managers in HQs and whether/how such perceptions have subsequently 
influenced changes in the HQ control system over subsidiaries. 

3.2 A Theoretical Model 

Figure 5 summarizes the theoretical model for the study. We assume that the interna-
tionalization process affects the organization and managers regarding issues around 
HQ’s control over subsidiaries and HQ’s influence over subsidiaries as an outcome 
of control activity. We examine the particular role of expat-controls. For individual 
managers, the effects of expat-controls are studied in terms of the perceived influence 
of HQ over subsidiaries. Then, we study how managerial perceptions, in turn, relate 
to attempts of top managers to redesign/change expat-control by HQs in terms of 
setting a different configuration of the institute of expatriates. In turn, the changes in 
expat expat control can facilitate changes in internationalization. We have formulated 
two research questions:

– How has the configuration of expat controls changed during the different phases 
of an MNC internationalization process? 

– How can those changes in the configuration of expat-controls be attributed to 
changes in the top managerial perceptions of the output of expat-control in terms 
of HQ achieving influence over subsidiaries?
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Fig. 5 The research model

3.3 Research Setting and Methods 

This is a case study of a Norwegian MNC, “T” both HQ and some of its subsidiaries 
abroad. The primary source of empirical data was interviews, 37 face-to-face inter-
views, and conversations being held with “T’s employees. The topic related to the 
role of expatriates is connected to almost all respondents, who had strong reflections 
and opinions. Many of the respondents have been expatriates themselves. Many of 
the respondents cooperated and are still cooperating with the expatriates. Both struc-
tured and unstructured interviews were the primary and most effective method of 
data collection. They allowed me to delve deeper into the research problem through 
in-depth, face-to-face interviews with informants and the focus groups they belonged 
to. Most of them were tape-recorded and later transcribed, contributing to collecting 
unimpaired notes but with all information available later for complete analysis. Since 
the interviews were exploratory in nature, special attention was paid not to steer the 
conversation toward the author’s personal viewpoints. 

Questions that were asked aimed to explain the practices in HQ and subsidiaries 
while attempting to understand their cultural value comparison of employees in 
subsidiaries and reasons behind different practices. Two languages were used for 
data collection (English and Norwegian). 

There are two former CEOs, former executive board members and board members, 
as well as current executives at “T” who will conduct the interviews. Access to 
exclusive groups is highly restricted due to the sensitivity of the information collected 
[53]. In this connection the majority of data was collected them in a period from
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2011 to 2017, and the topics of many interviews were linked to the historical aspects 
describing the process of internationalization from 1991. 

One of the authors of this paper is also an employee of “T”. Thus, they had direct 
access to internal company documents, reports, and “T’s” employees. However, the 
researchers only used information that could be published based on their agreements 
with “T”. This access made it possible for the authors to communicate informally 
with T’s employees, allowing them to complement the information provided by 
face–to–face interviews. Informal meetings were helpful in clarifying key issues and 
discussing relevant topics related to the research questions. In addition, secondary 
sources, such as annual reports, have been used to support the primary sources and 
verify the information from interviews. It is important to note the contribution of one 
of the authors from T to the research process. As an employee of “T” for 19 years, 
I have had the privilege of accessing information, sources, and informal contacts 
with other employees. This informal interaction has allowed me to gain valuable 
insights and knowledge about the company, making me a valuable resource for my 
colleagues. At the same time, during the long career in “T,” the person has actively 
participated in many processes that are now described and analyzed. As a significant 
portion of the empirical data has been gathered through personal interviews with the 
managers and employees involved in the process of “T” and known personally to 
the author, any issues related to the disclosure of research results will be handled 
with utmost care. This is directly dependent on the depth of data received from the 
interviewees. Exploring literature and data related to the described processes were 
the good sources to understand the reasons for the internationalization process, the 
development and implementation of different mechanisms of influence, and the role 
of expatriates, specifically. To structure the empirical evidence, we organized data 
in historical retrospectives and defined the internationalization process in different 
periods. We tried to identify the primary triggers of the described process following 
“the main drive” of action and the flow of events that followed the change in the 
organization, i.e., change in the role of expatriates. 

4 Evolution of the Role of Expatriates in a Norwegian 
MNC “T” 

Based on empirical evidence, the internationalization of “T” is divided into four 
phases. Different roles of expatriates can also characterize each phase. 

Phase 1 in the Internationalization of “T” (1992–1996): “a Small Company and 
Small International Steps” 

The company was first a part of the Norwegian Ministry (SOE) and was 100% 
owned by the state. The necessity for privatization and internationalization leading to 
organizational changes in “T” started due to the liberalization of telecommunications 
marked by the EU, increasing globalization, and, in this connection, the need to start
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“T’s” international expansion. The international expansion had to be based on the 
view that “T” should be an international industrial investor due to its 160 years of 
technical competence in building telecommunication networks in challenging and 
demanding geographical conditions such as Norway. 

Like many other Norwegian companies, T started its internationalization late in 
the 90s without any experience working in a global multinational business commu-
nity when cross-cultural tensions can be challenging. “T,” in the first period of its 
internationalization, did not have enough money to invest abroad, and the first inter-
national investments were made in 1993. The first investments were also made in 
Central Europe in Hungary due to an invitation from other Nordic telecommunica-
tion operators to be in a consortium. All of “T’s” investments abroad during this 
period were low-cost projects with small shares in JVs. “T” preferred to have a small 
share of JV’s projects because of a lack of international experience. In this period, 
it was not an issue of what technology is good or wrong for the investments abroad, 
whether “T” needs control or influence in its JVs, or what mechanisms “T” uses 
or needs to use targeting to get a footprint on the markets abroad. The logical and 
natural development of the European market forced the top management of “T” to 
think about the international projects that had an impact on the development of the 
whole organization (interview with the former executive board member of “T,” 2015). 
Several processes, primarily political, started in 1992–1993 to change the organiza-
tional structure of “T.” The ownership model ended with a stock-exchange listing in 
2000 on the Oslo Stock Exchange and in NASDAQ (the company was delisted from 
NASDAQ in 2007). 

At the beginning of the 90s, “T” lacked international experience, a global team, 
a clear expansion strategy, and a project follow-up method. The formal institution 
of expatriates did not exist, and T had no common corporate rules that could be 
applied abroad. Therefore, this topic was not an issue during the first international 
investments. 

As was mentioned in several interviews, the internalization in “T” was driven by 
so-called “passionate ambassadors” during this period. 

We needed passionate ambassadors who could represent us and find good partners and 
projects. (former EVP in legal issues). 

It was mentioned that having “the good ambassadors” in subsidiaries (former EVP in HR) 
is important. 

“T” people were akin to cowboys in the 1990s. We hailed from a small country with no direct 
connections to many countries in Eastern Europe and Asia. Despite our lack of financial 
resources, we possessed a wealth of competence and courage. The tempo was an important 
element for us. Furthermore, passionate people were the key” (former EVP responsible for 
the mobile operations). 

Those known as “passionate ambassadors” lacked formal positions as expatriates 
or control functions. Despite facing some challenges, the employees of HQ were 
trusted and had a close relationship with the top management of “T.” They played a
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significant role in the process of internationalization by acquiring essential knowl-
edge and establishing crucial connections with potential partners and local author-
ities abroad. They traveled worldwide and established the contacts needed, got the 
knowledge about the foreign markets and brought it back to the HQ, influencing the 
business decisions. When the first investments were made abroad, passionate ambas-
sadors worked in joint ventures or country offices to facilitate transfer of knowledge 
and contacts. 

After achieving success in international projects, we realized our technological expertise 
could influence local partners (former Executive Board member responsible for international 
operations). 

“What initially aided us in the process of internationalization was the fact that our country was 
small, peaceful, and possessed highly advanced technical skills. We were never perceived 
as a threat and always remained supportive. Our team was successful in building strong 
relationships with our international partners and authorities.” (This statement was made by a 
former executive manager who had almost 30 years of experience working in both Norway 
and internationally in the field of “T”.) 

Our passionate ambassadors were skilled individuals who were not afraid to travel. Being 
Norwegians, they understood the importance of building telecommunications and were 
always on the lookout for good projects. It was crucial for them to not sit at home but 
to travel and search for opportunities. 

In summary, gaining the efforts of the “passionate ambassadors” and forced by 
the drive of further international expansion, the “T”’s top managers decided to expand 
internationally. “T” needed more people who could work internationally while being 
highly qualified professionals. 

Phase 2 in the internationalization of “T” (1996–2001): “Planting the flags – the 
“Viking Strategy”” 

In this period, “T” experienced increasing international expansion by establishing 
several JVs abroad. From 1996 to 2000, several small acquisitions were made that 
built up the framework around international expansions and the foundation for further 
international strategy development. In the “T”’s annual report from 1999, we can read 
the following: 

“T” currently holds minority shareholdings in 13 mobile operations abroad, mainly in Euro-
pean countries. The company plans to use this as a foundation to expand internationally in 
mobile telephony. Their strategy is to become a major provider of mobile services in the 
Nordic region and to strengthen their position in Eastern and Central Europe as well as 
Southeast Asia, whether independently or in partnership with other companies. 

Several of “T”’s key persons admitted that no clear strategy was backing up this 
international expansion process. A former member of Group Executive Management 
described the strategy as the “Viking’s way to do things”—“T” people or “passionate 
ambassadors” traveling around and “planted the flags” in different countries, estab-
lishing good relationships with the local partners and authorities, finding the business 
possibilities.
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In this period, “T” invested in several projects in Central and Eastern Europe and 
Asia that were emerging markets, which gave good results and increased international 
knowledge and competence among “T” managers working internationally. 

We had to invest in countries where we could find suitable companies to invest in. Looking 
back, I can say that we made investments with minimal capital and yet, we had the opportunity 
to earn good profits in the future. Such countries were markets with high risks. We had to 
manage it even though we did not have sufficient influence. We learned how to deal with it 
while we worked there: we needed to send qualified consultants to run the operations and learn 
the local managers. We were enthusiastic cowboys with a state as an owner. Furthermore, 
there was not conflict in it. In the initial phases of expanding our business globally, we 
observed the advantages of having state ownership. Even though we did not have sufficient 
money for the investments, we knew that we had a backup from the state, and if the bad 
results could come, they would not come out as “red figures” when a company is on a stock 
exchange. Many partners wanted an investor from a state-owned enterprise as it gave them 
a sense of safety. (former EVP responsible for the international mobile operations). 

Thus, “T” needed to have the expatriates as consultants in the JVs in emerging 
markets to support the local managers in their professional skills. At the same time, 
empirical evidence shows that the top management of “T” disagreed about the inter-
national strategy. During an interview conducted in 2014 with the former Executive 
Vice President, who was responsible for all international activities at the corpo-
rate level, it was explained that “T” did not have the ambition to own 100% of its 
subsidiaries abroad. Instead, recognizing its limitations in international experience, it 
aimed to be a minority member of a strong alliance with a powerful and experienced 
Western-European operator on the mature markets [1]. The respondent suggested that 
“T” had a strategy to primarily focus on mature markets as a priority. They believed 
it was safer to invest in mature European markets than emerging ones. (Ibid.) 

I was in charge of developing the partnership with British Telecom (BT) in the early 1990s. 
Together, we invested in markets such as Germany and Ireland as joint ventures. Our strategy 
was to focus on markets where we had expertise, such as Southern or Western Europe, and 
where we could utilize our technology effectively. (Ibid.) 

At the same time, the respondent confirmed from other interviews that T. did 
not have enough capital to invest in Western or Southern European countries and 
obtain a significant stake. T. could acquire small shares in mature markets, meaning 
developing the strategy to be a partner in JVs. 

Nevertheless, it was a good reason for having small stakes and not sharing the risks but 
building the alliance with the predictable and solid Western partners working in a known 
environment. We could work via BoD. We had an excellent relationship with the British. 
We understood each other. It was a good and real cooperation even though we were in the 
minority position in several JVs. We did not need to send the consultant to work on the 
permanent base in JVs in Western Europe (Ibid). 

A group of top managers was working via BoDs for investments in mature markets 
with limited influence and limited presence in JVs. 

It is true that we did not have the dominating position in JVs—we were minorities and did 
not have enough influence and control. Our business partnership was forged on mutual trust 
and a shared understanding of our respective business models (former EVP responsible for 
all international activities from the corporate level).
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The opponents insisted on the active role in JVs when consultants should support 
local managers and simultaneously could have a “watch” over the operations. 

If we stayed in the alliance with BT, we would always be just another small partner from 
a small country without having control and influence, which would follow in the future to 
the position of being a small partner in different JVs. We did not know what to do in 1992– 
1993. Everything was new. Maybe it sounds not original to say in 2014 that a low level 
of ownership follows a low level of influence. Nevertheless, in 1993, when we didn’t have 
a clear strategy, we had no experience. However, we were persuasive in technology. Our 
strategy involved exploring markets where we could utilize our technological expertise and 
invest small capital, with significant potential for growth in the future through increasing 
our shares. Essentially, we were searching for affordable markets with promising prospects. 
We learned about the local staff and could have our “eyes” on local organizations. (former 
EVP responsible for International Mobile Operations) 

As a result of the internal “tug of war” ended with the decision by the Executive 
Board and CEO to focus on the emerging markets and to sell the shares in JVs in 
mature markets, leaving the alliance with BT despite good cooperation and good 
partnership, concentrating on the investments in the mature markets in Central and 
eastern Europe and Asia. 

Too different respondents commented on this in the following ways: 

It was very pity. We understood each other, had a similar mentality in how to do business, and 
could understand language and communicate directly with the partners (the former Executive 
Vice President was responsible for overseeing all international activities from a corporate 
level.). 

Emerging markets and JVs gave these possibilities, for example, in Hungary. We started 
there with 5% ownership in the consortium, and increased more and more to 100%” … 
(former EVP responsible for International Mobile Operations). 

Thus, the lack of money, small size of the company, and state ownership (100% 
of “T” belonged to the state) forced “T” to go for the markets where they could 
establish “low-cost” JVs and at the same time, have the possibilities to increase 
its shares in JVs in order to increase business possibilities for the growth. In this 
connection, “T” could establish just JVs where its influence was limited, and first of 
all via the board of directors BoD. “T” needed to send the expatriates -consultants to 
the JVs in emerging markets. Several consultants were employed from HQ to work 
in JVs to transfer the competence from HQ and support the local management. The 
role of consultants was anchored in the first Management Agreements. The need for 
consultants was described in this way: 

We needed good consultants who understand the business and could work in different 
cultures. we had to recruit them among our employees who we thought were good (former 
EVP). 

“T” needed to train the local staff in subsidiaries and choose to use the consul-
tants and advisors to the top management in the subsidiaries. In this connection, 
highly qualified professionals were recruited. Many of the employees stationed in 
the subsidiaries were skilled in areas which the local companies lacked competence 
in, such as finance, marketing, and technical knowledge. However, their stay was
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intended to be short-term as the responsibility of managing the subsidiaries was to 
be taken over by the local managers. 

Those consultants or advisors mainly worked as individuals and were not orga-
nized as a team linking to the professional teams in HQ so long the HQ at this time 
mainly had the “Norwegian focus,” and the international department was not signifi-
cant. T Consultants were not appointed to key positions in subsidiaries because a joint 
venture with minority ownership prevented “T” from appointing their employees to 
executive positions with decision-making power. “T”’s employees functioned mainly 
as personal individual consultants for the top management and, thus, could not influ-
ence formal decisions or have any formal control function. The consultants did not 
have a reporting function to HQ and could only provide informal opinions during 
on-site visits. 

Furthermore, the consultants lacked the authority to influence the conduct of the 
local personnel responsible for providing or executing the implementation of corpo-
rate values. This was because at that time, “T” did not have any shared corporate 
governance objectives aimed at implementing it in joint ventures (JVs). “T” had the 
documents that were used only in Norway. They wrote in Norwegian without consid-
ering international business issues such as corruption, codes of conduct, and trans-
parency. However, in most cases, the local joint ventures have benefited from using 
consultants by receiving high-quality support that has led to successful development 
of local markets and further international expansion of “T.” 

I remember how one of the JV CEOs told me that when his company invited foreigners to 
be co-partners, they looked towards “T.” At the end of the 90s, our company was facing a 
challenging situation. However, we did not regret choosing Norwegians as they had excellent 
technical skills and managed to align many things. During the first years after “T” became 
a co-partner in this company, many workshops were arranged to improve the professional 
skills among managers of the JV. Consultants from “T” were the best specialists who trained 
their skills on the challenging market in Norway” (personal observations). 

However, not all the cases from using the consultants were successful. First, 
consultants were distant from the local executives and employees. For instance: 

The Norwegian consultants were located on the not “executive”—flour, several flours up 
than the local CEO in a company. Around the CEO, just his administration was located. 
Other top managers with whom the CEO used to have contact were located not far from 
the CEO’s office but a short distance from the chief. Norwegian consultants supported to 
be first-class experts in technical skills and reported to the company’s CTO (chief technical 
officer). They reported to him and worked primarily with the specific technical issues). 

One of the local CEOs from Eastern Europe said that two Norwegian consultants came to 
his company and misunderstood the issue of the local working traditions. The consultants 
left their jobs as they are used to in Norway after working 7.5 h. They did not notice that 
the local employees could leave their workplace either when the tasks were done or when 
the local manager allowed them to leave. … According to the Management Agreement, the 
private driver provided consultants. When the restaurant visits were late, it also became an 
issue so long as the driver could not work as many hours as he had to in addition to that the 
locals complained that the consultants came late to the working places because of the late 
restaurant visits. Local employees noticed that the consultants lacked knowledge of cultural 
traditions, particularly regarding the working relationship. The consultants were accustomed
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to flat organizational structures, which was not the norm for Eastern Europeans. The locals 
also felt that the consultants were not fully integrated into the working community and did 
not exhibit the expected level of loyalty. Additionally, the locals were unhappy with the level 
of benefits the consultants received in comparison to the quality of their work input. 

Second, there was evidence that consultants were sent to the JV without training 
to do business abroad, specifically in the area where they were sent to work. In such 
cases, particular challenges in communication with the local staff were pointed out 
when the consultants did not have enough knowledge of local culture and working 
traditions. 

When local managers complained, “T” HQ frequently replaced consultants. Afterwards, it 
became mandatory for consultants to participate in cultural training or a blitz course at HQ. 
(Observations). 

Third, when the consultants were sent to JVs abroad, the HQ managers started 
to see the costs of using the consultants, which cost much more than the cost of the 
employees in HQ. 

I was informed that the primary responsibility of the consultants is to transfer knowledge 
from the headquarters to the joint ventures, as per the Management Agreement, and to train 
the local staff working in the joint ventures. We were aware that the expenses related to 
the consultants were quite significant. “The personal drive provided them the right to come 
home to Norway each second week. “T” rented a good apartment for the consultants. They 
had a high salary” (personal observation). 

Finally, the company recognized at a later stage that consultants could not replace 
the need for managers. 

We were not so successful with the consultants. We thought that they could bring good 
competence to the company. They could not work with day-to-day control in our subsidiary 
without having the manager skills. They should be managers, not consultants… management 
is important in “T.” Nevertheless, they were more consultants than managers … To get the 
best people was a problem—many of them were not tough enough to take the manager role. 
We did not get the best people from HQ. Cross-cultural issues were not necessary then. We 
required skilled managers who possess the ability to comprehend operations and exhibit 
competence. They used interpreters so long as the locals they worked with could not speak 
English. They could not choose the local staff; it was the decision by the local management 
“(former EVP in legal issues). 

In summary, to the end of this phase, the need to increase shares in the JVs abroad 
to increase “T”’s influence in JVs started to be clear to the top managers of HQ— 
consultants in JVs needed to represent HQ interests in the BoD of subsidiaries. “T” 
needed more competence in international affairs with clear mandates to administrate 
the first international projects. 

Phase 3 in the internationalization of “T” (2001–2005): “up or Out” 

By the end of 1999, “T” had become one of the fastest-growing European companies 
that expanded beyond Norway’s borders. “T” owned shares in joint ventures in 
Ukraine, Central Europe, Western Europe, and Asia, mainly in mobile operations. 
In this phase, the company has recognized the need for a formal internationalization
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strategy, governance, and mechanisms to increase HQ influence over subsidiaries. 
The hope to build a strategic alliance with a big Swedish company to go quicker 
internationally and achieve a solid global position for the future failed in 1999. 

We Understood that we can manage to build up the international company alone. The failed 
merge encouraged us to be more professional and prioritize the international projects (Former 
CEO of “T”). 

In 2002, the newly appointed CEO and top management of “T” developed new 
strategic goals to further the company’s international expansion. It was decided that 
“T” would shift its focus from having several small international operations scattered 
across different parts of the world to becoming a consolidated international operator 
with a more streamlined portfolio. 

After the merger with Telia fell through and our stock was listed on the NY stock exchange, 
we realized that we needed to take control of our operations in Eastern and Central Europe 
as well as Asia. To do this effectively, we needed to establish stronger influence and control 
and take on a more active role as an industrial investor. This meant changing the form of 
ownership in our subsidiaries, where I served as the former Director in T. International and 
EVP of Mobile Operations worldwide. 

At the same time, the first challenges with the local partners in established JVs 
became a reality. 

It was difficult to deal with the local top managers and partners. Many of them had an agenda 
opposite the company’s and our interests. Many of them were too close connections with the 
local authorities. For example, in one of the Eastern European companies, we had a majority 
position but not 100% ownership. However, controlling the operations was insufficient so 
long as the local managers were reported to the local CEO. When our consultants got the 
executive positions that we insisted on to avoid parallel reporting, they started reporting 
to the local CEO. However, even then, we did not have complete influence so long as the 
company had a local CEO whom we could not replace because of his connections to the 
political authorities in the country. Having the majority in the BoD, we cannot say that we 
had enough influence so long he Chairman of the BoD had strong connections with the 
authorities. We knew that the local authorities would not support us as a foreign investor 
if the conflict arose. We knew about the poor cord practice in the country (former EVP 
responsible for international mobile operations). 

Hence, “T” initiated the process of becoming an international company with full 
control over its overseas operations. In addition, clear geographical priorities were 
formulated: Nordic countries, Eastern and Central Europe, and Asia. In order to 
achieve this strategy, it was decided to declare the main principle for this process 
related to ownership structure: to increase the ownership up to 100% to have the 
industrial and financial control or to leave (out) the company. This meant the consol-
idation of “the planted flags” in an international portfolio with an elaborated strategy 
“either up to the control or exit, i.e., up or out.” Thus, this internationalization phase 
was crucial in terms of further developing “T” as an international actor. During the 
active process of merging and acquisitions (M&A), the number of JVs was reduced 
from 15 at the start of the internationalization process to 3 in Phase 3 (see Tables 1 and 
2). At the same time, several Country offices opened with a clear mandate to support 
HQ and JVs in their operations. Country offices. The question of control started to
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be an essential priority for “T” that followed the changes in many organizational 
structures of “T,” such as establishing the international department that works just 
internationally, changing in mindset from “T” International to International “T,” to 
strengthen the focus on the “internal internationalization.” 

We, the top management of T., were at a leadership gathering to discuss T. International’s 
new strategy. During the strategic process, everything changed—“T.” International was trans-
formed to International “T that followed big organizational changes—from how we work, 
think, and administrate the subsidiaries abroad to what kind of managers we should be. My 
first task as an HR EVP in “a new International “T” was to build up the new platform to 
trainee the international leaders, to build up the new governance” (former member of Group 
Executive Management, responsible for HR). 

At the same time, in 2003, “T” Group launched for the first time in its history 
a common set of ethical standards defined by the “Code of Conduct” across all its 
business units. The new global reality brought “T” in the global business process, such 
as listing the company and finding a new identity adequate for the listed international 
company in growth. 

As part of the aforementioned processes, “T” decided to change the status and role 
of expatriates. The use of consultants was no longer deemed sufficient as they did 
not represent the control issue. During the process of internationalization, the role 
of consultants changed. They were tasked with providing control and influence from 
the headquarters to newly established WOSs (Worldwide Operating Subsidiaries). 
The key executives’ positions were appointed by “T” with a clear mandate to manage 
the subsidiaries and achieve the required performance level in accordance with the 
HQ’s strategy. As a result, the Institute of Expatriates was formally established, 
where expatriates held executive positions. They had received formal responsibility 
for operations and reported to the BoD in WOSs. Due to their key position in “T” 
expatriates were closely connected to the executives in HQ. Some were members of 
the BoD and even the Chairman of the BoD. Expatriates were mostly Norwegians 
or Scandinavians.

Table 2 Mobile portfolio as 
March 31, 2000 (from T 
press-lease March 2000. “T” 
web site) 

Company Markets Percentage-owned (%) 

T Mobil Norway 100 

VIAG Interkom Germany 10.0 

Cosmote Greece 22.0 

DTAC Thailand 40.0 

Pannon GSM Hungary 25.8 

Esat Digifone Ireland 49.5 

DiGi.Com Malaysia 30.0 

Connect Austria 17.5 

Kyivstar Ukraine 35.0 

Grameen Phone Bangladesh 46.4 

Pro-Monte GSM Montenegro 40.1 
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It is crucial to have executives in our subsidiaries whom we know well and who share T‘s 
values. These executives should be familiar with the Norwegian culture abroad, and we 
should strive to provide the same standards and business culture as at our headquarters. 
Therefore, our expatriates should be both experienced executives and professionals who 
embody the DNA of our organization. 

Most respondents connect the expatriate with the established institution that has 
an important role as a “girder” in subsidiary (SVP, responsible for the operations 
in Central Europe) to provide the key values from HQ and watch the processes in 
operations. The respondent explained the definition of “girder” in the following way: 

Expatriates play a crucial role in executive positions, actively involved in connecting 
subsidiaries and HQ, and contributing to governance. They represent the culture and norms 
of HQ and follow the business, strongly influencing employees in subsidiaries. As mediators, 
they understand the local employees and provide information back to HQ. This perspective 
comes from a senior manager who has worked as an expatriate in several countries. 

The expatriates were tasked with establishing operational and behavioral control 
mechanisms in WOSs that corresponded with HQ’s needs and goals. Operational 
control was used to report WOS performance to HQ, while behavioral control 
provided corporate governance. Thus, expatriates were essential in implementing 
corporate governance as a Code of Conduct. As one interviewee explained: 

We started to work with the Code of Conducts because we understood that having an ethical 
platform for our business abroad was important. The Code of Conducts should be signed by 
each WOS and JVs employee where “T” owners over 50%. A code of conduct is essential to 
implement to be understood as it should. We visited all subsidiaries, organized seminars, and 
explained the code of ethics and any ethical dilemmas. Norwegian executives had to shift 
their mindset from only focusing on business purposes to prioritizing issues of governance 
and values. They should be driven in the process—we worked hard, but not all of them 
understood it. One of the CEOs who expressed great interest in the process stated: If you 
can persuade my local management to think in accordance with the Code of Conduct, I will 
consider it the most significant contribution to the business purpose. The local employees 
should have the same standards in doing business as at home in Norway. Unfortunately, 
there were not all CEOs that thought like that (interview with the former EVP responsible 
for HR). 

Thus, the expatriates were responsible for implementing the corporate rules at the 
beginning of the company’s development. The ethical platforms were important to 
perform ethically; expatriates in the executive positions could insist on implementing 
and practicing Code of Conduct. Similarly, being Norwegians, the expatriates could 
show corporate governance principles by their examples. 

In summary, expatriates were placed in executive positions in subsidiaries when 
HQ could strengthen control towards subsidiaries, and establishing the common 
corporate culture and rules became crucial for the further development of “T” as 
an international company. “T” needed to change the strategy for administrating the 
foreign subsidiaries. At the same “T” needed to go further in its internationaliza-
tion process in implementing the principles of the common corporate governance, 
combining different companies into one group—“T” Group, developing a common 
culture, following further changes in the organization, where the role of expatriates 
was “tuned” again.
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Phase 4 in the internationalization of “T” (2005–2014): “Different Companies— 
One Group” 

During this time, “T” expanded its operations globally, with a focus on Asia, while 
also consolidating its presence in Europe. In 2005, “T” established itself as a rapidly 
growing mobile communications provider with a strong international outlook, and 
emphasized the importance of retaining industrial ownership. “T” has changed the 
name to “T” Group (in this research, it will be used “T”) in order to underline the size 
of the company and a new strategy—“one Group—many companies” (“T” web site). 
The company pursued its expansion into international markets, focusing on devel-
oping new business opportunities from scratch (also known as “green fields”)—an 
active M&A strategy targeting investments with high possibilities for growth. Hence, 
“T” strengthened its position in Asia and Europe, supporting “cluster-thinking” when 
countries of similar cultures that do business in and are located in the same geographic 
region were included in the portfolio. 

In order to support the business activities of the companies and to develop further 
“cluster-thinking,” the Country office has strengthened its position in providing the 
independent role as an extended link between the owner of the subsidiaries in Norway 
(HQ) and authorities in the cluster-region. As an example, the big Country office 
has been opened in Bangkok to administrate the activities in all Asian countries 
with an extensive stuff of Norwegians, local employees and people from different 
nationalities. In this connection, “T” can be defined as an MNC when “T” started 
structurally organized as an MNC: HQ administrates subsidiaries in clusters of 100% 
owned subsidiaries. At the same time, further internal internationalization has been 
continued—the new routines were established in order to have more focus on perfor-
mance management: Business Reviews from “region/cluster” responsible to the CEO 
and the Executives in the Group, “region/cluster executives have got the institute 
of “TMPs”—top management support executive managers that are linked to the 
subsidiaries, BoD in subsidiaries and the professional teams in HQ to give the best 
practice support to the subsidiaries and provide the functions of influence and control 
from HQ. Strong internationalization of departments in HQ followed the changes 
in the corporate language, which started to be English. As a part of its internaliza-
tion, “T” has extended the previous system of Code of Conducts and established the 
so-called “T” Way (TW)—a common for HQ and subsidiaries managerial process 
and a shared cultural platform. The TW was a system of corporate governance and 
common corporate rules. “T” started to create common documents as a framework 
for being a corporate citizen (Code of Conduct was the first common document 
for HQ and subsidiaries). Then, the overall image, the new visual images, the new 
branding strategy, and the whole concept of TW were finalized. 

The expatriates started to play an essential role in understanding and implementing 
the corporate governance and corporate culture in subsidiaries abroad following 
TW to develop the common corporate governance and culture both for HQ and 
subsidiaries. Each expatriate who is now a CEO of T’s subsidiary plays a signifi-
cant role in the global business community, requiring professional, managerial, and 
individual skills. Most respondents connect the expatriates’ institution with a critical
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role to be a “girder” in a subsidiary to provide the key values from HQ and watch the 
processes in operations. Our informants emphasized the importance of expatriates 
being carriers of HQ’s DNA to subsidiaries. 

Expatriates are essential to a company’s success, according to a former Senior Vice President. 
They should hold executive positions and actively participate in projects, connecting the 
subsidiaries with the headquarters. Expats can influence local employees by representing 
HQ culture while following business norms. They act as mediators who understand the local 
employees and provide valuable information back to the headquarters. 

Expatriates are expected to be highly skilled and competent professionals who possess a 
deep understanding of the values and culture of the organization they represent. In other 
words, they should embody the DNA of the organization and be capable of implementing its 
strategies, practices, and values in subsidiary branches. … It is essential to have executives 
in subsidiaries that we know well and have «T»’s DNA … We need to provide the same 
standards and business culture as at HQ. They now have the freedom to select their own staff, 
and since they can communicate in English, it improves their communication. (the former 
EVP). 

Local employees should practice working together with Norwegians in HQ and 
subsidiaries to understand the company’s values and culture. This will help them 
gain a better understanding of the Group’s network and improve their interaction 
with HQ and subsidiaries. Expatriates are expected to pay even more attention to the 
company’s values and governance. The “Institute of Expatriates” is closely linked 
with the professional teams from the headquarters who are responsible for different 
skills. These teams can be utilized as high-level consultants or experts from the 
headquarters. These employees are not long-term executive expatriates, but rather 
temporary or short-term expatriates used by the executive expatriates for specific 
purposes, such as training the local staff or resolving particular issues. Simulta-
neously, the executive expatriates are closely linked with the top management in 
the development of strategy and strategic development “T.” In addition, the expa-
triates are the subsidiaries’ executives, providing operational excellence within the 
framework of the corporate strategy. 

When we first established the team of expatriates, we did not discuss DNA. This term 
came into use later with the establishment of the institution, referring to the highly skilled 
professionals who uphold T’s values and governance. These professionals can be thought of 
as a professional pool. 

The HQ should train/hire expatriates who can be carriers of the HQ’s DNA. “T” 
has established a “DNA—pool” of expatriates to provide the right recruitment for 
the key positions. Executives at HQ established specific criteria for the selection 
of expatriates as CEOs in WOSs. One is the experience of working internationally. 
On the question of how the recruitment is happening, the former HR Executive VP 
explained: 

The top executives of “T” were responsible for recruiting CEOs in WOSs, while other 
expatriates were recruited by the WOS CEO in coordination with HR and the executive 
responsible for the region. The HR and regional executives placed candidate pictures on the 
wall for the CEO/CEOs to review. The Executive Board of “T” members walked from the 
picture to the picture and put their remarks- positive and negative comments- on the paper near
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the picture. After several rounds of discussion and opinion exchanges, the important criteria 
for the candidate was to have leadership experience and international work experience. There 
were, of course, other important criteria related to professional skills as well. This tool 
worked well, [but] sometimes a wrong person was appointed to the position—unfortunately, 
the personal skills were not paid much attention to. Nevertheless, we always managed to 
correct it. The last word was for the CEO (former HR Executive VP). 

Another interview confirms the principle of the best practice that also impacts the 
process of being appointed as an expatriate. 

Proclaiming the idea of “different companies—one group,” we meant both to have the 
common guidelines of doing business, our corporate governance and culture, but at the 
same time, we want to transfer the best practice from all subsidiaries to the common use. We 
can select what is the best not just for one country or region but for the whole group. The 
same goes for expatriates—we take the best practices they use and apply them to different 
subsidiaries. (former EVP, responsible for mobile international). 

Several interviews described that the expatriates should still be Scandinavians. 

Foreigners who cannot represent the “T’s DNA”—being good professional, cannot be expa-
triates, they did not understand the issue of culture, values, and governance influenced by 
their own culture (interviews with the employees in HQ worked a lot abroad both in Europe 
and Asia) 

“T” started to include more Scandinavians by nationality employees in the “DNA 
pool” of expatriates. 

The company developed as a global entity, with many executives working in different posi-
tions worldwide. The top management has decided that all employees with the ambition to 
be appointed to executive positions either in HQ or in subsidiaries should have experience 
working internationally. It means there are more and more expatriates of different nationali-
ties in the Group. They should adopt the same approach and transfer “T”’s governance DNA 
to subsidiaries’ employees. (former EVP, responsible for HR) 

At the same time, several negative comments related to the role of expatriates 
were mentioned. 

First, the institution has become too powerful and different to get into. 

Expatriates have too much power. They are power-oriented people and want to be abroad and 
be moved from country to country. They are not returning to headquarters nor sharing infor-
mation with their colleagues, but instead are constantly changing positions abroad. A nega-
tive culture has formed among local Norwegians, who cover up many things. Whistleblower 
culture is not developed well. Some suspicious episodes were ignored (former manager 
worked internationally in different countries). 

Several respondents expressed confusion regarding the opaque and unclear 
process of recruiting individuals to be part of the “DNA pool of professionals. There 
is not much information about it in “T”. 

They started to be an exclusive group, and it is almost impossible to come into this group..! 
(interview with an Employee).
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Thirdly, “the private drive syndrome” can damage the institute of expatriates. 
The local staff have a negative reaction towards the expatriates’ benefits, which are 
perceived as more favorable than what is typical in the local area. The expatriates 
have luxury around them with private drives, huge apartments, and house help. Many 
are unwilling to return to Norway and “change the chairs” from country to country. 
In summary, “T” needs to develop the organization as an MNC—a complete interna-
tional focus on HQ and subsidiaries that change the role of expatriates. Expatriates 
became the “DNA—pool of professionals” from different nationalities, providing 
the best practice across the Group based on the implemented Common Corporate 
governance. 

5 Conclusion 

In this paper, we examine how the control mechanisms of multinational corporations 
(MNCs) change as they expand internationally. Specifically, we focus on the percep-
tions of top managers in the MNC’s headquarters regarding the effectiveness of 
expat-control processes during different phases of internationalization. We further 
explore how these perceptions influence the configuration of HQ’s expat-control 
mechanisms. Notably, this study has addressed two research questions: 

(1) whether and how has the configuration of expat-controls changed during the 
different phases of an MNC internationalization process? and 

(2) how can those changes in the configuration of expat-controls be attributed to 
changes in the top managerial perceptions of the output of expat-control in terms 
of HQ achieving influence over subsidiaries? 

Table 3 summarizes the empirical findings. Based on the description in the empir-
ical section, our first finding is that the expat control has been “tuned” to handle 
different challenges during the internationalization process. The expatriates had quite 
different roles in the process of internationalization. Those who worked in “T” when 
the process of internationalization started used the definition of “passionate ambas-
sadors,” which then changed to “consultants.” Later, expatriates became a “DNA— 
pool of professionals in the late stage of internationalization that also strengthened 
their position in WOS and HQ (Table 4).

Tuning expat control during internationalization: from passionate ambassadors 
to professionals 

The empirical evidence shows that the evolution of the expat-controls from being 
an ambassador to consultant to a professional underlined the different sets of skills 
and tasks in their roles. The modern expatriate is expected to be more of a manager 
and be in top executive positions to provide the direct link between HQ (owner) and 
the subsidiary. Expatriates thus became an institution in “T” supporting the execu-
tion of routines, rules, traditions, status, and behavior. There were several informal 
definitions of expatriates in “T” that describe their role as more nuanced: “HQ’s
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Table 3 Mobile portfolio as 
2014 (based on the 
information form T web site) 

Company Markets Percentage-owned (%) 

T Mobil Norway 100 

T Sweden Sweden 100 

T Denmark Denmark 100 

DTAC Thailand 100 

DiGi.Com Malaysia 49 

T Myanmar Mayanmar 100 

Grameen 
Phone 

Bangladesh 55.8 

T Pakistan Pakistan 100 

Uninor India 100 

Hungary Hungary 100 

T Montenegro Montenegro 100 

T Serbia Serbia 100 

T Bulgaria Bulgaria 100 

VimpelCom HQ Netherland 33

DNA” and a “girder that carries out both the operations and governance.” These 
definitions linked the role of expatriates closer to HQ. At the same time, being “a 
girder” in an organization gives the expatriates a special position—to implement the 
strategy, ideas, and culture from HQ and adapt it to the local context “T.” Some 
negative opinions are linked to the role of expatriates related to the frequent rotation 
of expatriates, such as that they are changing the chairs and not coming back to HQ 
to share the competence. This creates a negative attitude toward the expatriates in 
HQ—coming in a “DNA pool of professionals” is not transparent and unclear [1]. 
Expatriates started to be rich because of the good packages. The local staff reacted to 
the benefits that expatriates have towards them. Several interviews described that the 
expatriates should be Scandinavians. There were many bad examples with expatri-
ates—foreigners who cannot represent the “T’s DNA”—being good professionals, 
and they did not understand the issue of culture, values, and governance influenced 
by their own culture. 

5.1 Changes in the Expat-Controls: Perceived “Deprivation 
of Control” 

Our second finding is that the role of expatriates has changed as a response to a notion 
of “deprivation of control” (see Fig. 6) experienced by the top managers at HQs.

We analyzed the perceptions of individual managers we interviewed regarding 
the outcome of expat-control process in various stages of internationalization. Our
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Table 4 Summary of empirical findings 

Phases of 
internationalization 

Phase 1 
1992–1996 

Phase 2 
1996–2001 

Phase 3 
2001–2005 

Phase 4 
2005–2014 

Internationalization 
processes 

“Small 
company—small 
international 
steps” 

“The “Viking 
strategy” 

“Up or Out” “Different 
companies—one 
Group” 

Strategic challenges 
faced by top 
managers at HQ 
related to managing 
subsidiaries 

– To  develop  
individuals with 
international 
experience 

– JV  is  a  
preferable 
form; BoD is 
mostly the 
minority 

– Code of 
Conduct 
(CoC)is not on 
the agenda 

– To  develop  
international 
affairs with 
clear 
mandates to 
administrate 
subsidiaries 

– JV  is  
preferable but 
challenging 

– The  CoC  is  
created in HQ 

– From  JV  to  
WOS based 

– CoC  is  
extended to 
TW as a 
common 
platform 

– To develop an 
MNC with a 
complete 
international 
focus 

– WOS with 
100% (only a 
few 
exceptions) 

– T  Way/CoC  
systematically 
implemented 
in all 
subsidiaries 

Expat-control Via “passionate 
ambassadors” 

Via individual 
consultants to 
local executives 

Via “girder” in 
subsidiaries, 
only 
Norwegians in 
the top 
positions 

Via DNA pool of 
professionals, 
people of 
different 
nationalities 

Perceived 
HQ-subsidiaries 
influenced by top 
managers 

“Discomfort” 
because “T”’s 
managers lacked 
international 
experience and 
financing in order 
to take significant 
steps 
internationally 

“Discomfort” 
because “T”’s 
managers 
lacked the 
financial means 
to go for WOS. 
Many negative 
experiences 
with minority 
ownership and 
use of 
consultants 

“Discomfort” 
because it is 
difficult to 
establish a 
common 
platform for 
companies 
under the same 
“umbrella” 
with so many 
different 
traditions and 
cultures 

“Discomfort” 
because of 
negative attitude 
towards 
expatriates; 
Scandinavian or 
international 
expatriates

findings suggest that HQ managers experienced a great deal of discomfort when 
describing how the use of expat controls contributed to improving their level of influ-
ence over subsidiaries during different internationalization stages, as per [7]. There 
seemed to be a disagreement between the top managers at headquarters regarding 
how much control they actually had over their subsidiary companies, versus the extent 
to which the behavior and actions of expatriates could improve this level of control. 
This disagreement caused discomfort among the parties involved and highlighted the 
need for a better expat control process.
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Fig. 6 Findings of the study—“deprivation of control”

Developing an increased international presence has required HQ to rethink its 
actual state of influence over subsidiaries and the use of expat control. This rethinking 
process, as we interpret it when analyzing narratives of top managers, resembles a 
search for/a desire to achieve full influence over subsidiaries by experimenting and 
tuning expat-controls towards the different contingencies and new antecedences. 
However, we also sense expressions of suffering from the fact that HQ managers, irre-
spective of what they have done, could never achieve total influence by reconfiguring 
expat controls. Thus, “discomfort” with lack of influence has never fully disappeared 
because each internationalization stage presented unique challenges that a particular 
configuration of expat-control has fully solved. In this sense, the evolution of the 
expat-control system, from “individual consultants” towards “a DNA” pool, can be 
understood as driven by this particular top managerial perception to get rid of this 
“discomfort”. This state of “discomfort” can be termed “deprivation of control”—a 
shared mental state of top managers in MNC T that signifies their continuous inability 
to secure the appropriate control outcomes to achieve a high level of influence over 
subsidiaries. Table 1 demonstrates that top managers developed a sense of “discom-
fort” over time due to inconsistencies between the internationalization process and 
its priorities, the use of expat-control as a means of control, and the outcomes of the 
control process. Thus, “deprivation of control” refers to a situation in international-
ization where the manager is unable to design appropriate control mechanisms and, 
as a result, fails to achieve the desired level of influence over subsidiaries. Tuning 
configurations of expat-control during the internationalization process was both a 
response to the different challenges of internationalization they experienced and a
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quest to eliminate this control deprivation. Regarding the “illusion of control” litera-
ture, managers of MNC T seemed to have no illusions that they experienced a lack of 
influence because of different imperfections of expat-controls. Still, this disillusion 
does not help them in their struggle to design an appropriate expat-control system 
to secure an appropriately high level of influence. Therefore, the results of the study 
suggest that companies, particularly during the initial phases of their international-
ization, should develop management systems to regulate their subsidiaries and refine 
their internationalization strategies. Achieving complete control over subsidiaries 
may be impossible, so it’s crucial to define acceptable levels of control. This can 
give a more meaningful discussion around what control tools can achieve a partic-
ular level of influence and control rather than the organization risks falling into the 
“derivation of control.” First, this paper contributes to the literature on management 
control systems in change, demonstrating how the evolution of management control 
systems can be understood as the result of top managers’ psychological and cogni-
tive perception processes. Thus, we answer Hall’s call [5], aiming to explore the use 
of psychology theory in studying organizational management control. Second, we 
contribute to the literature on expats as a control mechanism in internationalization 
settings. Previous studies tend to describe the use of expat control as a static process 
and focus too much on, e.g., the role of staffing policies in selecting expatriates and 
the necessity to choose a manager’s technical and managerial skills and expertise. 
Our study differs from the previous studies about the role of expatriates by showing 
its dynamic evolution in the context of the internationalization process. 
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Management in Family Business 
in the Slovak Republic 
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Abstract Family businesses play an essential role in the national economy of every 
country. They are formally incorporated into small, medium, or large enterprises. The 
family business form is the oldest form of business in the world. For family businesses 
to be able to function well and do business, they must have quality management 
and marketing management. Every business needs functional management to run 
a business and produce goods or provide services. The aim of the chapter is to 
provide comprehensive knowledge from the management theory of small, medium, 
and family businesses and to understand the phenomenon of family businesses and 
the importance of quality management in them. We chose analysis and synthesis, 
deduction, and current legislation, which was created in 2023, as the methods for 
their investigation. The results of the chapter will show the importance and influence 
of management on the success of family business management. 
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P. Štarchoň et al.  (eds.),  Data-Centric Business and Applications, Lecture Notes on Data 
Engineering and Communications Technologies 213, 
https://doi.org/10.1007/978-3-031-62213-7_6 

119

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-62213-7_6&domain=pdf
mailto:lubomira.strazovska@fm.uniba.sk
mailto:branislav.borecky@fm.uniba.sk
https://doi.org/10.1007/978-3-031-62213-7_6
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1 Introduction 

1.1 Relevance 

A long-term problem for solving the situation of family businesses in Europe context 
is the fact that in most European countries there is no definition family business within 
the framework of business legislation. At the legal level order, family businesses 
are only mentioned in five European countries (Italy, Austria, Croatia, Romania, 
and Malta), but between these countries, there is no uniform approach to family 
businesses [1]. Moreover, on the level professional literature [2, 3], various measures 
and discussions exist in the European area up to 90 different definitions that do 
not have a common basis. That makes it impossible any meaningful international 
comparison of statistics on numbers and situation family businesses in Europe. This 
also has an impact on the situation in which the family businesses are not targeted 
in most countries with any targeted form of support by public institutions. The only 
European country with a separate the law dealing with family businesses is Malta, 
which adopted the Act on family business in 2016. The business process consists of 
several activities that the business owner must carry out. Especially family businesses 
and their owner or owners must manage their business so that it survives in a hectic 
competitive environment [4] (Table 1). 

One of the activities of the owner is also marketing management and its activi-
ties. Management is a management process in which the owner carries out various 
activities. The management is characterized by its direct entrepreneurial activity and 
orientation towards achieving profit. In other words, according to the Commercial 
Code, a company does business to make a profit [5].

Table 1 The ten oldest family businesses in the world, name year, industry 

1. Kongo Gumi Japan, 578 Kongo Construction 

2. Hōshi Ryokan Japan 718 Hōshi Hospitality 

3. Château de Goulaine France 1000 Goulaine Winery 

4. Pontificia Fonderia Marinelli Italy 1040 Marinelli Bell making 

5. Barone Ricasoli Italy 1141 Ricasoli Winery 

6. Barovier & Toso Italy 1295 Barovier and Toso Glassware 

7. Hotel Pilgrim Haus Germany 1304 Andernach Hospitality 

8. Richard de Bas France 1326 de Bas Stationery 

9. Torini Firenze Italy 1369 Torrini Goldsmiths 

10. Antinori Italy 1385 Antinori Winery 

Source Own processing 
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Small and medium-sized and its sub-member family businesses must apply a 
high-quality management as well as marketing process to survive turbulent compet-
itive relations in the business environment. Marketing management is an extremely 
important activity both for the company and for target groups of customers. 

We emphasize once again that not only large enterprises, but also small and 
medium-sized enterprises need effective management theory as well as practice. 
Perhaps the only difference is that in small businesses individual management activ-
ities are performed by the owner or founder of the business himself. In large compa-
nies, it is easier because these activities are delegated to other people [6]. Every 
business needs quality management to do business and produce goods or provide 
services. Developed democratic states support business in the form of various support 
programs. Because it is small, medium, and family businesses that create employment 
and value for every economy. 

Since the national economy of the Slovak Republic consists of ninety-eight percent 
of small and medium-sized enterprises (including family enterprises), it is necessary 
to characterize them. Finally, in the field of management theory and practice, we will 
focus our attention on the relationship of management to family businesses. 

Small and medium-sized enterprises become the subject of research in theoretical 
workplaces, an area of interest for the state and a specific interest of the business 
community [7]. 

Gradually, small, and medium-sized enterprises, based on public interest, research 
and results in practice, are attributed several advantages, namely: 

(a) small and medium-sized enterprises and family businesses are the most 
important element of national economies. 

(b) small and medium-sized family businesses have an irreplaceable role in the 
dynamic development of countries with advanced market economies [8]; 

(c) small and medium-sized family businesses are highly adaptable to market 
requirements and especially demand; 

(d) small and medium-sized family businesses have an innovative function; 
(e) small and medium-sized family businesses satisfy even the most demanding 

customer requirements, they are flexible; 
(f) small and medium-sized enterprises, family businesses create new jobs and 

thereby significantly influence the development of employment in the state; 
(g) many other positive properties are attributed to them [9]. 

1.2 Goals and Objectives 

Despite many contributions in the field of family businesses, very few contributions 
or studies deal with management and family businesses. 

The aim of this work is to contribute to a better understanding of the mechanisms 
that are essential for the management and marketing management of family busi-
nesses. From the history of existing family businesses, we know that for a business 
to function well, it must have well-secured and organized management.
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Focusing on this form of entrepreneurship allows for an understanding of the 
complexities of management and can help researchers in the disciplines of manage-
ment science as well as managers and other actors in organizations to better 
understand the specific capabilities that organizations must achieve to function well. 

This chapter is structured as follows. First, we provide an overview of management 
theory and management marketing, which form the basis for management science. 
Then we will present examples from the management of domestic and foreign family 
businesses. Finally, we discuss the extent to which management is important for 
family businesses. The chapter closes with a summary and its own contributions. 

2 Theoretical and Conceptual Background 

2.1 The Foundation for a Family Business and Management 

Management represents one of the most important activities of running a business 
or a business owner. The success of the company often depends on the skill and skill 
of the company’s management, i.e., its management. 

Management represents the management of organizations existing in the condi-
tions of a market economy, which is characterized by sufficiently flexible competi-
tive activity, price mechanisms as well as effective allocation of available resources. 
Knowledge of management is essential in business activity, while management is 
not only used for business, but is also applied in the non-business sphere. As we 
mentioned, management is used in the public sphere as well as in private non-profit 
organizations [10]. 

The term management has three basic meanings: 

– Management as a practical activity; 
– Management as a theory or scientific discipline; 
– Management as a special group of people. 

Management as a practical—everyday activity and represents a type of work or a 
set of activities that managers perform or must perform to achieve a goal. As we 
mentioned, the business goal of every business according to the Commercial Code 
is to make a profit. 

Management means coordinating the activities of other people—i.e., employees, 
to achieve the company’s goal [11]. 

Management, as a scientific field or scientific discipline, represents a logical, 
systematic, constantly researching set of knowledge about the principles, methods, 
and procedures of management, and they are developed based on empirical 
knowledge that can be taught. 

The world-famous author and recognized management expert Peter Drucker, who 
is considered the founder of management theory, says that: “… management is no less 
a science than medicine.” In both cases, it is a scientific discipline. Management is an
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interdisciplinary scientific field and deals with the purposeful activity of people, and 
its mission is to create a management methodology with an emphasis on achieving 
the effectiveness of this activity in relation to a predetermined goal. It is advisable to 
supplement the quantifiable definitions with certain qualitative characteristics about 
entrepreneurs (an entrepreneur is also a manager) in general, as stated in the literature 
[12, 13]. To be an entrepreneur and a quality manager, one needs to be someone who: 

(a) likes to manage, innovate, has self-confidence, is enthusiastic and tenacious, 
likes to solve problems, fights against routine, works efficiently and with low 
costs; 

(b) can gather and coordinate economic resources and apply them in a practical and 
efficient manner in the market; 

(c) acts with regard to personal advantages such as prestige, ambition, indepen-
dence; 

(d) he knows how to manage the economic situation and his business can make a 
profit. 

Small, medium-sized and family businesses are mostly privately owned and managed 
businesses that do not have a dominant position in the chosen field of business [14]. 

It should be added to the above that a small and medium-sized enterprise can be 
created and operated by self-employed persons, but also by commercial companies 
employing up to 249 employees. If we choose the number of employees as a criterion, 
as mentioned above, we recognize the following business entities: 

1. self-employed—often one natural person or family, which may or may not be 
registered in the Commercial Register, it may also be micro-enterprises; 

2. small businesses with up to 49 employees—these can be natural persons who 
may or may not be registered in the Commercial Register, but also commercial 
companies (legal entities) that are registered in the Commercial Register; 

3. medium-sized enterprises with 50–249 employees in the form of commercial 
companies, but also in the form of cooperatives and currently also in the form of 
state enterprises. These business entities must be registered in the Commercial 
Register [15]. 

The individual criteria provide different views and perspectives of getting to know 
small and medium-sized entrepreneurs and family businesses. All criteria are 
significant in terms of understanding their status and development process. 

The activities of small and large enterprises are interconnected. The existence of 
many small businesses often depends on the management of large organizations that 
buy their goods and services or act as marketing intermediaries for their finished 
products. In addition, large trading companies often depend on small businesses as 
providers of specialty products and services; as well as testers of high-risk initiatives 
that large enterprises can then put into production. The SME sector is critical to the 
health of the economy. Also, the management or leadership of large and medium or 
small enterprises can be linked [16]. 

In most countries, there is no single official description of small and medium-
sized entrepreneurs or businesses. There are several quantifiable characteristics that
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are also used for taxation purposes, respectively for many other relationships, for 
example the support of business entities by the state [9]. 

The public’s views on small and medium-sized enterprises have changed and 
there has been a renewed interest in this type of enterprise. It can be assumed that 
it was, in a certain way, a restoration of the traditions of small and medium-sized 
businesses after the Second World War. The definition of entrepreneurs, businesses, 
and entrepreneurship in three basic characteristics is given under the name Bolton. It 
is named after the place where the conference was held in 1971, where the foundations 
of modern theoretical research on small and medium-sized enterprises in Europe were 
laid. These are the following characteristics: 

1. small and medium-sized enterprises have a relatively small market share and 
practically cannot significantly influence the market in any way. 

2. small and medium-sized enterprises are managed by owners (property manage-
ment)—entrepreneurs, families of owners, respectively by co-ownership, and not 
mediated through a formal management structure. 

3. small and medium-sized enterprises are independent enterprises; they do not 
form part of another larger enterprise [17]. 

The owners—entrepreneurs also form the management of the company. A great 
development of small and medium-sized and family business entities in Slovak 
conditions was recorded in 1991/1992, while their birth was conditioned by several 
facts: 

1. the gradual disintegration of large state-owned enterprises in the process of the 
first wave of large-scale privatization and the emergence of a greater number of 
small and medium-sized enterprises, 

2. return of property to citizens as part of restitution, 
3. liberalization of trade relations and the creation of a larger number of small and 

medium-sized enterprises with foreign equity participation [18]. 

Kita et al. states that, from a quantitative point of view, the term small and medium-
sized enterprises and family businesses also includes freelancers from all industries, if 
they do not exceed a certain size. Statistical determination of the size of the enterprise 
causes problems and therefore a suitable size indicator is needed [19]. 

Technical-quantitative criteria have several disadvantages, for example limited 
informative value. He points out that with the same number of employees, the 
company’s turnover can fluctuate considerably even in the same industry, due to 
differences in the structure of orders, in the quality of management, capacities, capital 
and wage demands or productivity. The differences are even greater if companies 
from different industries are classified [20]. 

For the size distribution of small and medium-sized enterprises, it is most often 
used due to simplicity, compatibility, and practicality—the number of employees 
and turnover. 

For the field of trade and services—quantitative criteria have a different but 
extraordinary meaning. As stated by Nováčková and Vnuková, the legislation of
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the European Union uniformly defined the concept of small and medium-sized 
enterprises. As a quantitative upper limit, small and medium-sized enterprises have: 

(a) less than 250 employees, 
(b) annual turnover of a maximum of 40 mil. euro, 
(c) can show a balance of no more than 27 mil. euro [21]. 

Within this classification, businesses are further differentiated according to the 
number of employees. They are divided into the smallest, i.e., micro-enterprises 
(1–9 employees), small enterprises (10–49 employees) and large enterprises (more 
than 249 employees) [22]. 

2.2 Other Characteristics of Small and Medium-Sized 
Enterprises and Family Enterprises from the Point 
of View of Management 

Other characteristics of small and medium-sized enterprises from the point of view 
of management are as follows: 

(1) Small and medium-sized enterprises are characterized by the possibility of 
increasing employment, acting as a source of employment opportunities. Small 
and medium-sized enterprises provide numerous opportunities for employment, 
thereby contributing to solving social problems. They make it possible to use 
local labor resources, respectively to employ persons with reduced working 
capacity [23]. 

(2) Small and medium-sized enterprises gradually created and are creating prereq-
uisites for more effective use of people’s unique abilities, knowledge, and work 
habits. An entrepreneur or manager may have interesting ideas regarding the 
improvement or creation of new products, processes and services that are not 
supported by large enterprises. Small and medium-sized enterprises are frequent 
product innovators [24]. 

(3) The importance of small and medium-sized enterprises can also be seen in the 
management of relationships with customers, suppliers, and employees—they 
have direct contact with them. They can also be successful because the owner-
manager knows the company’s customers and their specific needs, which he is 
trying to satisfy. Sales consist of both quality and quantity, relationships, and 
price. Communication between management and employees is immediate and 
not mediated, which helps improve management [25]. 

(4) Small and medium-sized enterprises have created simple managerial manage-
ment structures and do not use bureaucratic procedures in management, which 
allows them to be more flexible both inside and outside the company. This is 
related to the fact that decision-making in small and medium-sized enterprises 
is a matter for a small number of people. The rules for working in small and 
medium-sized enterprises are less strict. They do not need large investments for
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their activity, it allows them to react more easily and quickly to changing market 
conditions, or to modify products. They have prerequisites for flexible response 
to fluctuations in demand [26]. 

(5) Research carried out between 2010 and 2018 by the Slovak Business Agency 
(former National Agency for the Development of Small and Medium Enter-
prises) found that their owners or managers have a lot of freedom in decision-
making, which supports their motivation to do business [27]. 

The managerial goals and functions of small and medium-sized enterprises are 
extremely important for family businesses. Small and medium-sized enterprises 
mainly focus on achieving two types of management goals: 

1. Management goals are profit-oriented, businesses aim to achieve the greatest 
possible profit in the shortest possible time (as well as large enterprises). 

2. Management goals are oriented primarily to the market and only secondarily to 
profitability—the primary goal of the company is to achieve a certain market 
share and the resulting long-term growth [4]. 

3 Complexity and the Concept of Family Businesses 

In the following text, we discuss the diversity of definitions of family businesses and 
the new law to support family businesses in Slovakia. 

3.1 Definitions of Family Businesses in Slovakia and Abroad 

Family business and to capture legal relations where family members participate in 
the work in the family plant [28]. Among other things, the people involved in its 
management and not the business itself are important for a family business. 

From 2019, by Resolution of the Government of the Czech Republic no. 330 of 
May 13, 2019, defined the term family business in the Czech Republic. The approved 
definition refers to a family business as a family business corporation or a family 
business [25, 29]. In a family business, it is important to determine exactly which 
family members can participate in it. Based on the accepted definition, individual 
species are divided as follows: 

1. “A family business corporation is a business corporation in which more than half 
of the partners are members of one family and at least one member of this family 
is its statutory body, or in which members of one family directly or indirectly 
exercise the majority of voting rights and at least one member of this family is 
a member of the statutory body of this business corporation. A family business 
corporation is also considered a business corporation in which most voting rights 
are exercised in favor of one family by a fund manager or a trust fund manager,
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if at the same time at least one member of this family is a member of the fund’s 
statutory body or a trust fund manager. 

2. A family business is a business in which at least two members of one family 
participate with their work or property and at least one of the members of this 
family holds a trade or other similar authorization or is authorized to do business 
based on another reason [30]. 

3. For the purposes of a family business, spouses or partners working together or 
with at least one of the spouses or partners and their relatives up to the third 
degree, persons with spouses or partners up to the second degree, and persons 
related in the direct line or siblings are considered members of one family. If there 
is a person among them who does not have full legal capacity, they are represented 
during voting by their legal representative, if they are minors, otherwise by their 
guardian.” 

4. Several non-binding definitions of family business have been created in the 
Republic of Poland. Many initiatives have been trying for many years to enforce 
this concept in binding legal regulations. Definitions are based on features that 
consider a family business as a business in which mutually related persons make 
strategic decisions and the aim of their activities is to pass the family business 
on to the next generation. In a family business, which is considered an economic 
unit with a registered legal form, at least two family members are involved in 
the management of the business and most of the capital of the family business is 
in the hands of the family. Several generations of the family are involved in the 
business. These joint entrepreneurs must be perceived as a family business and 
their main source of income is the income obtained from the business activity of 
the company [31, 32]. 

The Republic of Hungary also does not have an approved family business law or a 
legal definition of a family business. In the provision of subsidies for family farms, 
there was a partial definition of the term family farm. An active agricultural unit of 
a certain size is considered a family farm [33, 34]. The economic unit in question is 
either owned by the family, leased by the family, or used based on another title. It is 
essential that, in addition to the farmer (family member), at least one other family 
member is employed full-time. 

Another definition of a family business was created by the Budapest Business 
Development Center LAB at the Budapest University of Economics. According to 
this generally accepted definition, a family business is a business in which the family 
has an ownership stake of more than 51% or most voting rights are in the hands of 
the family, and this ensures their full control over the management of the business 
[15, 35]. 

There are different characteristics of family businesses based on different 
characteristics: 

(a) the founder or owner of the business considers his business to be a family 
business; 

(b) the goal of a family business is the reconciliation of management goals: 
management, business, ownership and family goals;
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(c) the family has the main influence on the ownership and management of 
enterprises; 

(d) active involvement of family members in business; 
(e) due to the connection between family and business, there is a typical emotional 

component in business; 
(f) founders must be good managers to be able to organize all management activities 

in the company; 
(g) The founders have their own vision to build a stable business in order to pass it 

on to the next generation; 
(h) Management goals of family businesses are long-term; 
(i) The development of the family business is sensitively intertwined with the 

development of the family; 
(j) The family business creates a family atmosphere in the internal structures of the 

company and in the workplace of the company [36]. 

The intertwining of work and private relationships in a family business is aptly 
illustrated by the following picture. 

Family businesses have family members as employees, but they can have non-
family members. This will also be reflected in managerial functions. A family has 
its own goals, and a business has its goals as well. Sometimes it is a problem that the 
goals overlap together [37]. 

The leading role in the management of a family business is held by the business 
owner or the founder of the business. He tries to manage events in the family business 
in such a way that the employees are loyal to the company’s goals and fulfill the goals. 
According to many authors, the overlap of ownership and managerial positions leads 
the enterprise to such interests as long-term survival and the search for long-term 
results. Loyalty to the company increases when employees feel like family members 
or do not feel as if they are “strangers” from management [38]. 

It is characteristic of family businesses that they tend to be based on a spiral 
of independent ties that starts at the bottom organizational layer of the company 
and continues to its very top. This spiral can be replaced over time by a certain 
type of employment in a family business, while this fact has a direct impact on the 
functionality of both the family and the business [39] (Fig. 1). 

The interests of the 

company

- profit 

Family interests – 

managerial understanding 

(goals also take family goals 

into account) 

Fig. 1 Family business—interests, relationships, and management goals. Source [12]
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3.2 Legislation in Slovakia on Family Business 

From July 1, 2023, Act No. 112/2018 Coll. on the social economy and social enter-
prises and the amendment of some laws, as amended, on the issue of family business 
in the Slovak Republic [40]. A family business and its basic defining features are 
defined, while a family business must be an entrepreneur according to the provisions 
of §2 paragraph 2 of the Commercial Code: 

(a) a person registered in the commercial register; 
(b) a person who does business on the basis of a trade license; 
(c) a person who does business on the basis of a license other than a trade license 

according to special regulations; 
(d) a natural person who carries out agricultural production and is registered in 

accordance with a special regulation [41]. 

The range of defined persons is further narrowed down to selected legal forms, 
which include business company, cooperative and natural person—entrepreneur. This 
postulates the fact that a family business cannot be an entity that was not primarily 
established for the purpose of doing business, or that would perform an economic 
activity that does not have the nature of business. A new independent legal form is 
not created for family businesses, but defining characteristics of a family business 
are established for subjects of existing legal forms. The second of the basic defining 
characteristics of a family business is the existence of family ties in a family business. 

3.3 The Family Business Model and the Czech Republic 

This basic definition is inspired by several views at the level of the European Union 
states, while the proposed provision is closest to the Czech definition of a family 
business, as it was adopted by Resolution of the Government of the Czech Republic 
dated May 13, 2019, no. 330 on the definition of a family business in the Czech 
Republic. Its essence is: 

a. majority exercise of voting rights in favor of members of one family, 
b. participation in the management of the company through the person of the 

statutory body as a family member, 
c. majority economic benefit of members of one family [42]. 

For the purposes of proving family ties, terms such as joint family or member of a 
joint family are used. Joint family members are defined as: spouses, relatives in the 
direct line, siblings and other persons related to each other up to the fourth degree 
and the spouses of these persons. The conditions under which development capital 
can enter a family business in the form of equity are determined, and it introduces a 
legal fiction where, with changed internal conditions, the business continues to meet 
the basic defining characteristics of a family business. The aim of such an adjustment
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is to enable equity financing in addition to own and bank (or other debt) financing. 
Furthermore, it was determined that a registered family business is a family business 
that has been registered in the register of family businesses, and a registered family 
business is a family business that has gone through the registration process and has 
been granted the status of a registered family business. A family business that carries 
out agricultural activities is a family farm. 

A characteristic feature of a family business is its Board as a collective body, whose 
internal organization and functioning are regulated by the Statute of the Board of 
a Family Business. The statute of the Family Business Council is approved by a 
business company, a cooperative or a natural person—an entrepreneur. The board of 
the family business mainly discusses: 

(a) long-term strategic direction of the family business; 
(b) family policy focused on the family business and the alignment of the goals of 

the family business and the goals of the family; 
(c) relations between the family and the family business, the rights and obligations 

of the members of the joint family in relation to the family business, the needs 
and requirements of the members of the joint family; 

(d) conditions for the admission of members of the joint family to the family 
business or the departure of members of the joint family from the family 
business; 

(e) succession and preparation of the next generation to take over the family busi-
ness, generational exchange of the statutory body or members of the statutory 
body and transfer of ownership or voting rights; 

(f) information related to the family business provided to members of the board of 
the family business [43]. 

The board of a family business has at least three members. Most board members 
of a family business are members of a joint family. The board of a family business 
can reach a decision if most of all members of the board of the family business are 
present and more than 50% of the members of the board of the family business are 
members of the joint family [44]. The board of the family business adopts decisions 
by a majority of the votes of the members of the board of the family business present. 
Each member of the board of the family business has one vote. The statute of the 
board of the family business can determine when a higher number of votes of the 
members of the board of the family business is needed to decide.
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4 Perspective of Family Businesses with Quality 
Management 

4.1 Family Business and Employee Management 

The owner must delegate authority in his family business. The introduction of 
management systems will subsequently increase the responsibility of employees. 
Employees will need more powers to do their jobs. The role of family businesses 
after they have delegated authority is to guide such managers who will act as their 
representatives [45]. 

It is also important to search for and employ new employees from an external 
environment. One of the advantages of well-run and managed family businesses is a 
group of young and promising employees. This group has two essential functions: 

(1) peers of the owners’ children, who compete with them for recognition and 
thereby stimulate their development; 

(2) a new generation entering managerial positions from the ranks of external 
potential employees. 

4.2 Family Business and Marketing Management 

Product development and innovation in family businesses are undergoing significant 
changes due to new technologies. Social media brings changes in relationships with 
customers and potential customers. Also, the new thinking of customers and the 
influence of wide-spectrum information bring new wishes and wishes of customers. 

Businesses, not only family ones, are having discussions on how to impress the 
customer, as it is increasingly difficult because customers are affected by the constant 
development of products. Another topic in marketing is how to sell, whether in 
brick-and-mortar stores or via e-shops. These controversies are a challenge for the 
future. Family businesses have one significant advantage over non-family businesses, 
namely that they have many years of continuous product development, innovation 
processes and stability on the market [43]. 

Some authors recommends adopting globalization processes in family businesses, 
but with an emphasis on the tradition of long-standing business. The author belongs 
to a family business that has been on the market since 1748 and the family business 
has gone through many social and political events [46–48]. 

All in all, we can conclude that a business needs quality management and leader-
ship to ensure the achievement of business goals to prosper and make a profit. It also 
needs at least a basic marketing strategy and the use of marketing communication 
mix and marketing mix tools. 

The public knows family businesses and their products by their trade name. We 
have already explained the definition of a business name in the first chapter. But let’s
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get back to product promotion management through the business name and form of 
the business. 

Owners or managers add to the product the so-called added value, which can be: 

1. tradition that constantly brings product improvement and higher product quality; 
2. know-how of product production, tradition in product production; 
3. certainty of a product complaint; 
4. management of product references through family members (for example 

advertising Rauch juices/Austria or Monini olive oil/Italy) [28]. 

A family business manages its publicity in order to achieve the greatest possible sale 
of its products or services. Among the most used management signs, we can mention 
the following: 

1. family business promotion management is also a business name, which is the 
name or name and surname of the founder of the business, for example, Deich-
mann, Raymond Weil, Dr. Oetker, Monini, Ford, Versace, L’oreal, Levi’s, Karl 
Lagerfeld, Tissot, Breitling. 

2. To manage the creation of a business name, the founder can also use an abbre-
viation of his first and last name, for example Hanwag-Joseph/Hans Wagner, 
Haribo—Hans Riegel from Bonn. 

3. The packaging of the product has a protective function for the product but also 
an informational and marketing nature. The following information is placed 
managerially on the product packaging: 

(a) handwritten signature of the founder of the family business (for example, 
Monini, Dr. Oetker, Wiliam Grant and Sons; 

(b) information from which country the family business or family is from (for 
example, Made in Germany, Made in Austria), this information is now very 
rare, as most family businesses move their production outside of Europe; 

(c) the year of establishment of the family business is stated mostly in the native 
language of the founder of the family business (e.g., seit/since 1820), the 
older the date of establishment, the higher the quality and expertise and 
know-how of the product and its management; 

(d) photo of the founder and family members; 
(e) signature of the founder of the family business (William Grant); 
(f) logo of a family business with a long tradition [49].
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5 Applying Quality Management to Improve 
the Functioning of the Family Business 

5.1 Effective Management for the Development of Family 
Business 

Mura and Stehlíková notes that a constant problem of small and medium-sized enter-
prises, and especially family enterprises, is managing all the activities of the manager 
“on his own” or under the direction of the family [50]. When starting a business, the 
wife’s help is welcome, even necessary. The owner must delegate authority. The 
introduction of management systems will subsequently increase the responsibility 
of employees. Employees will need more power to do their jobs. The role of family 
businesses after they have delegated authority is to guide such managers who will 
act as their successors [51]. The whole family is involved in the business process 
also to realize the economy of individual management activities. Therefore, family 
members usually take care of all activities themselves or try to hire other family 
members for managerial activities. 

When dividing managerial activities in a family business, for example, manage-
ment decisions can be made as follows: 

(a) the wife works in accounting or marketing, 
(b) children to various managerial activities, 
(c) one of the children is being prepared for the highest managerial position and 

later to take over the management of the family business. 

For the family business to avoid stagnation, a formal management system must be 
introduced in the company. Such systems reward, evaluate and inform employees. 
Without these systems, the manager is not able to manage the company. 

An example can be the family business of Emil Krajčík—101 Drogerie. 
Krajčíkovci belong to the constants of our ranking of family businesses. Emil Krajčík 
from Senice started his business in 1994. He started by selling cleaning and laundry 
products and other drugstore goods. He gradually managed to build one of the most 
famous drugstore chains in Slovakia. The first 101 Drogerie store was opened by 
Emil Krajčík in Nové Mesto nad Váhom. Today, the company has more than 200 
establishments throughout Slovakia. In one year, they grew by 20 new stores. For 
several years, Emil Krajčík also dedicated his son Matej, a former soccer player 
who played for several seasons in Slavia Prague and in the highest league compe-
tition in Italy for the club Reggina Calcio, to the family business. The founder of 
101 Drogerie is also developing the family agricultural business Emil Krajčík Agro, 
whose revenues reached almost two million euros last year and where his younger 
son Lukáš is also involved. His older son Matej should eventually take over the family 
business. Gradually, he gets to know the different departments of the company, but 
his father still has the main say in it [52].
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5.2 Managing a Family Business, an Example Based 
on Analysis 

Family businesses have a long-term, long-term advantage over other types of busi-
ness, largely because of their long-term goals and plans. They are mostly stable 
in terms of ownership and assets. Without stability, they would lose their manage-
rial priority [53]. A successful family business must be well managed. In a family 
business, quality management must ensure the following activities: 

1. Planning, 
2. Solving problems and conflicts, 
3. Leadership and education of the next generation, exchange of generations. 

The basis of good management of a family business is a functional leader [54]. It is 
also recommended to establish a family council, which will consult with the owner/ 
founder on various decisions regarding the family business. In family businesses, it 
is customary for family members to be in management positions—top management. 
But it doesn’t always have to be that way. If the family business is already established 
on the market, it can afford to appoint non-family members to the top management 
[55]. 

As an example, we will mention the Austrian family business Swarovski on July 
4, 2022, Alexis Nasard became the new CEO of Swarovski, one of the top 30 luxury 
brands in the world and one of the largest family companies in the German-speaking 
region [35]. He is the first director of the 127-year-old luxury company who does 
not come from one of the founding families. As the new CEO, Nasard will also take 
over the management of the home office in Wattens, Tyrol. For Swarovski, this is 
another milestone in the management of the transition from a family-run company to 
a family-owned company. In November 2022, Swarovski introduced its new Board 
of Directors, which for the first time has a majority of independent members. The 
Swarovski family will continue to actively shape the legacy of company founder 
Daniel Swarovski in the role of owners. In addition, the fifth generation, Markus 
Langes-Swarovski, Robert Buchbauer and Mathias Margreiter, have three members 
on the board of Swarovski. 

Managerial mistakes in family businesses 

The most common management error in family businesses occurs during the change 
of generations. Generational change means that two generations alternate—junior 
and senior—and the change affects both at the same time. The risk lies precisely in the 
clash of two generations. Founders or owners often see themselves as irreplaceable 
and don’t want to leave their position, and the next generation often wants to do 
things differently [56]. Mutual trust is therefore of the utmost importance, especially 
when handing over a family business. Another risk lies in the management of the 
timing of the generation change. Delaying or ignoring a basic succession plan causes 
problems.
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There are two extremes: 

1. the family business is handed over to the successor too early and the successor 
enters the business unprepared, or 

2. the senior does not care at all about his successor and his education is neglected. 

Both practices are equally harmful to the family business. Well-prepared succession 
planning therefore increases the probability of successfully handing over the family 
business to the next generation. 

According to Zehrer, generational change does not happen overnight, it should be 
seen as a managerial systematic process that begins as a gradual development and 
requires detailed planning [57]. When changing generations in a family business, it 
is not only important to consider the tax, corporate and financial aspects, but also 
the psychological and emotional aspects. The generational change has a very high 
emotional value because it touches on the basic questions of the business, but also 
the personal existence of the follower [58]. 

6 Conclusion 

6.1 Synopsis 

Listed family business 

A business that meets the conditions defined above can apply for inclusion in the 
register of family businesses. For this purpose, the Ministry of Labour, Social Affairs 
and Family (hereinafter referred to as “the Ministry”) will issue a form. The request 
is assessed by the Ministry. A business that will be included in the register will be 
able to use the designation “family business” or the abbreviation “r. p.” 

Registered family business 

In addition to a registered family business, the draft law also distinguishes a regis-
tered family business with the abbreviation r. r. Mr. To obtain the status of a regis-
tered family business, additional legal conditions must be met compared to a regis-
tered family business [59]. A registered family business must actually carry out an 
economic activity (only a formal entry in the relevant register is not enough), it must 
have its registered office in the territory of the Slovak Republic or another EU member 
state, it must be of good character (as well as its statutory body), it must not have 
committed the prohibition of illegal employment in period of three years prior to 
filing the application for registration, is not in bankruptcy, restructuring, liquidation 
and did not have the status of a registered family business revoked in the period of 
three years prior to filing the application for registration or was not legally decided 
not to grant the status of a registered business in the period of six months prior to 
filing the application [60].
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The application form is also determined by the ministry, which also assesses the 
application together with the attachments and verifies the fulfillment of the conditions 
and issues a certificate granting the status of a registered family business. 

The specifics of a registered family business should be the obligation to use at least 
15% of the profit after tax to strengthen its internal and external relations within a 
period of up to one year from the date of approval of the regular financial statements. 
Specifically, it can be the use of resources, e.g., for the education of family members, 
pension provision of family members, recreational stays of family members and 
employees, etc. or also to add to a special fund established for this purpose. The 
percentage parts of the profit intended for this purpose should be defined in the basic 
document, which is submitted to the Ministry as an attachment to the application for 
registration. The proposed framework with its theoretical foundations in construc-
tivist epistemology may be a starting point for developing enhanced models and 
improved approaches to overcome the limitations of traditional analytic-reductionist 
logic. 

6.2 Further Research 

The main problem of family businesses is the long-term issue of management and 
succession management. If family businesses ignore or neglect this area of devel-
opment, the chances of premature termination of the business increase sharply. The 
company must follow this process long-term preparation, from the decision on the 
successor, through gradual passing on experience to gradually taking over responsi-
bility. Or the management of a family business must think about management from 
an external environment. 

This situation is a good illustration of the problem when the expectations of 
family businesses differ significantly from the reality that occurs. In other words, 
family businesses don’t expect succession problems until they realize they started 
preparing too late. Another key factor that can have a significant impact on the future 
of family business is the introduction of digitization. Businesses around the world 
expect their digitization rate to increase from 33% in 2015–72% by 2020. The highest 
level of digitization is expected in the preparation and use of digital business plans 
and a portfolio of products and services. A similar growth in the penetration of digital 
technologies is also expected in customer access, marketing, and sales channels, and 
in the areas of horizontal and vertical chains. 

In this, we see calls for a better direction of the management of family businesses, 
that is, to choose the management of the company from its own human resources or 
to reach out to external human resources. 

Currently, Slovakia must focus mainly on the following areas of development 
education:
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• Introduce education aimed at supporting family businesses, especially in the envi-
ronment of universities, for example in the form of an independent one subject 
Family business;

• Initiate long-term cooperation between academic workplaces, research agencies 
and development centers;

• Promote and increase the level of cooperation of universities and colleges with 
by their students and their involvement in scientific research activities;

• Conduct training courses and prepare qualification materials, for example, 
through the simulation of business processes and situations for which potential 
entrepreneurs should be prepared;

• Prepare a manual with procedures for taking over the company by the following 
by generation;

• Regularly publish a professional magazine specialized in the field of family 
business and problems associated with it;

• Create a space for providing services to family startups businesses where 
they could meet with specialized consultants in individual areas of business— 
for example, accounting, succession, division of responsibilities in the family, 
development planning business;

• Establish an institution dedicated to the needs of family businesses and major the 
problems they have to face and the development of the best measures to support 
them;

• Promote the establishment of family businesses as a career option and form of 
self-realization;

• Motivate new generations to establish family businesses and develop incentive 
program for those who will have the courage to choose their own path. 
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42. Pavelek, O., Zajíčková, D.: Personal data protection in the decision-making of the CJEU before 
and after the Lisbon treaty. TalTech J. Eur. Stud. 11(2), 167–188 (2021). https://doi.org/10.2478/ 
bjes-2021-0020 

43. Von Boch, W.: Globalisieren mit Tradition. Orell Fuessli Verlag AG, Zurich (2007) 
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Network Approach to Linguistic Pattern 
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of Social Internet Services 

Solomiia Fedushko 

Abstract Gender is a determinant of online social behavior, and it is important to 
understand gender dynamics in online spaces. This study examines gender iden-
tification as a conceptual framework for analyzing the content of social internet 
services and explores the complex dynamics of social internet services, focusing on 
the significant influence of gender identification on digital interactions. By integrating 
gender analysis, this research aims to comprehensively understand user behavior, 
communication patterns, and intent in social internet services. The research provides 
insights into the role of gender in online discourse, contributes to the understanding 
of how spatial cues and gender dynamics shape communication in social internet 
services and provides insights into online interaction patterns. This paper focuses on 
analyzing gendered communication patterns through the lens of network models and 
descriptive statistics. The study examines two representations of network models— 
activity-arc and activity-vertex—and uses Python libraries for data analysis. The 
data set, divided into control and experimental groups, is numerically scaled, and 
descriptive statistics reveal remarkable insights. Examination of linguistic charac-
teristics reveals distinct differences between control groups F and M of users of 
social internet services. The study applies a matrix subtraction technique and uses 
network models to analyze communication characteristics across gender groups of 
users of social internet services. The results indicate differences in linguistic patterns 
between male and female groups of users of social internet services and represent 
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1 Introduction 

In the ever-evolving realm of social internet services, a wide variety of viewpoints 
and assessments converge to form an intricate web of dialogue, engagement, and 
correspondence. It is critical to acknowledge the complexities of these digital envi-
ronments, one of which is the significant impact of gender identification on the 
content produced in social internet services. It is imperative to incorporate gender 
analysis into the study of social internet services content to gain a holistic under-
standing of user behavior, communication trends, and the underlying intricacies of 
these communities. 

The advent of the digital age has bestowed upon individuals unparalleled prospects 
to express their viewpoints, participate in varied discussions, and establish connec-
tions with like-minded individuals. Yet the influence of gender on content production 
and consumption remains an important but understudied topic. Understanding how 
gender identification is incorporated into content analysis provides valuable insights 
into the various sociocultural, linguistic, and behavioral factors that influence online 
interactions. 

This research aims to investigate whether gender identification of the users of 
social internet services serve as a conceptual framework for analyzing the content 
of social internet services. Using sophisticated content analysis techniques, we aim 
to uncover the subtleties, linguistic irregularities, and communication trends that 
are influenced by users’ gender identities. The study of gendered communication 
dynamics in the digital realm is pertinent in light of the current state of digital 
communication. 

In addition to its academic significance, understanding gender differences in social 
media use is essential to understanding the intricate workings of online social inter-
actions. This knowledge has the potential to shape policy decisions and inform plat-
form design. Determine the effect that gender biases have on online players, prior 
research has examined player interactions and character development. By analyzing 
the participation of men and women in online activism and social movements, we aim 
to understand the extent to which gender biases influence discourse and perceptions. 
Our ultimate goal is to confront and correct these biases. 

The analysis of online dangers and difficulties faced by individuals, including but 
not limited to cyberbullying, harassment, and privacy violations, is a focal point. 

Gender-identifying online communication offers numerous benefits to consumers, 
such as personalized recommendations, gender-differentiated interaction, targeted 
advertising, and promoting principles of equality and inclusiveness. The utilization 
of gender data must adhere to ethical principles that safeguard the privacy of users 
and acknowledge the diverse array of gender identities and expressions. 

Profile data, textual content analysis, social media analysis, machine learning, 
visual content analysis, and surveys are all viable approaches to determining gender. 
However, no method can guarantee complete accuracy, so ethical and privacy 
concerns must take precedence.
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Software-dependent gender identification is critical in many areas, including 
advertising targeting and security. However, it is imperative to thoroughly examine 
the ethical concerns that arise from the collection and use of gender data, with an 
emphasis on complying with legal requirements and maintaining transparency in the 
operation of the tool. 

2 Related Work 

In the dynamic realm of Internet communication, it is of the utmost importance to 
comprehend the intricate impact that gender has on digital interactions. This section 
provides an overview of ongoing research that seeks to explore the impact of gender 
on communication and interaction in the digital environment. They highlight specific 
trends in the field, addressing issues such as gender differentiation in social media use, 
gender roles in online gaming, gender differences in digital activism, the interplay 
of the Internet and gender in business, and the crucial aspect of gender safety online. 

This study provides insights into the legal and policy aspects of online gender-
based violence, setting the foundation for understanding the challenges associated 
with online communication and gender issues. 

Barlińska et al. [1] investigated cyberbullying among adolescent bystanders, 
considering the role of communication medium, the form of violence, and empathy. 
This work contributes to understanding the dynamics of cyberbullying and its 
impact on adolescents, particularly emphasizing the role of communication in online 
aggression. 

Chai et al. [2] explored factors influencing bloggers’ knowledge sharing, investi-
gating these dynamics across genders. The findings shed light on how gender plays 
a role in knowledge sharing within online platforms, contributing to the broader 
understanding of online collaboration. 

Iosub et al. [3] delved into emotions in online collaboration, examining the inter-
sections of gender, status, and communication. This research provides valuable 
insights into the emotional aspects of online interactions, addressing the role of 
gender in shaping communication dynamics. 

Crocco et al. [4] investigated gender equity in social studies research on tech-
nology, focusing on the twenty-first century. By exploring the gender gap in social 
studies research, this study contributes to understanding gender disparities in the 
technological landscape. 

Guiller and Durndell [5] explored gender interactions in educational online discus-
sion groups. This work offers insights into how gender influences online educational 
discourse, contributing to the broader understanding of gender dynamics in online 
learning environments. 

Hartsell [6] conducted a descriptive analysis of gender and online communication, 
providing insights into online communication patterns across genders. This research 
contributes to understanding the role of gender in shaping online discourse.
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Kapidzic and Herring [7] revisited gender, communication, and self-presentation 
in teen chatrooms. This study sheds light on changes in patterns over time, 
contributing to a nuanced understanding of gender dynamics in teen online 
communication. 

Li [8] conducted a comprehensive review of gender and computer-mediated 
communication (CMC), mainly focusing on conflict and harassment. This review 
provides a foundational understanding of gender-related challenges in online 
communication. 

Li et al. [9] investigated the roles of emotional disclosures and gender cues in 
communicating social support online. This research contributes to understanding 
how gender influences the provision of social support in online environments. 

Manago et al. [10] explored self-presentation and gender on MySpace. The study 
contributes to understanding how individuals present themselves online, focusing on 
the role of gender in shaping online identity. 

Mansell and Raboy [11] comprehensively examined global media and commu-
nication policy. This handbook offers insights into the complex landscape of 
global media and communication, contributing to a broader understanding of policy 
implications. 

Marshall [12] discussed gender in online communication within the broader 
context of new literacies. This chapter provides insights into the intersection of gender 
and new literacies, contributing to the evolving field of digital communication. 

Owen et al. [13] investigated the effects of gender and preparation on the quality 
of communication in Internet support groups. The study contributes to understanding 
how gender and preparation influence communication dynamics in online support 
groups. 

Pavan [14] focused on internet intermediaries and online gender-based violence. 
This research contributes to understanding the role of internet intermediaries in 
addressing and preventing online gender-based violence. 

Prinsen et al. [15] explored gender-related differences in computer-mediated 
communication and computer-supported collaborative learning. The study 
contributes to understanding how gender influences collaborative learning in online 
environments. 

Royal [16] conducted a meta-analysis of journal articles intersecting issues of 
the Internet and gender. This meta-analysis provides a comprehensive overview of 
research on the intersection of internet use and gender, contributing to the broader 
understanding of gender dynamics in online spaces. 

Buchmüller et al. [17] applied a participatory design process to bridge the gender 
and generation gap in information and communication technology (ICT). This study 
contributes to understanding how participatory design processes address gender and 
generation gaps in ICT. 

Mishra et al. [18] proposed an automated model for sentimental analysis using an 
extended short-term memory-based deep learning model. This research contributes to 
sentiment analysis, providing an automated approach with deep learning techniques.
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Savicki and Kelley [19] examined gender and group composition in computer-
mediated communication. The study provides insights into how gender and group 
composition influence communication dynamics in online settings. 

Korobiichuk et al. [20] explored methods of determining information support for 
web community users’ personal data verification systems. This study contributes to 
understanding information support systems for verifying users’ personal data in web 
communities. 

Sethna et al. [21] investigated the influence of user-generated content on online 
shopping, specifically examining the impact of gender on purchase behavior, trust, 
and intention to purchase. This study examines how user-generated content influences 
online consumer behavior, focusing on gender differences. 

Juyal et al. [22] proposed an enhanced approach to recommend data structures 
and algorithm problems using content-based filtering. This research contributes to 
recommendation systems, providing an advanced method for suggesting relevant 
problems based on individual preferences. 

Abafogi [23] focused on boosting Afaan Oromo Named Entity Recognition with 
multiple methods. This study contributes to natural language processing, showcasing 
the application of various methods to enhance the recognition of named entities in 
the Afaan Oromo language. 

Sichler and Prommer [24] explored gender differences within the German-
language Wikipedia. This study provides insights into gender participation and 
contributions to German Wikipedia. 

Kavoura and Stavrianea [25] investigated the characteristics and gender differ-
ences of online travel community members in social media concerning following 
and belonging. The research contributes to understanding the dynamics of online 
travel communities, particularly considering gender-related aspects. 

Asmus et al. [26] analyzed linguistic features of gender differences in blog 
communication. This study offers insights into how language choices vary between 
genders in the context of blogging, contributing to the understanding of gendered 
communication patterns. 

Guiller and Durndell [27] examined students’ linguistic behavior in online 
discussion groups, focusing on the influence of gender. The findings contribute to 
understanding how students express themselves linguistically in online educational 
settings, considering gender dynamics. 

Thelwall et al. [28] applied data mining techniques to analyze emotion in social 
network communication, exploring gender differences on MySpace. This research 
contributes to understanding the role of emotions and gender in shaping online 
communication. 

Zhang and Fu [29] investigated privacy management and self-disclosure on 
social network sites, exploring the moderating effects of stress and gender. This 
study contributes to understanding how individuals manage privacy and disclose 
information online, considering the influence of gender.
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Rollero et al. [30] explored whether men post and women view in the context 
of online social activity. This research provides insights into gender differences in 
online social behaviors, shedding light on the roles of men and women in online 
communication. 

Chai et al. [31] investigated the effect of communication on college students’ 
online decisions, focusing on gender differences. The study contributes to under-
standing how gender influences decision-making processes in online environments, 
specifically in college students’ context. 

Suzuki [32] analyzed gender-linked differences in informal arguments within an 
online newspaper. This research provides insights into how gender shapes informal 
argumentation in online journalistic contexts, contributing to understanding gender 
dynamics in online discourse. 

Hargittai and Shaw [33] explored the skills gap in contributions to Wikipedia, 
considering internet know-how and gender. The study contributes to understanding 
how internet skills and gender intersect in differentiated contributions to collaborative 
online platforms, mainly Wikipedia. 

Sultan et al. [34] developed a machine-learning model for cyberbullying detection 
from social-media images or screenshots with optical character recognition. This 
study contributes to the field of cybersecurity, providing an automated approach to 
identifying instances of cyberbullying. 

Saha and Kumar [35] focused on emoji prediction using emerging machine-
learning classifiers for text-based communication. The study contributes to under-
standing the application of machine learning in predicting user expressions in online 
text communication, particularly in the context of emojis. 

Teso et al. [36] applied text-mining techniques to analyze discourse in eWOM 
communications from a gender perspective. This research contributes to under-
standing how text mining unveil gender-related patterns in online communication, 
specifically in the context of electronic word-of-mouth. 

Wu et al. [37] explored communication in virtual environments, investigating 
the influence of spatial cues and gender on verbal behavior. The study contributes 
to understanding how spatial cues and gender dynamics shape communication in 
virtual spaces, providing insights into online interaction patterns. 

Zolduoarrati and Licorish [38] discussed the importance of promoting gender 
tolerance and inclusivity in software engineering communities. The work contributes 
to understanding the importance of fostering inclusivity and gender tolerance in social 
internet services related to software engineering. 

These emerging trends underscore the growing importance of gender issues in 
online communication. The following sections examine methods for determining 
gender in online communication, the potential benefits of software-based gender 
identification, and the ethical considerations associated with using gender data.
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3 Results 

Identifying the gender of online users offers several advantages to consumers. Online 
services use gender information to provide customized recommendations, content, 
or features that cater to users’ interests and needs. Some services modify their inter-
action and presentation of information to enhance a particular user’s understanding 
and comfort based on their gender identification. Advertisers create more targeted 
and effective advertising campaigns and provide more relevant information to users 
by using gender data. Certain online platforms use gender data to promote greater 
equality and inclusion by ensuring equal access and representation of different gender 
groups in the digital environment. To create a more diverse online environment and 
accommodate users who wish to define their gender identity, online services must use 
appropriate gender references and other relevant parameters. However, it is essential 
to adhere to ethical principles, protect user privacy, and recognize the wide range of 
gender identities and expressions while using gender data. 

Determining the gender of users of social internet services can be done using 
various methods, and many of them reflect a wide range of approaches and accuracy. 
Below are some of the main methods for determining gender: 

– Profile data. Many users indicate their gender in their profile. However, this infor-
mation may be incomplete or inaccurate; users may provide false information or 
leave this field blank. 

– Analyzing textual content. Natural Language Processing techniques are used to 
analyze textual content generated by a user. Algorithms consider language usage, 
communication style, and the use of certain words and phrases to determine gender 
identity. 

– Social media analysis. Incorporating data from social media sites such as 
Facebook, Reddit, X, or Instagram can help determine gender based on user 
information in their profiles, photos, statements, etc. 

– Machine learning. The algorithms of machine learning are used to analyze a wide 
range of factors that indicate gender, such as language style, frequency of use of 
certain words, geographic data, etc. 

– Network model. Utilizing a network model involves assessing the user’s connec-
tions and interactions within a network. This method examines the relationships 
between users, considering patterns and associations that may reveal gender 
information. Network models can capture the social structure and connections, 
contributing to gender determination. 

– Analysis of visual content. Gender determination also considers analyzing photos 
included in a user’s profile. Facial and feature recognition algorithms highlight 
certain features that indicate gender identity. 

– Surveys and questionnaires. Some services may use a direct question about gender 
identity in their surveys or questionnaires. 

Network models are used for gender-identifying online communication of users of 
social internet services because they provide insights into social structure, pattern
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recognition, community influence, contextual understanding, behavioral analysis, 
privacy considerations, adaptability to evolving identities, and enhanced accuracy. 
These models help understand relationships, patterns, and associations within social 
internet services, enabling a more comprehensive analysis of how gender identi-
ties are expressed and perceived. They also provide context for understanding user 
behavior of social internet services, allowing for the extraction of behavioral features 
indicative of the gender identity of users of social internet services. Network models 
also be complementary when integrated with other methods like textual analysis or 
visual content analysis, enhancing overall accuracy. 

Network models are a very convenient tool for describing, analyzing, and opti-
mizing projects, as they are a type of oriented (directed) graphs consisting of arcs and 
vertices. Sometimes, events that determine the start and end of individual activities 
play the role of graph vertices, and arcs, in this case, correspond to activities. Graphs 
of this type are called “activity-arc,” and the corresponding network model is called 
the network model with activities on arrows (AOA) [39]. Most project management 
systems do not currently support this outdated model. It is possible that in a network 
model, the graph’s vertices are activities, and the arcs reflect the correspondence 
between the end of one activity and the beginning of the next. Graphs of this type are 
called “activity-vertex,” and the corresponding network model is called a network 
model with activities on nodes (AON) [40]. Microsoft Project implements this type 
of model. In the translation literature, activities are often called tasks (this is a more 
accurate translation of the term task). For the purposes of this methodological guide, 
to avoid misinterpretation of the Microsoft Project user interface, the term “task” 
will be used in part related to the direct work with this software product. 

The following types of work are distinguished: 

• simple 
• event (work with zero duration, work—milestone) 
• total (consisting of many works of any kind embedded in it). 

This paper will consider two basic representations of network models: a network 
graph and a timeline. Let us take a closer look at them. 

A network graph is a graphical representation of a network model’s structure on 
a plane. We used the Python libraries pandas, numpy, matplotlib, and seaborn to 
conduct this study and uploaded the dataset [41] to the Jupyter Notebook analytics 
development and analysis environment (Fig. 1).

Categorized the data set into 3 categories and converted them to NumPy format: 

• Control group (F, M). 
• Experimental group (F1, M1). 
• All observations. 

Defined functions for numerical scaling (MinMaxScaler and Standardization). 
The data was scaled using MinMaxScaler [42]. Converted the values of all 

observations to the interval [0; 1]. 
We found the descriptive statistics of the resulting set of numerical values (Fig. 2).
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Fig. 1 Data loaded into the workspace

Fig. 2 Calculation of descriptive statistics 

After analyzing the descriptive statistics, we made the following conclusions about 
the dataset [41]: 

• The number of observations for each group is 48, which is expected. 
• We notice that females (F and F1) tend to have higher mean values compared to 

male groups (M and M1). 
• The standard deviation in the control group for both genders remains almost 

the same. However, in the experimental group, F1 has a slightly larger standard 
deviation than M1. This means that F1 values have a higher dispersion, while M1 
values are closer to the statistical mean of all numerical values and slightly less 
distributed compared to F1. 

• The minimum and maximum values are the same and are 0 and 1, respectively. It 
would be interesting to find out what factors these values correspond to. 

• According to the percentiles, women in the control group have higher values than 
men. However, we do not observe such a big difference in the experimental group. 
For example, for the 25th and 75th percentiles, F1 has higher results, but for the 
50th percentile, M1 is superior to F1. This is an indicator that M1 scores higher 
than F1 on some factors. 

• Visualizing the data using box plots and swarm plots would be appropriate.
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Fig. 3 Distribution of numerical values of different data groups of social internet services users 

We visualized all the numerical values using a combination of box plots and swarm 
plots. The graph with the distribution of numerical values of all groups of users of 
social internet services is shown below (Fig. 3). 

The following conclusions are currently available: 

• It can be confirmed that F and F1 have slightly higher scores than M and M1. 
• Although the difference between F1 and M1 is negligible, it was evident between 

the M and F groups. 
• It is worth investigating the deviations and determining at what levels different 

linguistic factors exist for the groups analyzed. 

Further work is needed to investigate the difference between the linguistic charac-
teristics of groups F and M of users of social internet services. The following key 
characteristics should be highlighted for a better understanding of the process: 

• F and M are the control groups. 
• Find the difference between the values of F and M of users of social internet 

services. 
• Accordingly, if the resulting value of this subtraction operation for a certain 

communication characteristic is negative, group M has a higher indicator, and 
group F has a lower indicator. 

• Accordingly, the lower the value obtained, the higher the score for group M. And 
vice versa, the higher the value, the lower the score for group M than for group F. 

The result of the calculations is the matrix shown in the graph below (Fig. 2). The 
data was “filtered” to certain thresholds to determine which indicators of one group 
differed most from those of the other and the most similar ones. It is important to
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Fig. 4 The matrix after subtraction of F and M 

note that we worked with normalized numerical values that fall within the interval 
[0; 1]. The following thresholds were selected: 

• value ≤ −0.8 is the lower threshold value for identifying those characteristics that 
have high values in group M but low values in group F 

• value ≥ 0.8 is the upper threshold value for identifying characteristics with low 
values in group M but high values in group F. 

• the value in [−0.1; 0.1] is the threshold for identifying the most similar 
characteristics in both groups (Fig. 4). 

The results were exported to separate Excel spreadsheets for further study. It is 
advisable to make similar comparisons between the control and experimental groups 
of users of social internet services. Thresholds can be modified. 

The characteristics with higher values in the M group of users of social internet 
services than specific characteristics of the F group are shown in the table below. After 
analyzing this data, we draw the following conclusions: Men in the control group 
have very high values of the characteristics (Agreement, Time links, Indication of a 
person, event, etc.) of users of social internet services. 

In contrast, these indicators are significantly lower in the female control group of 
users of social internet services. They are highlighted in Table 1.

There is no agreement among women’s scores, which indicates that this indicator 
is likely to have a value close to the control group of men or at a similar level. 

The Table 1 allows us to assess those characteristics with low values in the control 
group of women. 

More than 20 unique characteristics in the female control group have relatively 
low scores, while 3 unique characteristics in the male control group have the highest 
possible scores. 

The characteristics with higher values in the F group of users of social internet 
services than certain characteristics of the M group are shown in the table below. 
After analyzing this data, we can draw the following conclusions: 

In the control group of women, the following characteristics are very high: Lack 
of Confidence, Agreement, Axiological modal judgments, and Politeness.
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Table 1 Communication characteristics with a lower threshold value (sontrol group of male 
characteristics) 

Female features Male features Difference Female values Male values 

Time links Agreement −0.86821 0.131789 1 

Affirmation Agreement −0.81176 0.188242 1 

Order Agreement −0.87794 0.122056 1 

Long words Agreement −0.89546 0.104536 1 

Profanity Agreement −0.83901 0.160989 1 

Reference to quantity, 
size 

Agreement −0.85458 0.145416 1 

Indication of a 
person, event, etc 

Agreement −0.9344 0.065602 1 

Indication of a person 
who speaks for 
themselves 

Agreement −0.90325 0.096749 1 

Verbal fillers Agreement −0.91882 0.081176 1 

Idioms and 
Phraseology 

Time links −0.84137 0.013043 0.854413 

Idioms and 
phraseology 

Indication of a person, 
event, etc 

−0.80497 0.013043 0.818016 

Idioms and 
phraseology 

Agreement −0.98696 0.013043 1 

Spatial language Time links −0.80828 0.046136 0.854413 

Spatial language Agreement −0.95386 0.046136 1 

Euphemisms Time links −0.80244 0.051976 0.854413 

Euphemisms Agreement −0.94802 0.051976 1 

Geographical 
references 

Time links −0.83164 0.022776 0.854413 

Geographical 
references 

Agreement −0.97722 0.022776 1 

Oaths Time links −0.85441 0 0.854413 

Oaths Indication of a person, 
event, etc 

−0.81802 0 0.818016 

Oaths Agreement −1 0 1 

Contrasting Agreement −0.83706 0.162936 1 

Paraphrasing Time links −0.84332 0.011096 0.854413 

Paraphrasing Indication of a person, 
event, etc 

−0.80692 0.011096 0.818016 

Paraphrasing Agreement −0.9889 0.011096 1 

Indirect orders and 
requests 

Agreement −0.82149 0.178509 1 

Impersonal 
expressions 

Agreement −0.82344 0.176562 1

(continued)
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Table 1 (continued)

Female features Male features Difference Female values Male values

Direct quoting Agreement −0.91493 0.085069 1 

Elliptical sentences Agreement −0.83512 0.164882 1

The same characteristics of the control male group are highlighted in yellow for 
comparison purposes. This is only a unique characteristic—lack of confidence, which 
equals 0.090082 in the male group. While in the female group, this value is higher 
and amounts to 0.844267. 

Such characteristics as agreement, axiological modal judgments, and politeness 
are not present in Table 2. This indicates that the male control group of users of social 
internet services is not very low, and the difference between them and the female 
indicators is less than the upper threshold.

The Table 2 allows us to assess those characteristics with low values in the control 
group of men. 

More than 27 unique characteristics in the male control group of users of social 
internet services have relatively low scores, while 4 unique characteristics in the 
female control group of users of social internet services have the highest scores; 
among them, Politeness is the leader. 

The characteristics with similar values in control groups F and M of users of social 
internet services are shown in the table below. After analyzing this data, we can draw 
the following conclusions: 73 observations confirmed similar characteristics between 
the male and female control groups of users of social internet services. If we look 
at the descriptive statistics of this dataset (Fig. 5), they are almost identical for the 
groups of men and women.

The 40 unique characteristics of the control group of men and the 33 unique 
characteristics of the control group of women are similar in value. 

Table 3 does not include cases where two identical characteristics of men and 
women have very close values.

The ten characteristics with the closest values are highlighted separately in Table 4 
below.

Software-based gender identification is essential in fields [43] as diverse as adver-
tising, social media, security services, online stores, law enforcement, and sociology. 
It allows advertisers to customize campaigns based on audience gender, analyze user 
profiles for gender-specific recommendations, and detect potential threats. Special-
ized agencies use it for investigative purposes, online stores optimize interfaces for 
different genders, law enforcement uses it to identify threats, and sociologists analyze 
large amounts of data to study digital gender trends. The ethical issues are addressed 
to protect users’ privacy and confidentiality while complying with legal requirements 
and maintaining transparency. 

Further exploration of the data will allow us to find additional patterns and study 
the specifics of communication between men and women on the Internet.
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Table 2 Communication characteristics with a lower threshold value (sontrol group characteristics 
of women) 

Female features Male features Difference Female values Male values 

Lack of confidence Verbal fillers 0.839717 0.844267 0.00455 

Lack of confidence Idioms and phraseology 0.844267 0.844267 0 

Lack of confidence Reinforced meaning 0.817879 0.844267 0.026388 

Lack of confidence Mentioning of past 
events 

0.825159 0.844267 0.019108 

Lack of confidence Expression of support 0.80878 0.844267 0.035487 

Lack of confidence Contrasting 0.821519 0.844267 0.022748 

Lack of confidence Direct quoting 0.839717 0.844267 0.00455 

Axiological modal 
judgments 

Verbal fillers 0.800784 0.805334 0.00455 

Axiological modal 
judgments 

Idioms and phraseology 0.805334 0.805334 0 

Axiological modal 
judgments 

Direct quoting 0.800784 0.805334 0.00455 

Politeness Apology 0.811647 1 0.188353 

Politeness answer evasion 0.909918 1 0.090082 

Politeness Order 0.855323 1 0.144677 

Politeness Long words 0.853503 1 0.146497 

Politeness Adjective expressions 
without semantic 
meaning 

0.846224 1 0.153776 

Politeness Conditionality of 
actions 

0.955414 1 0.044586 

Politeness Indication of a person 
who speaks for 
themselves 

0.846224 1 0.153776 

Politeness Verbal fillers 0.99545 1 0.00455 

Politeness Idioms and phraseology 1 1 0 

Politeness Lack of confidence 0.909918 1 0.090082 

Politeness Accentuation 0.820746 1 0.179254 

Politeness Reinforced meaning 0.973612 1 0.026388 

Politeness Euphemisms 0.873521 1 0.126479 

Politeness Indication on multiple 
interlocutors 

0.855323 1 0.144677 

Politeness Reduced-caressing 
forms 

0.920837 1 0.079163 

Politeness Mentioning of past 
events 

0.980892 1 0.019108 

Politeness Exclamatory intonation 0.818926 1 0.181074 

Politeness Expression of support 0.964513 1 0.035487

(continued)
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Table 2 (continued)

Female features Male features Difference Female values Male values

Politeness Contrasting 0.977252 1 0.022748 

Politeness Paraphrasing 0.915378 1 0.084622 

Politeness Indirect orders and 
requests 

0.933576 1 0.066424 

Politeness Implication 0.904459 1 0.095541 

Politeness Meaningless 
expressions 

0.917197 1 0.082803 

Politeness Questions 0.951774 1 0.048226 

Politeness Separation sentence 0.917197 1 0.082803 

Politeness Direct quoting 0.99545 1 0.00455 

Politeness Justification 0.946315 1 0.053685 

Agreement Answer evasion 0.851518 0.9416 0.090082 

Agreement Conditionality of 
actions 

0.897014 0.9416 0.044586 

Agreement Verbal fillers 0.937051 0.9416 0.00455 

Agreement Idioms and phraseology 0.9416 0.9416 0 

Agreement Lack of confidence 0.851518 0.9416 0.090082 

Agreement Reinforced meaning 0.915213 0.9416 0.026388 

Agreement Euphemisms 0.815122 0.9416 0.126479 

Agreement Reduced-caressing 
forms 

0.862437 0.9416 0.079163 

Agreement Mentioning of past 
events 

0.922492 0.9416 0.019108 

Agreement Expression of support 0.906113 0.9416 0.035487 

Agreement Contrasting 0.918852 0.9416 0.022748 

Agreement Paraphrasing 0.856978 0.9416 0.084622 

Agreement Indirect orders and 
requests 

0.875176 0.9416 0.066424 

Agreement Implication 0.846059 0.9416 0.095541 

Agreement Meaningless 
expressions 

0.858798 0.9416 0.082803 

Agreement Questions 0.893374 0.9416 0.048226 

Agreement Separation sentence 0.858798 0.9416 0.082803 

Agreement Direct quoting 0.937051 0.9416 0.00455 

Agreement Justification 0.887915 0.9416 0.053685
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Fig. 5 Descriptive statistics of numerical values with minimal difference between men and women 
in the control groups

Previous studies on the gender dimensions of online communication have 
provided valuable insights, but there are gaps in the current literature. These include 
a lack of research on the communication patterns and experiences of individuals 
with different gender identities, cultural variations in gendered communication, and 
the evolutionary trajectory of gendered online communication. A longitudinal study 
could provide significant insights into the intricacies of gendered communication by 
identifying developments, trends, or emerging patterns over different time intervals. 
The researchers provide a cursory examination of how gender intersects with socioe-
conomic status, race, and ethnicity, but more research is needed to understand how 
these intersecting identities affect individuals’ online experiences. There is a lack 
of literature on the potential dangers and ethical dilemmas of collecting and using 
gender data, and more research is needed on privacy, data security, and the ethical 
use of gender data in digital environments. 

There is a lack of literature on cases of empowerment and positive aspects of online 
platforms, such as facilitating constructive gender-related endeavors, activism, and 
community development. By incorporating these research areas into future efforts, 
we can improve our comprehensive and nuanced understanding of the complex 
relationship between gender and digital communication.
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Table 3 Communication characteristics with characteristics at the same level 

Female features Male features Difference Female 
values 

Male 
Values 

Apology Elliptical sentences −0.00821 0.454935 0.463148 

Time links Euphemisms 0.00531 0.131789 0.126479 

Affirmation Apology −0.00011 0.188242 0.188353 

Affirmation Accentuation 0.008988 0.188242 0.179254 

Affirmation Exclamatory intonation 0.007168 0.188242 0.181074 

Order Euphemisms −0.00442 0.122056 0.126479 

Long words Implication 0.008994 0.104536 0.095541 

Profanity Adjective expressions 
without semantic meaning 

0.007213 0.160989 0.153776 

Profanity Indication of a person who 
speaks for themselves 

0.007213 0.160989 0.153776 

Adjective expressions 
without semantic meaning 

Affirmation −0.00555 0.495815 0.501365 

Conditionality of actions Spatial language −0.00705 0.221335 0.228389 

Conditionality of actions Objections 0.003865 0.221335 0.21747 

Sports-political, 
automobile 
technological-innovative 
vocabulary 

Politeness −0.00799 0.318668 0.326661 

Reference to quantity, size Order 0.000739 0.145416 0.144677 

Reference to quantity, size Long words −0.00108 0.145416 0.146497 

Reference to quantity, size Adjective expressions 
without semantic meaning 

−0.00836 0.145416 0.153776 

Reference to quantity, size Indication of a person who 
speaks for themselves 

−0.00836 0.145416 0.153776 

Reference to quantity, size Indication on multiple 
interlocutors 

0.000739 0.145416 0.144677 

Indication of a person, 
event, etc 

Indirect orders and 
requests 

−0.00082 0.065602 0.066424 

Indication of a person who 
speaks for themselves 

Answer evasion 0.006667 0.096749 0.090082 

Indication of a person who 
speaks for themselves 

Lack of confidence 0.006667 0.096749 0.090082 

Indication of a person who 
speaks for themselves 

Implication 0.001208 0.096749 0.095541 

Verbal fillers Answer evasion −0.00891 0.081176 0.090082 

Verbal fillers Lack of confidence −0.00891 0.081176 0.090082 

Verbal fillers Reduced-caressing forms 0.002013 0.081176 0.079163 

Verbal fillers Paraphrasing −0.00345 0.081176 0.084622

(continued)



158 S. Fedushko

Table 3 (continued)

Female features Male features Difference Female
values

Male
Values

Verbal fillers Meaningless expressions −0.00163 0.081176 0.082803 

Verbal fillers Separation sentence −0.00163 0.081176 0.082803 

Idioms and Phraseology Verbal fillers 0.008493 0.013043 0.00455 

Idioms and Phraseology Mentioning of past events −0.00607 0.013043 0.019108 

Idioms and Phraseology Contrasting −0.00971 0.013043 0.022748 

Idioms and Phraseology Direct quoting 0.008493 0.013043 0.00455 

Spatial language Conditionality of actions 0.00155 0.046136 0.044586 

Spatial language Questions −0.00209 0.046136 0.048226 

Spatial language Justification −0.00755 0.046136 0.053685 

Politeness Agreement 0 1 1 

Reinforced meaning Geographical references 0.006136 0.423788 0.417652 

Euphemisms Conditionality of actions 0.00739 0.051976 0.044586 

Euphemisms Questions 0.00375 0.051976 0.048226 

Euphemisms Justification −0.00171 0.051976 0.053685 

Geographical references Reinforced meaning −0.00361 0.022776 0.026388 

Geographical references Mentioning of past events 0.003668 0.022776 0.019108 

Geographical references Contrasting 2.80E−05 0.022776 0.022748 

Reduced-caressing forms Oaths 0.008221 0.260269 0.252047 

Oaths Verbal fillers −0.00455 0 0.00455 

Oaths Idioms and phraseology 0 0 0 

Oaths Direct quoting −0.00455 0 0.00455 

Mentioning of past events Politeness −0.00799 0.318668 0.326661 

Contrasting Adjective expressions 
without semantic meaning 

0.009159 0.162936 0.153776 

Contrasting Indication of a person who 
speaks for themselves 

0.009159 0.162936 0.153776 

Paraphrasing Verbal fillers 0.006546 0.011096 0.00455 

Paraphrasing Mentioning of past events −0.00801 0.011096 0.019108 

Paraphrasing Direct quoting 0.006546 0.011096 0.00455 

Indirect orders and 
requests 

Apology −0.00984 0.178509 0.188353 

Indirect orders and 
requests 

Accentuation −0.00075 0.178509 0.179254 

Indirect orders and 
requests 

Exclamatory intonation −0.00256 0.178509 0.181074 

Impersonal expressions Accentuation −0.00269 0.176562 0.179254 

Impersonal expressions Exclamatory intonation −0.00451 0.176562 0.181074

(continued)
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Table 3 (continued)

Female features Male features Difference Female
values

Male
Values

Clarifications Oaths 0.008221 0.260269 0.252047 

Discussion of current 
problems and topical 
issues 

Spatial language −0.00705 0.221335 0.228389 

Discussion of current 
problems and topical 
issues 

Objections 0.003865 0.221335 0.21747 

Questions Sports-political, 
automobile 
technological-innovative 
vocabulary 

−0.00159 0.780027 0.78162 

Questions Discussion of current 
problems and topical 
issues 

−0.00159 0.780027 0.78162 

Separation sentence Modal constructions 0.000473 0.308935 0.308462 

Separation sentence Socio-family language 0.007752 0.308935 0.301183 

Direct quoting Answer evasion −0.00501 0.085069 0.090082 

Direct quoting Lack of confidence −0.00501 0.085069 0.090082 

Direct quoting Reduced-caressing forms 0.005906 0.085069 0.079163 

Direct quoting Paraphrasing 0.000447 0.085069 0.084622 

Direct quoting Meaningless expressions 0.002267 0.085069 0.082803 

Direct quoting Separation sentence 0.002267 0.085069 0.082803 

Humor Mention of emotions and 
feelings 

−0.00292 0.396535 0.399454 

Justification Clarifications −0.00854 0.338135 0.346679

4 Conclusions 

This research paper highlights the importance of identifying the gender of online 
users and its various benefits for consumers and online services. The paper examines 
various methods of gender identification, with a particular focus on network models 
that have proven effective in understanding online communication patterns and asso-
ciations. The analysis of a dataset is carried out by providing descriptive statistics and 
visualizations. The comparison between control groups (F and M) of users of social 
internet services and experimental groups (F1 and M1) reveals exciting insights into 
the linguistic characteristics associated with gender. Women tend to score higher on 
certain communication traits, while men show strengths in other aspects. 

The research extends to identifying specific communication traits with signifi-
cant gender differences. Tables and graphs illustrate the differences, allowing for a
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Table 4 Ten characteristics with the lowest level of deviation 

Female features Male features Difference Female values Male values 

Indication of a person, 
event, etc 

Indirect orders and 
requests 

−0.00082 0.065602 0.066424 

Indirect orders and 
requests 

Accentuation −0.00075 0.178509 0.179254 

Affirmation Apology −0.00011 0.188242 0.188353 

Politeness Agreement 0 1 1 

Oaths Idioms and 
phraseology 

0 0 0 

Geographical 
references 

Contrasting 2.80E−05 0.022776 0.022748 

Direct quoting Paraphrasing 0.000447 0.085069 0.084622 

Separation sentence Modal constructions 0.000473 0.308935 0.308462 

Reference to quantity, 
size 

Order 0.000739 0.145416 0.144677 

Reference to quantity, 
size 

Indication on multiple 
interlocutors 

0.000739 0.145416 0.144677

nuanced understanding of how linguistic features differ between male and female 
online communication. 

The importance of software-based gender identification of users of social internet 
services in diverse settings and acknowledging the ethical considerations surrounding 
user privacy and transparency are discussed. Additional data exploration is necessary 
to discern additional patterns and comprehend the complexities of gendered online 
communication. Through the provision of an exhaustive examination of the complex 
correlation between generation and digital communication of users of social internet 
services, this paper establishes a foundation for subsequent investigations in this 
dynamic domain. 
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Abstract The purpose of the study is to examine the impact of the coronavirus 
pandemic on SMEs, with a particular focus on their customer centricity. In the 
theoretical approach, we explore role and importance of customer centricity, as 
well as changes in buying behavior, using scientific literature. In primary research 
phase, based on questionnaire survey, we present the effects of the pandemic using 
various statistical methods, with specific focus on corporate reliability, customer re-
engagement, and encouraging repeat purchases. We can conclude that the more atten-
tion a company pays to reliability, the easier it can persuade customers to purchase 
their services and/or products. Companies that have experienced a crisis situation to 
a large extent are heavily focused on re-engaging their existing customers for repeat 
purchases. Companies that believe it is more challenging to persuade customers after 
the COVID-19 pandemic are looking to introduce new marketing tools in the hope 
of incentivizing purchases. 
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1 Introduction 

The coronavirus pandemic has fundamentally changed the lives of both businesses 
and individuals. In most cases, uncertainty dominated the lives and everyday routines 
of businesses and employees alike [1]. The pandemic often forced participants in 
the economy to adapt to changes. It is important to highlight that, in addition to 
customers, companies also had to prioritize the health protection of their employees. 
The outbreak had negative impact on both consumer and business confidence, poten-
tially resulting in reduced consumption and investment. As a result, many compa-
nies struggled to adjust to the new circumstances. Since the pandemic significantly 
affected the daily lives of various economic actors, including households, it can be 
said that both demand and consumer behavior underwent significant changes. For 
companies aiming to adapt more quickly to the newly emerging market situation, it 
was necessary to closely monitor the dynamically shifting consumer needs. In order 
for organizations to achieve maximum growth and maximize their sustainability, 
it has been and will continue to be crucial to rethink their operational strategies. 
According to study by Dore et al. [2], customer experience has become extremely 
important nowadays. Companies have generally approached the desired customer 
experience by creating seamless and convenient customer journeys, allowing them 
to better meet their customers’ needs. Organizations will make much greater efforts 
to satisfy their customers’ primary needs. Building on this, customer centricity has 
become a key issue during the pandemic and is expected to continue to strengthen 
even after the pandemic. Various needs have intensified. If companies fail to meet 
them, there is a high likelihood of decline in the customer base. To retain customers, 
continuous monitoring of the evolving situation, introduction of new marketing tools, 
and implementation of strategies have become crucial. According to Engidaw [3], 
the most characteristic trend among small businesses during the pandemic was the 
utilization of internet-based opportunities. In reality, the tools offered by the internet 
served as a lifeline for small businesses, enabling them to ensure their operations. 
However, according to the OECD report [4], SMEs were particularly vulnerable to 
the shocks caused by the pandemic, as they were overrepresented in sectors such as 
tourism and other services that were heavily impacted. Several significant studies 
have demonstrated that SMEs were greatly affected during the pandemic [5, 6]. 
Based on this, our thesis examines the main tools utilized by companies to ensure 
successful sales and strengthen their customer-centric approach. 

2 Theoretical Background 

Customer-centricity is a widely discussed topic among researchers as well as corpo-
rate leaders. It is clear that customer orientation has numerous positive implications, 
allowing companies to significantly increase their profits and, in certain cases, even 
create a competitive advantage over their rivals in the market [7], The COVID-19
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pandemic has significantly amplified the role of customer-centricity, and customers 
now tend to choose companies that go above and beyond to meet their needs at the 
highest level of quality. It is evident that satisfied and loyal customers are easier 
and more cost-effective to retain and are more likely to engage in repeat purchases 
compared to new customers. Due to the impact of the COVID-19 pandemic, the 
importance of customer-centricity has undeniably strengthened both among the 
companies and the customers. In our terms, customer-centricity is crucial for compa-
nies to maximize customer satisfaction. From the perspective of companies, it is 
extremely important to delve deeper into customer expectations and satisfaction 
in order to adjust and potentially improve their customer-centricity. To achieve this, 
continuous monitoring of customer satisfaction is necessary as these analyses provide 
valuable insights for companies. According to Belandria [8], oversupply has placed 
the customer in a central role, where the efforts of companies are solely focused 
on satisfying the customer. Companies that genuinely adopt a customer-oriented 
approach place customer values at the core of their objectives. Based on this, certain 
departments within the company are also operated based on this philosophy. 

According to Hemel and Radmakers [9], companies that prioritize becoming 
customer-centric and make every effort to achieve this can gain significant advan-
tages. They believe that companies should primarily motivate their employees and 
provide guidance to ensure that customers have positive experiences and form a 
favorable impression of the company and its customer-centric practices. 

For companies following a customer-centric approach, it is crucial to ensure 
that they can deliver the best possible value to customers given the circumstances. 
According to Hughes et al. [10], it is worthwhile to focus on simple yet bold 
approaches that tangibly reinforce the key messages formulated and advertised by 
the company, contributing to customer-centricity. Building on the findings of the 
authors, it is important first to assess the current level of customer-centricity within 
the company to gain a comprehensive understanding of the tools that can contribute 
to achieve customer-centricity. Additionally, documenting and closely monitoring 
the entire customer lifecycle can be beneficial, as it provides crucial insights into 
the customer experience. Performing in-depth research analysis can yield positive 
results by deriving conclusions from the data that can guide informed decision-
making within the company. Finally, companies need to consider both short-term and 
long-term developments to concentrate on achieving customer-centricity. According 
to Ulwick [11], becoming a customer-centric company is not easy, but it is not 
impossible either. The main goal for each employee is not to be a customer-centric 
expert, but rather understand and draw the appropriate conclusions from the relevant 
customer data. To achieve this, companies need to initiate customer-centric research 
processes that enable the collection of unique customer information that can be used 
for future value creation. 

Fader [12] presents a somewhat different approach compared to the previous 
perspectives, as he believes that customer-centricity is mainly about successfully 
identifying the most valuable customers, and then apply all the possible tools to 
gain significant profit for the company. Subsequently, the company should strive 
to attract and acquire as many similar customers as possible. By retaining and
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acquiring these customers, the company can gain significant strategic advantages 
over its competitors. 

According to a study by Lake [13], Jančíková and Strážovská [41] or Csabay 
and Stehlíková [43], micro and small businesses tend to place a greater emphasis 
on developing customer-centric approaches in order to understand the needs of their 
customer base. Cradden [14] and Csabay et al. [44] suggests that many small and 
medium-sized enterprises (SMEs) may assume that customer satisfaction and estab-
lishing customer-centricity are primarily achievable and relevant to large corpora-
tions. However, it is undeniably important for SMEs to have a presence and maintain 
a focus on customer satisfaction and customer-centricity as well. 

According to the article by Miller [15] published in the Harvard Business School 
online repository, observing customer behavior can be an effective strategy. It is 
worthwhile to monitor customer actions at each stage of the purchasing process 
and make informed business decisions [46, 47] based on the data and observations 
obtained. In our view, it may be beneficial to utilize the platform, where the company 
strives to establish a connection with customers, which can include various social 
media platforms. Through these online platforms, customer needs can be effectively 
assessed by observing social conversations, keywords, and hashtags. This allows the 
identification of emerging trends, which can inform relevant and well-timed business 
decisions. 

Patel [16] highlights that providing high-quality customer service is another 
method through which a company can thoroughly assess customer needs. From 
a specific perspective, real-time support can be incredibly important to customers. 
The use of various chatbots allows companies to engage in live conversations with 
customers, providing real-time assistance during the sales process. Chatbots enable 
round-the-clock communication, but it is important to consider the limitations of this 
method as well. In many cases, customers have very specific requests that may not 
guarantee an appropriate response since chatbots typically operate based on prede-
fined patterns. Despite this limitation, chatbots remain highly effective and rewarding, 
as they provide valuable insights to the company through the reception of various 
customer inquiries. 

Rubkiewicz and Kowaska [17] suggest that conducting detailed competitor 
research can be an effective method for assessing customer needs. This approach 
involves identifying competitors’ problems and desires, as it provides a simple way 
to uncover customer preferences and issues. For example, if a company offers a 
service that is also provided by its competitors, it can be valuable to investigate the 
complaints and feedback from customers who have used the service. This information 
can be used to improve and further develop the service offered. By understanding the 
shortcomings of competitors and addressing them in their own offerings, companies 
can better meet customer needs and gain a competitive advantage. 

Caliskan-Esmer [18] and Ďuriš et al. [42] emphasizes that companies are placing 
greater emphasis on customer-centricity to stay connected with new trends. Rela-
tionship marketing can be a useful tool in this regard, as it helps build stronger 
connections with customers, which is essential for survival in the current market 
environment. According to Minguez-Sese [19], relationship marketing can be a key
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factor in companies’ strategies, as it leads to higher levels of customer commitment 
and loyalty. Referring to the findings of Sedalo et al. [20], the application of relation-
ship marketing significantly contributes to brand reputation and customer acquisition, 
as it encourages repeat purchases. In our view, by utilizing relationship marketing, 
companies aim to retain their existing customers and strengthen their satisfaction. 
Building long-term relationships is a clear objective of this approach. To achieve 
this, companies often conduct post-purchase surveys through various platforms and 
provide other post-purchase services. 

Yo-Campos [21] suggests that the increasing availability and accessibility of data 
can provide professionals with higher quality information, enabling them to make 
better strategic decisions. This data and information allow them to better under-
stand customer behaviors and preferences, which play an essential role in developing 
effective relationship marketing strategies. By leveraging these insights, companies 
can tailor their marketing efforts to align with customer needs and expectations, 
ultimately enhancing customer satisfaction and loyalty. 

Gilboa et al. [22] share a similar viewpoint, stating that small businesses can 
create a key competitive advantage over other small businesses in the market by 
offering personalized services. To achieve this, they encourage these businesses to 
store important customer information, including their purchases, in a database. With 
this data, they can make decisions that enable them to provide highly personalized 
services or products, which in turn increases trust and loyalty. Based on this data, 
the relationship marketing strategy can be improved according to specific customer 
needs, maximizing its effectiveness and success. 

Firdaus and Kanyan [23] propose four main categories of relationship marketing. 
The first step is trust, where the company focuses on building trust with both 
employees and customers. In both cases, participants should be aware of their respon-
sibilities and be able to rely on each other. This is followed by communication, 
which can be approached from two sides: effective information transmission from the 
seller’s side and effective communication of individual needs and feedback from the 
buyer’s side. However, we believe that companies need to take initiative to encourage 
customers to provide feedback on their shopping experiences and overall satisfac-
tion. The third category is empathy, wherein the company strives to understand and 
assess the needs of its customers and aims to find rational solutions to address any 
dissatisfaction that may arise. The last category is commitment, which requires both 
parties to be willing to establish a strong relationship. Both the buyer and the seller 
need to make efforts to create a fruitful relationship that can be shaped into a positive 
outcome according to their respective needs. 

During the coronavirus pandemic, consumers’ attitudes and purchasing habits 
underwent significant changes, and it is likely that a portion of this new mindset 
will remain even after the pandemic subsides. According to a press release from 
the European Commission in 2021, 71% of consumers made online purchases in 
2020. Furthermore, 42% of consumers considered postponing major purchases, while 
80% had no travel plans until the situation improves. During their purchases, 56% of 
consumers took various environmental factors into account, and 67% stated that they 
bought products with a lower environmental impact, even if the price of the product
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significantly increased. Additionally, 81% of consumers supported local businesses 
by making purchases closer to home whenever feasible. The aforementioned data is 
supported by Sinclair’s [24] research, which indicates a significant increase in “near 
me” type searches based on user search interests, as consumers sought to meet their 
needs locally. Tao et al. [25] suggest that consumers experience various psycho-
logical changes during challenging times, which tangibly influence their purchasing 
behavior. In such times, hoarding, panic buying, impulse buying, compulsive buying, 
and a preference for online shopping may come to the forefront. According to Pantano 
and Willems [26], increased shopping and impulsive and compulsive buying can lead 
to dependency and financial difficulties [45]. On the other hand, when individuals 
experience a crisis, there is a greater chance that they will carefully consider their 
expenses and purchasing habits, and potentially strive not only for rational decision-
making but also for more sustainable choices. Das et al. [27] suggest that individuals 
who have experienced a pay cut or job loss have become quite active in practicing 
yoga and purchasing herbal remedies. These facts indicate that people will pay much 
greater attention to preserving their health in the future. 

According to Sinclair’s [24] analysis for Google, it can be said that during the 
COVID-19 period, there was a significant increase in interest in virtual alterna-
tives. Furthermore, consumers became incredibly concerned about obtaining accu-
rate information about the products, making it particularly necessary for merchants to 
keep the information about their offered products or services up to date. These factors 
should be taken into account by companies as continuous monitoring of consumer 
changes can facilitate the introduction of innovations. It may be worth considering 
the use of QR codes, the introduction of applications and virtual alternatives, as there 
is a clear increase in demand for these based on research data. Considering the study 
by Sinclair and Moneta [28], the consequences of the pandemic have clearly accel-
erated the development of the digital world. New digital habits have also emerged in 
the area of consumer behavior, which will continue to evolve in the coming years. 
Since different countries are currently in various stages of economic recovery, this 
presents a suitable opportunity for companies to think big and change their business 
activities to meet the new digital expectations. What is certain is that the default 
shopping platform has become the online space. Since the beginning of March 2020, 
global interest in online shopping has doubled. Aronson [29] shares a similar opinion, 
as he believes that leaders need to understand the underlying reasons for individual 
needs and personal preferences and how these factors will influence consumers, their 
lifestyles, and spending habits. Building a relationship with customers will be incred-
ibly important after this period. Click-and-collect, which combines online and offline 
interactions, enabling online shopping and human contact, can play a significant role 
in sales methods in the coming years. 

Bilková et al. [30] found that over half of the consumers in Slovakia have changed 
their shopping habits during the pandemic. These changes primarily focused on shop-
ping sizes, as consumers opted for larger purchases instead of multiple smaller ones, 
leading to shift in shopping frequency. Due to various mobility restrictions, about 
one-third of consumers were engaged in stockpiling. One of their most important 
findings reflects the emergence of a new phenomenon due to the pandemic, as more
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than one-fifth of respondents stated that they will never return to their pre-pandemic 
habits. According to Behúňová [31], in the second half of 2020, the value of card 
payments exceeded cash withdrawals, which had previously been consistently higher 
than card payments. Furthermore, there was a significant increase in the transition to 
digital shopping, with consumers also preferring card payments. In the last quarter 
of 2020, the share of card payments reached 12.4%, nearly a 2% point increase 
compared to the first quarter of the same year. The research also reveals that in 
the third quarter of 2019, mobile payments accounted for a 3.7% share of all card 
payments. By the last quarter of 2020, this percentage had doubled, as the same 
payment method accounted for 7.8% share, showing continuous growth. Based on 
these data, it may be reasonable for businesses where card payments are not currently 
possible to consider introducing this method, as Slovak consumers have shown a shift 
towards digital payment methods. The research assumes that these mentioned trends 
will continue. In the study conducted by MasterCard, Big Fish, and Frontira [32], 
1.000 participants were surveyed about the online shopping habits of Hungarian 
consumers. The results indicate that consumers love to shop from the comfort of 
their homes, with nearly 60% of respondents making purchases while lying in bed. 
According to the study, the circumstances in which consumers make purchases are 
closely related to the type of product they buy. For example, those making purchases 
from the bathroom primarily choose household products. 10% of the respondents 
stated that although they wanted to, they often couldn’t prepay. These findings suggest 
that even after the first few waves of the pandemic, not every company was able to 
offer card subscriptions. Companies often believe that they face significant obstacles 
in reaching out to the older demographic group. However, the results of the research 
clearly reflect that this is no longer true, as the pandemic has impacted online shop-
pers of all age groups to such an extent that the category of weekly shoppers is led 
by those aged 55–60 with a 17% share. In a study conducted by PwC [33], more 
than 9.000 shoppers were surveyed in 25 different countries, and it can be concluded 
that 37% of shoppers purchase from various companies in order to fully meet their 
needs. Consequently, the importance of customer-centricity is stronger than ever, as 
shoppers show a greater willingness to purchase from different sources. Building 
on another study by PwC [33], sustainability has clearly become more important 
to shoppers, likely influenced to a significant extent by the pandemic. Based on the 
results, it can be stated that companies capable of gaining the trust of shoppers and 
willing to invest the right amount to create a seamless shopping experience will gain 
significant advantages. 

3 The Purpose and Methodology of the Research 

The primary purpose of the research is to gain a comprehensive understanding of 
customer centricity, its attainment, and its tools from the perspective of SMEs in 
Slovakia and Hungary. Applying a questionnaire survey, we assessed the extent to 
which the COVID-19 pandemic has affected the companies in Slovakia and Hungary,
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examining various aspects. The research employed a descriptive study design using 
a cross-sectional research method. A single sample was taken from the population, 
and data collection was carried out based on this sample. It is important to note 
that this research method does not allow the exploration of causal relationships. 
Within the quantitative research methodology, we utilized the option of question-
naire surveys, which were distributed via email to companies in our database, as 
well as made available in various online groups. The data collection period spanned 
from September 2021 to December 2022. Throughout the data collection process, a 
total of 545 responses were collected, with the distribution between the two coun-
tries as follows: Hungarian companies accounted for 45.50% (248 responses), while 
Slovakian companies accounted for 54.50% (297 responses). 

In order to strengthen the validity of our findings, we conducted a representative-
ness calculation. However, it is important to note that due to the sample size, our 
research cannot be considered representative. The following formula was used in the 
calculation: 

n = N ∗ Z2 ∗ p ∗ (1 − p) 
(N − 1) ∗ e2 + Z2 ∗ p ∗ (1 − p) 

where N = total population, which according to the data from the Slovak Statistical 
Office and the Central Statistical Office is 1,335,102 companies, Z = critical value 
of 1.96 for a 95% confidence interval, P = expected participation rate of 40%, and 
d = margin of error of 5%. After performing the calculation, we determined that a 
total of 385 respondents are needed to strengthen our results. Following the survey 
period, we collected 545 responses, which further reinforces the findings. In the 
primary research, we presented the sample using various descriptive statistical tools, 
and subsequently conducted statistical tests to examine the hypotheses formulated, 
which are as follows: 

1. The more attention a company pays to reliability, the easier it can convince 
customers to purchase its services and/or products. 

H0: There is no linear trend that can be identified between reliability and 
convincing customers to make a purchase. 
H1: A linear trend can be observed between reliability and convincing 
customers. 

2. Companies that experienced a critical situation during COVID-19 pay greater 
attention to reactivating their existing customers. 

H0: There is no significant relationship observed between experiencing a 
critical situation and reactivating the existing customer base. 
H1: A significant relationship can be identified between experiencing a critical 
situation and reactivating the existing customer base.
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3. Companies that believe it is much more challenging to persuade customers after 
the COVID-19 pandemic are looking to introduce new marketing tools in the 
hope of incentivizing them to make purchases. 

H0: There is no linear relationship between the introduction of new tools and 
the increased difficulty of convincing customers. 
H1: A linear relationship can be observed between the introduction of new 
tools and the increased difficulty of convincing customers. 

We performed the Jonckheere-Terpstra trend test to examine the first hypothesis of our 
study, as we were investigating a linearly decreasing monotonic trend. It is important 
to note that the question formulated in the Likert scale we examined represented a 
positive trend. However, in the statistical software SPSS, we set up the test to analyze 
a decreasing trend to correctly conduct our hypothesis testing. In accordance with 
statistical rules, to ensure successful interpretation, it is necessary to establish six 
different conditions. In our case, all six conditions are met, which are as follows: 

Based on the first condition, our dependent variable is an ordinal-level variable. 
According to the second condition, we can conclude that the independent variable has 
at least two groups since the data was measured on a Likert scale. Regarding the third 
assumption, the observations are independent as each respondent belongs to only one 
group. The fourth condition implies that the ordering of the independent variable’s 
attributes has been established since we are dealing with data measured on a Likert 
scale, where 1 represents “strongly disagree” and 5 represents “strongly agree.” 
As for the fifth assumption, we can state that the alternative hypothesis has been 
formulated in the correct direction, assuming a linearly decreasing trend. The sixth 
assumption requires us to examine the form of the ordinal independent variable’s 
attributes since the Jonckheere-Terpstra test can only be performed for similar or 
equal forms. To test this assumption, we created histograms for both countries. Based 
on both histograms, we can conclude that the attributes have somewhat similar shapes, 
allowing us to conduct the test. However, the results will be evaluated based on the 
effects observed. 

Based on these findings, the null hypothesis and the alternative hypothesis are 
modified as follows: 

τnot at all characteristic = τsomewhat characteristic = τcannot decide = τhighly 
characteristic = τfully characteristic. 

In this null hypothesis, τ represents the effect of the independent variable on the 
dependent variable, and the subscripts represent the groups of the independent vari-
able. In null hypothesis, it can be stated that the effects of all groups of the independent 
variable on the dependent variable are equal within the studied population. 

IF: τcompletely characteristic ≥ τhighly characteristic ≥ τundecided ≥ τslightly 
characteristic ≥ τnot characteristic at all. 

At least one strict inequality, meaning that at least one group’s median or effect is 
smaller than another group’s median or effect. Based on this, the alternative hypoth-
esis states that as the level of the independent variable increases, the median or 
strength of the effect decreases.



172 E. Korcsmáros et al.

We applied the Chi-square test for our second hypothesis. In our analysis, we 
used the contingency table with the “re-engagement of customers” as a dependent 
variable and the “critical situation” as an independent variable. Both variables were 
measured at an ordinal level. We conducted the analysis using the Pearson chi-square 
test. Since a statistically significant relationship was found, we also conducted post 
hoc tests using the ADR method. 

We conducted a Cochran-Armitage trend test to examine our third hypothesis. 
Two conditions must be met for the test, which are as follows: Firstly, there needs to 
be an independent ordinal variable, which is fulfilled in our case as the Likert scale 
data can be ordered. Secondly, a dichotomous dependent variable is required, which 
is also fulfilled in our case. Consequently, we are essentially examining whether there 
is a linear relationship between the variables under investigation. 

4 The Purpose and Methodology of the Research 

In terms of the composition of the sample, considering both countries, the highest 
proportion of respondents in the study consisted of limited liability companies. In the 
case of Slovakian respondents, this accounts for 60.94%, while for Hungarian respon-
dents, the same category represents 55.87% of the sample. Furthermore, concerning 
the respondents from Hungary, 14.17% of them are registered as general partner-
ships, whereas in the other country, this accounts for 19.87%. In Hungary, 8.50% 
of the respondents are registered as joint-stock companies, while 6.48% are regis-
tered as limited partnerships. Regarding the proportions of individual entrepreneurs, 
it can be stated that Hungarian respondents account for 14.98%, whereas Slovakian 
respondents account for 19.19%. 

In the survey, Slovakian companies are predominantly operating in accommoda-
tion services sector (15.20%), IT sector (14.19%), education (14.53%), and other 
services sector (13.85%). On the other hand, Hungarian companies are primarily 
active in transportation and storage sector (17.34%) and also in the IT sector 
(16.13%). Additionally, 8.06% of Hungarian companies operate in the construction 
industry, while 9.46% of Slovakian respondents are engaged in the same field. 

The first hypothesis was tested using the Jonckheere-Terpstra trend test, which 
aimed to examine whether companies that prioritize reliability can more easily 
persuade customers to purchase their services and/or products. 

The specific median values obtained during the test were provided for each group 
of the independent variable and the corresponding dependent variable (Table 1).

Based on the above table, in the case of Slovakia, we can say that the approach to 
customers in the reliability groups was 2.0 in the “not at all characteristic” group (n 
= 5), 1.5 in the “somewhat characteristic” group (n = 14), 0.0 in the “cannot decide” 
group (n = 0), 2.0 in the “highly characteristic” group (n = 163), and 3.0 in the 
“fully characteristic” group (n = 115). On the other hand, in the case of Hungary, 
it was 0.0 in the “not at all characteristic” group (n = 0), 0.0 in the “somewhat 
characteristic” group (n = 0), 0.0 in the “cannot decide” group (n = 0), 3.0 in the
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Table 1 Median values—Slovakia, Hungary 

Approaching customers 

Reliability N—SK Median N-HU Median 

Not characteristic at all 5 2.00 0 0.00 

Slightly characteristic 14 1.50 0 0.00 

Cannot decide 0 0 0 0.00 

Highly characteristic 163 2.00 42 3.00 

Fully characteristic 115 3.00 206 3.00 

Total 297 248 

Source own editing in the SPSS software based on primary data collection

“highly characteristic” group (n = 42), and 3.0 in the “fully characteristic” group (n 
= 206). 

Based on the previous values, we assume that our monotonic trend follows a 
decreasing direction. The following Table 2 illustrates the statistical values for both 
countries. 

In the case of Slovakia, based on the statistical value of −4.110, a decreasing 
linear monotonous trend can be observed, which is statistically significant as the 
two-sided significance level is p < 0.001. On the other hand, in the case of Hungary, 
this value is 0.533, and the two-sided significance level is p > 0.001. 

As a result, it is necessary to examine the value of Kendall’s tau-b in the case of 
Slovakia, which is shown in the following Table 3.

Based on the above table, in the case of Slovakia, the correlation value is − 
0.210, indicating a moderate negative monotonic trend between the two variables. 
This finding reinforces the results obtained from the Jonckheere-Terpstra trend test. 
According to the test, in Slovakia, it can be concluded that the more emphasis is 
placed on reliability, the easier it is to convince customers to purchase the service 
and/or product. 

In the case of the second hypothesis of our research, we applied the Chi-square 
test. In this case, we examined whether companies that experienced a critical situation 
during the COVID-19 period pay more attention to reactivating existing customers. 
The following Table 4 illustrates the Chi-square test for both countries.

Table 2 Jonckheere-Terpstra statistical values 

Slovakia Hungary 

Total N 297 Total N 248 

Statistical value 15.045 Statistical value 4.544.000 

Standardized error 729.240 Standardized error 408.877 

Standardized statistical value −4.110 Standardized statistical value 0.533 

Two-sided significance level 0.000 Two-sided significance level 0.594 

Source own editing in the SPSS software based on primary data collection 
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Table 3 Kendall’s tau-b values 

SK 

Kendall’s tau_b Approaching customers Correlation coefficient 1.000 

One-sided significance 

N 297 

The importance of reliability Correlation coefficient −0.210 

One-sided significance 0.000 

N 297 

Source own editing in the SPSS software based on primary data collection

Table 4 Chi-square test 

Value SK Two—sided sig Value HU Two—sided sig 

Chi-square 53.46 0.000 4.159 0.125 

Likelihood ratio 63.31 0.000 6.632 0.036 

Linear association 0.313 0.576 0.469 0.494 

N of valid cases 184 76 

Source own editing in the SPSS software based on primary data collection 

Based on the above table, a significant relationship can be observed between the 
two variables in the case of Slovakia, as the significance level is p < 0.001. In contrast, 
no significant relationship can be observed in the case of Hungary. Therefore, in the 
case of Slovakia, we further examine the value of the Gamma coefficient, which is 
shown in the following Table 5. 

The value of the Gamma coefficient is 0.178, indicating a weak but statistically 
significant relationship between the two variables. Considering that a statistically 
significant relationship was found between the variables, we further examined the 
Adjusted Residuals to determine which attributes show the strongest association. 
Based on the values, we can conclude that those who experienced a crisis situation 
to a large extent or completely are highly focused on re-engaging their existing 
customers for repeat purchases. 

In the case of the following hypothesis, we conducted the Cochran-Armitage trend 
test, starting with the elaboration of a contingency table. The results for Slovakia can 
be seen in the following Table 6:

Table 5 Gamma coefficient 
value for Slovakia Value SK Error value SK Sig. Level SK 

Gamma 0.178 0.104 0.094 

N 184 

Source own editing in the SPSS software based on primary data 
collection 
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Table 6 Cohran-Armitage cross table—Slovakia 

Crisis situation Total 

Not at all A little 
bit 

Don’t 
know 

To a 
great 
extent 

Completely 

New 
tool 

Yes Count 2 9 41 54 0 192 

% 
within 
critical 

5.7% 16.7% 75.9% 53.5% 0.0% 64.4% 

No Count 33 45 13 47 54 106 

% 
within 
critical 

94.3% 83.3% 24.1% 46.5% 100.0% 35.6% 

Total Count 35 54 54 101 54 298 

% 
within 
critical 

100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

Source own editing in the SPSS software based on primary data collection 

Despite the indication from the above contingency table of companies that expe-
rienced a critical situation during COVID-19 are not likely to work on introducing a 
new tool for stimulating purchases, we conducted the test to confirm or reject this. 

Based on the above information, we also conducted the Cohran-Armitage trend 
test, which is shown in the following Table 7. 

Based on the results in the above table, the following can be concluded for 
Slovakia: A Cohran-Armitage trend test was conducted to examine whether there 
is a linear relationship between experiencing a critical period and the introduction of 
new tools. The Cohran-Armitage trend test revealed a statistically significant linear 
relationship between the two variables, as p < 0.001. 

In the case of Hungary, we followed the same procedure. For the Hungarian 
cross-tabulation, we obtained the following values: the frequency of experiencing a 
critical situation was 1—not at all characteristic (n = 21), 2—slightly characteristic 
(n = 42), 3—cannot decide (n = 49), 4—highly characteristic (n = 38), 5—fully 
characteristic (n = 49), while the willingness to introduce new tools had proportions 
of 1, 0.689, 0.891, 0.905, and 0.710, respectively. The value of the Cohran-Armitage

Table 7 Cohran-Armitage trend test 

Value Sig 

Step 0 Variable Critical period 0.002 0.000 

Statistical values 0.002 0.000 

Source own editing in the SPSS software based on primary data collection 



176 E. Korcsmáros et al.

trend test (1.376) also indicated a statistically significant relationship between the 
two variables, as p < 0.001. 

5 Summary, Recommendation 

Based on the results of the hypothesis testing in both countries, it can be concluded 
that companies that prioritize reliability are more likely to convince customers to 
purchase their services and/or products. To gain a broader understanding of these 
findings, we compared our research results with other international studies. In a quan-
titative study conducted by Ngaliman et al. [34], which also utilized a questionnaire 
survey, it was found that reliability has a direct impact on customer satisfaction. The 
study mainly focused on service-providing companies and revealed that if compa-
nies are able to exceed customer expectations slightly, there is a greater likelihood 
of customers evaluating the service positively. 

Based on this and referring to the empirical findings of Johnson and Karlay [35], it 
can be stated that providing higher quality services increases the customer happiness 
and satisfaction significantly. In our view, when the customer base is more satisfied, 
it becomes much easier for the company to encourage repeat purchases from the 
already satisfied customers. 

Referring to the insights of Akula [36], it is commonly observed that busi-
nesses tend to focus on acquiring new customers, often neglecting the importance 
of retaining the existing ones. However, equal attention should be given to retained 
customers as well. To achieve this, it is crucial to leverage modern technological tools 
and opportunities. This includes approaches such as “Machine Learning” and “Big 
Data Analysis”, which are integral to harnessing the power of data. We believe that 
data has become an integral part of our daily lives, and by analyzing and researching 
it, we can gain deeper and more accurate insights into our business inquiries, leading 
to data-driven decision-making within the company. It is important to note that micro 
and small businesses may not always have the budget to employ a dedicated data 
analyst. However, whenever possible, it would be necessary to utilize these resources, 
as they can improve planning and enable more efficient achievement of set goals. 

Based on our statistical analysis, it has been revealed that Slovakian companies 
that experienced a critical situation during the COVID-19, will pay greater attention to 
reactivating existing customers. In our opinion, one of the most cost-effective ways 
to generate revenue is undoubtedly retaining existing customers and reactivating 
them. By retaining customers, we can increase the number of repeat purchases and 
revenue levels. According to Ascarza et al. [37], companies need to utilize various 
metrics and measurement tools to gain a comprehensive understanding of customer 
retention. This includes metrics such as retention rate, which according to Reichheld 
[38], achieving a 5% increase in customer retention can lead to a 95% increase in 
profits. Small businesses can achieve a more cost-effective customer retention rate 
by utilizing opportunities such as community building. Becoming a pillar of the local 
community and integrating into the community can result in fruitful relationships.
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Another important factor that small businesses can leverage in customer retention 
is a quick response time. If a dissatisfied customer receives a prompt solution or 
response to their problem, there is a chance to increase satisfaction. 

Our findings also indicate that companies who believe it is more challenging 
to persuade customers following the COVID-19 pandemic are interested in imple-
menting new marketing tools to incentivize purchases. The COVID-19 outbreak has 
clearly altered consumer shopping habits and demand. During these times, online 
shopping, impulse buying, stockpiling, panic buying, compulsive buying, patrio-
tism, and environmental factors have come to the forefront. The changing purchasing 
behaviors make it more difficult for companies to reach out to customers. In such 
cases, it may be worthwhile to introduce new tools to enhance reach. According 
to Hoekstra and Leeflang [39], the COVID-19 period provided an opportunity for 
marketers and marketing researchers to study the transient and enduring effects of 
the pandemic on consumer behavior. By studying these effects, future marketing 
strategies and newly introduced tools can be determined more effectively. Koppala 
[40] argues that post-pandemic, emphasizing the company values is more critical 
than ever before. If a company’s values align strongly with those of its customers, it 
is crucial to communicate them clearly and comprehensively. The author’s perspec-
tive also aligns with community building, as it plays a pivotal role in reaching out to 
and retaining customers in the future. 
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Advancing Video Search Capabilities: 
Integrating Feedforward Neural 
Networks for Efficient Fragment-Based 
Retrieval 

Nataliia Melnykova , Natalya Shakhovska , Petro Pobereiko , 
and Dariusz Cichoń 

Abstract The article focuses on the development of video search technologies. 
It addresses the challenges in video content analysis and retrieval, especially in 
the context of rapidly growing video data volumes. The paper presents an inno-
vative system using Deep Convolutional Neural Networks (DCNN) to improve 
the speed and accuracy of video data processing. This system structures the data 
processing in several sequential stages, each performed by a separate module, and 
integrates Feedforward Neural Networks (FFNN) to optimize the search process. The 
research emphasizes the importance of feature extraction, key frame identification, 
and abstract vector representation in enhancing video search capabilities. 

Keywords Deep convolutional neural networks · Video search · Data processing ·
Feature extraction · Feedforward neural networks 

1 Introduction 

In recent years, there has been a rapid development in video content and an increase 
in its volume, indicating the transformation of this type of visual data into one of 
the most effective means of information dissemination. These dynamic prompts 
researchers to develop information systems capable of analyzing visual data to meet
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user needs. Particularly valuable are the developments of automated systems for 
searching videos by arbitrary fragments. Academic and practical interest in this field 
is driven by the potential of such systems to improve search mechanisms in the 
media sphere and their effectiveness in combating the spread of illegal content. The 
efficiency of video search based on individual fragments becomes particularly rele-
vant in the context of the rapid increase in the volume of digital content. Automated 
video search systems by fragments are extremely important in protecting intellec-
tual property. They allow for the timely detection and blocking of video copies that 
violate copyright laws. The implementation of these systems significantly enhances 
the efficiency of managing large volumes of video data in the media industry, educa-
tional institutions, and scientific organizations. Furthermore, the development of 
these systems significantly impacts research in the field of artificial intelligence, 
as the improvement of existing and the development of new video search systems 
by fragments is only possible with the advancement of complex machine learning 
algorithms and computer vision [1, 2]. 

Currently, there is a partial mismatch between the low-level data of videos and the 
requirements of users. The majority of modern video search methods are based on 
the paradigm of transforming low-level characteristics into higher semantic concepts. 
This approach necessitates preliminary data processing, and the results of such trans-
formation often prove to be unstable. The task becomes even more complex without 
considering the specifics of a particular subject area. Additionally, in the modern 
digital media space, there is an increase in the number of so-called fuzzy dupli-
cates of videos, which consist of fragments with similar, but not identical, content 
elements. Consequently, searching for the original or similar video material without 
knowing the exact description or keywords for individual fragments becomes signif-
icantly more complicated. One way to solve this problem is to develop new methods 
and systems for video search based on the analysis of visual content [3]. 

Analysis of modern research and results in this field indicates that for the iden-
tification of videos and to enhance the effectiveness of searching their originals, it 
is appropriate to refine multi-stage video search systems based on the analysis of 
visual content [4]. These systems should provide an optimal balance between search 
speed and accuracy of matching, minimizing errors in the results. One of the main 
tasks in constructing such systems is the task of extracting image features (frames) 
to create metadata (representation models) while preserving the essence of the video 
fragment for subsequent comparison with database data. At this stage, tasks of trans-
formation, extraction, and analysis of image features are addressed using image 
processing and analysis technology. During this stage, images undergo transforma-
tions to modify their geometric or color characteristics for more effective processing. 
The second task is to create vectors of numerical values that effectively represent 
the images for further analysis. The third task involves extracting and representing 
the semantic information of the image. Frame characteristic analysis includes the 
assessment of color parameters (histograms, moments, correlograms, and Gaussian 
distribution-based models), as well as texture features independent of hue or satu-
ration that reflect the image’s homogeneity (often extracted using Gabor filters) [5]. 
This is complemented by the analysis of contour and shape characteristics, including
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the determination of object shapes extracted based on the contours or areas of these 
objects [6]. 

Effective selection and application of these features influence the image model 
used in analysis algorithms, particularly in object detection and recognition. An 
important aspect is also the consideration of the operating conditions of the systems 
for which these algorithms will be implemented. Contemporary trends and results 
indicate several significant approaches to image representation that are effectively 
used in machine learning. These approaches and methods, optimal for visual search 
systems, play a key role in the process of machine learning and software product 
development. 

2 The Material and Methods 

In the context of the rapid development of digital media, a key task is the creation of 
innovative video search systems for the effective analysis of large volumes of video 
data. This section is dedicated to analyzing contemporary scientific research and 
technological developments in the field of video search by fragment. Specifically, it 
examines and analyzes advanced methods and techniques used in leading laboratories 
and companies, with the aim of their application in creating a proprietary video search 
system. 

Most modern methods of video data analysis for creating effective “hash content” 
are based on extracting spatial attributes from static images and temporal parameters 
from videos. An important tool in this process is color histograms, which serve as a 
powerful mechanism in identifying visually similar content. This is because similar 
materials often have comparable color statistics, which usually remain even after re-
encoding or other types of processing. Hsu and other researchers propose a method of 
dividing videos into segments according to the content of frames and using local color 
histograms for each segment [7]. However, there is a significant limitation in using 
only color histograms: there is a high probability of “conflicts” when analyzing mate-
rials with different content but similar color characteristics. Equally effective methods 
of video data analysis for creating effective “hash content” involve the integration of 
image hashing methods with video structure analysis. For instance, by determining 
the boundaries of video materials, key frames can be selected for more detailed 
analysis. There is also the possibility of reducing long videos to short segments 
without losing significant information, as confirmed by a number of algorithms [8]. 
These algorithms can be classified into two main categories: pixel domain approaches 
and compressed domain approaches. Pixel domain approaches use histograms and 
edge analysis to detect significant color differences between consecutive frames. 
In contrast, compressed domain approaches are based on parameters such as direct 
current values, the number of encoded macroblocks, and motion vectors, allowing 
for the avoidance of full decryption of encoded video.
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In the research titled “Searching surveillance video contents using convolutional 
neural network” [9], a surveillance video content search system utilizing deep convo-
lutional neural networks (CNNs) was developed [10]. This system is based on the 
application of the pre-trained VGG-16 model, used for training the dataset. A notable 
feature of the system is the processing of key video frames using the Sobel edge 
detector and the Max-pooling method [11], which allows for the removal of redun-
dant data and ensures compactness of information. The VGG-16 model, an inte-
gral part of this system, is known as one of the leading deep convolutional neural 
networks for image classification and includes 16 layers [12], comprising convo-
lutional layers, ReLU (Rectified Linear Unit) activation layers [13], Max-pooling 
layers, and fully connected layers. The Sobel edge detector effectively extracts key 
image features, such as edges and contours, aiding in highlighting the structural 
characteristics of frames. The Max-pooling method reduces the dimensionality of 
the data while retaining important information, helping to decrease the volume of 
data for processing and reducing the risk of model overfitting. The ReLU activation 
function operates on the principle that the input signal is passed unchanged in the 
case of a positive value and becomes zero in the case of a negative one. Mathemati-
cally, this is expressed as f (x) = max(0, x). A major advantage of ReLU is its ability 
to accelerate the network training process through more efficient gradient descent, 
especially in comparison to other activation functions such as sigmoid or hyperbolic 
tangent [10]. 

Zhuang [14] developed a clustering methodology for identifying key frames, based 
on grouping similar shots and their subsequent distribution into clusters according 
to their positioning in the video. Wolfe [15] introduced a method of using optical 
flow for key frame selection. Wang and others [16] recommend selecting key frames 
from areas of high compression, using a criterion of high motion intensity, focusing 
particularly on high motion intensity and its concentration in the central part of the 
frame. Liu and others [17] proposed an innovative approach based on the “perceived 
motion energy” model, which enables the identification of key frames based on peak 
motion energy. 

In the research “VEDL: a novel Video Event searching technique using Deep 
Learning” a three-step approach is presented for efficient event searching in videos 
using deep learning methods [18]. This approach includes: 

1. Key Frame Extraction: In this stage, key frames are selected from the video using 
the sieve of Eratosthenes method, encompassing both global and local perspec-
tives of frames. The underlying concept of map-reduce significantly reduces the 
overall processing time of visual data. 

2. Event Detection: A pre-trained deep learning model consisting of convolutional 
neural networks (CNNs) and recurrent neural networks (RNNs) identifies events 
in key frames [19]. The model is designed for effectively describing events in 
images. 

3. Event Boundary Determination and Index Creation: At this stage, event bound-
aries are calculated, and an index of various events in the video is created.
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The process involves determining the start and end times of events, facilitating 
efficient video event searching. 

The study focuses on key frames and utilizes deep learning, significantly saving 
time. Comprehensive analysis combining global and local perspectives ensures 
thorough video analysis. However, there are several drawbacks: 

1. Complexity: The deep learning model [20, 21] require significant computational 
resources. 

2. Potential Inaccuracies: Reliance on key frame extraction and model prediction 
may lead to missed or incorrectly identified events in complex video scenarios. 

Wu and others [22] used recording duration as a temporal parameter, applying a 
fast matching algorithm. Matching was conducted using a suffix array algorithm for 
efficiency, focusing solely on temporal data. Jalousie and others [23] implemented a 
method of selecting key frames using radial design vectors and Discrete Cosine Trans-
form (DCT) for hash formation. Zargari and others [24] developed a methodology 
for extracting compressed domain features in H.264/AVC, using spatial prediction 
histogram as a descriptor. Overall, researchers believe that methods of summarizing 
and identifying key frames in videos are most effective only when machine learning 
is used. They note that thanks to the application of machine learning algorithms, 
video search systems enable users to more accurately analyze large volumes of 
video data, identify significant moments, and automatically select important frames. 
These technologies allow for precise analysis and indexing of large volumes of video 
data, effectively retrieving and restoring video fragments based on complex queries. 
The integration of these methods with advanced image processing algorithms and 
video analysis allows the creation of systems that not only accurately respond to 
user queries but also provide fast and efficient search solutions, adapting to various 
formats and types of video content. 

3 System  Overview  

In this work, an innovative video search system using deep convolutional neural 
networks (DCNN) has been developed, significantly enhancing the speed of 
processing visual data while maintaining the accuracy of video file search results 
[25]. In the proposed system, the data processing procedure is structured into several 
consecutive stages, each executed by a separate module. This architecture (Fig. 1) 
implements a sequential analysis of video content. The video search process by the 
system begins with the initiation of loading a video fragment, which is the starting 
point for its detailed processing. To increase the accuracy of video analysis, the 
video fragment is divided into individual frames, after which the system processes 
each frame individually. Then, to ensure data uniformity, each frame is normalized, 
aiming to standardize the sizes of frames in the video fragment. This process includes 
reducing the number of pixels in each frame using a bilinear interpolation algorithm,
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Fig. 1 Schematic representation of the neural network architecture for a video search system by 
fragments 

which employs linear interpolation first in one direction and then in another, to deter-
mine new pixel values. Initially, the four closest pixels around the target point in the 
original image are identified. Then, linear interpolation formulas are applied: first 
horizontally between the top and bottom pixels, resulting in intermediate outcomes, 
and then vertically between these intermediate outcomes to obtain the final pixel 
value. This method ensures a smooth and natural image after resizing, effectively 
minimizing artifacts and preserving key visual characteristics of the original image. 

After the frame normalization process, each frame undergoes a feature extraction 
procedure implemented by a deep convolutional neural network (DCNN) algorithm. 
The choice of DCNN for feature extraction is justified by the ability of DCNNs to 
effectively recognize and analyze visual features at various levels of abstraction [25]. 
These networks automatically learn to identify significant characteristics, particularly 
textures, colors, and shapes, which is important for distinguishing different types 
of scenes or objects in a video. For searching key frames, we have chosen color 
intensity as the characteristic feature. Let’s briefly consider two optimal color spaces: 
RGB and YUV [26]. If the task involves searching for similar video frames based 
on their visual content, using the RGB color space may be more appropriate, as 
it directly represents the primary colors perceived by human vision. This allows 
for more accurate matching of similar frames based on color similarity. However, 
searching based on RGB color may require more computation. 

The task of our system involves quick searching of similar video frames; in this 
case, we chose characteristics based on the content of brightness and chromaticity, 
namely the use of the YUV color space. It allowed us to separate information about 
brightness and chromaticity and provide a more efficient search. Additionally, we 
subsampled the chromaticity information to reduce computational demands, using a 
limited palette of colors and coefficients. 

To perform the conversion, the following ratios and formulas were used: 

• Y (luminance) is defined as the weighted sum of the RGB values:
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Y = 0.299R + 0.587G + 0.114B. (1) 

• U and V (color components) define chrominance relative to gray: 

U = −0.14713R − 0.28886G + 0.436B. (2) 

V = 0.615R − 0.51499G − 0.10001B. (3) 

The numbers in the formula for converting RGB to YUV for brightness (Y) stem 
from the way the human eye perceives light. The human eye is more sensitive to 
green color, hence the weight for the green channel (G) is the highest. Red (R) is 
also important, but less sensitive than green, and thus has the second highest weight. 
The least weight is assigned to the blue channel (B), as the human eye is least 
sensitive to blue color. These coefficients were determined based on the PAL and 
NTSC standards, which originated from BT.470 System M and were used in SMPTE 
RP 177 [27]. They were established to create a Y'UV signal from an RGB source, 
using weighting values for R, G, and B to obtain a measure of overall brightness or 
luminance (Y'). 

Therefore, in the system, the input data for the DCNN are frames in YUV format. 
Each frame is represented as a matrix with three channels (Y, U, V), where each 
channel is a two-dimensional matrix that represents the intensity of the respective 
component. The first layer of the DCNN contains convolutional layers, using filters 
with sizes of 5 × 5. This size was chosen for several reasons: more parameters (25 
weights) than smaller-sized filters, a larger “receptive field”—meaning they more 
attentively “look at” a section of the input data, which helps in detecting more global 
features, and are used for reducing the dimensionality (down sampling) of the image. 
The result is a new matrix (so-called “feature map”) that represents the features 
detected by the filter. The activation function chosen was the Exponential Linear 
Unit (ELU) [28]. ELU is an extension of the traditional Rectified Linear Unit (ReLU) 
activation function, the values of which are determined by the formula: 

ELU (x) =
{

x, x > 0 
q(ex − 1), x ≤ 0

}
, (4) 

where a—is a positive constant that determines saturation for negative net inputs. 
The main reasons for choosing ELU for our system are: 

1. Improved Information Retention: the proposed system requires precise extraction 
and retention of information about color shades and textural features in video 
frames. ELU, with its soft saturation property for negative input values, allows for 
more effective retention of this important information, avoiding its deformation 
or loss in deep layers of the network. 

2. Reducing the Vanishing Gradient Problem: deep neural networks are prone to the 
problem of vanishing gradients, especially in cases where gradients necessary 
for training become very small in the lower layers. ELU reduces this problem
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due to its non-linear characteristic on negative values, significantly improving 
the preservation of gradients during training [29]. 

3. Faster Convergence Speed: the efficient transfer of gradients in ELU contributes 
to quicker convergence during the network’s training. For our system, where 
large volumes of video data often need to be processed, the ability to quickly 
learn important features is key to ensuring high performance. 

4. Stability and Reliability: сompared to other activation functions, such as ReLU, 
ELU provides more stable and reliable information processing, which is critically 
important for accurate video analysis. 

Collectively, the choice of ELU as the activation function for our CNN, aimed at 
analyzing YUV video frames, ensures an optimal combination of accuracy, speed, 
and reliability, which are crucial for the successful execution of our system’s tasks. 
After feature extraction, it was decided to use clustering algorithms for further 
refinement of key frame selection methodologies [29]. 

For this purpose, DBSCAN (Density-Based Spatial Clustering of Applications 
with Noise) [30] was chosen as the optimal algorithm, which is effective for the 
tasks set [31]. It identifies clusters based on the evaluation of data density and can 
automatically adapt the number and sizes of data clusters according to the complexity 
of the processed video data, which is particularly important for analyzing large video 
streams with a variable number of objects on the screen. Additionally, it allows for the 
identification of separate noise points that do not belong to any cluster. This is useful 
for identifying anomalies or deviations in video data that may arise due to errors or 
noise. Moreover, one of the most significant advantages of DBSCAN is its ability to 
perform clustering without a predefined number of clusters, thereby ensuring high 
flexibility and adaptability in processing video data. For the effective application of 
DBSCAN, it is important to determine the optimal parameters for ‘radius’ (eps) and 
‘minimum number of neighbors’ (min_samples). These parameters were set based on 
a series of numerical experiments, the results of which are presented in the following 
sections of the work. It should be noted that the optimal values of these parameters 
may vary depending on the characteristics and volumes of the processed data. The 
process of determining these parameters during experimental analysis was based on 
the following approach. 

The initial phase of the experimental setup for the ‘radius’ parameter (eps) in the 
DBSCAN algorithm involved determining a range of its possible values. To do this, 
we conducted a series of clusterings using different radius values, which varied from 
smaller to larger, to evaluate the impact of this parameter on clustering results. For 
each individual radius value, we analyzed the quality of clustering using standardized 
evaluation metrics. This analysis allowed us to identify dependencies of radius values 
on the structure of the clusters. Thus, a study was conducted, and subsequently, a 
separate subsystem was introduced to adjust these values. 

For the selected radius value, experiments were conducted with different values 
of the min_samples parameter. Experimental studies were carried out in the range of 
min_samples values from the smallest to the largest, evaluating the clustering results
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for each min_samples value. In particular, we assessed how the change in min_ 
samples affects the number and size of clusters, as well as the quality of clustering. 

Therefore, for the initial data, the radius was set to a value of 0.5, which for us is 
an average value for video resolution, speed of object changes in frames, the amount 
of noise in the data, and the overall structure of the video. For min_samples, a value 
of 25 was chosen because we plan to analyze medium-loaded videos and need high 
stability and confidence in the detection of clusters during the training process and 
subsequent automatic adjustment of these values. Setting min_samples = 25 makes 
the clustering less sensitive to random changes in video data, which can be useful 
when analyzing average video streams with a moderate level of dynamics. The result 
of the video data clustering is the formation of groups of video frames, where each 
formed group reflects a distinct visual similarity among the video frames, taking into 
account their representation in YUV components. 

The next step is the second level of the neural network, which takes groups of 
frames and for each group of frames looks for the one with the highest weight, thus 
considering it as the key frame in the group. For each frame in YUV format, we 
calculate the average brightness value (Y-channel) using the following formula: 

AvgY =
∑

Y [i, j]/(height ∗ width), (5) 

where Y [i, j] is the value in the Y-channel for the area at position (i, j) in the matrix, 
and (height * width) is the total number of blocks (groups of pixels) in the frame. 

The output result of the second level of the network will be a group of three-
dimensional matrices, where each matrix represents a key frame with the highest 
average brightness value in the respective group. 

The third level in the neural network will be responsible for transforming the group 
of key frames, in the form of three-dimensional matrices containing information 
about brightness (Y), Chroma color (U), and Chroma color (V), into an abstract 
vector representation. This process is critical for subsequent efficient searching and 
comparing of video fragments in the database. Each key frame in the output group 
undergoes intensive processing at this level. Suppose the YUV array has dimensions 
(H, W, 3), where H is the height of the image, W is the width of the image, and 3 
corresponds to the Y, U, and V components. 

1. Flattening the array: 

Let YUV[i,j] represent a pixel at coordinates (i, j), where i is the row and j is the 
column. We flatten the three-dimensional array into a two-dimensional array, where 
each row of the array represents an image pixel, and the Y, U, and V components are 
located side by side. 

For each pixel (i, j), we can create a YUV vector: 

YUV [i, j] = [Y [i, j], U [i, j], V [i, j]], (6) 

where Y [i, j] is the brightness of the pixel, U [i, j] is the Chroma U color, and V [i, j] 
is the Chroma V color.
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2. Creating feature vectors: 

Now we have a YUV vector for each pixel. We can create a feature vector F[i,j], 
which represents the pixel in vector form: 

F[i, j] = [Y [i, j], U [i, j], V [i, j]], (7) 

where F[i, j] is the feature vector for the pixel (i, j). 
After creating feature vectors for all pixels, we can combine them into a flat 

representation or vector. To do this, we can consider all the F[i,j] vectors as separate 
rows in a vector matrix. That is, if we have H rows and W columns in the original 
image, then after flattening, we get a feature vector that has dimensions (H * W, 3), 
where 3 is the number of YUV components. 

We can represent this in mathematical form: 

F_flat = [F[1,1], F[1,2], ..., F[1, W ], F[2,1], F[2,2], ..., F[H , W ]], (8) 

where F_flat is the flattened representation of feature vectors. 
Thus, we obtained a flat vector representation for the entire YUV image, allowing 

further processing and analysis for use in the video fragment search system. 
After generating keyframe vectors at the third level of the neural network, there 

arises a need to search for similar vectors in a large video dataset. To achieve this, we 
use the FAISS library, utilizing YUV-based vectors to calculate the distance between 
vectors. 

Initially, an index is created that allows FAISS to perform efficient vector searches 
in the video database [32]. This index is based on vectors stored in the database, using 
the distance between them calculated based on YUV information. 

After creating the index, the neural network initiates a search for corresponding 
vectors in the database, sending queries with keyframe vectors at the third level of the 
neural network. The result is a set of the nearest neighbors for each of these vectors. 

Next, the obtained results are ranked based on the distance between the vectors, 
calculated using YUV information and other relevant indicators. This stage deter-
mines the relevance and significance of each found option. After receiving the ranking 
results obtained at the third level of the neural network, the top five most significant 
options are identified. These options represent key frames or vectors that best meet 
the criteria of similarity and relevance. 

Then, a search for these three options is conducted in our video dataset. All videos 
containing these key frames or vectors are analyzed, and the number of matches for 
each video with these options is determined. The original videos with the most 
matches with the three selected options are chosen as the most relevant results. This 
procedure allows highlighting videos that best correspond to the input query based 
on the analysis of similarity and relevance of keyframe vectors. Thus, it ensures the 
selection and output of the most similar output videos from the database based on 
the distance between vectors, formed based on YUV information and the number of 
matches with keyframe vectors.
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Fig. 2 Schematic representation of neural network architecture for search engine optimization 

To optimize the video search process using DCNN and enhance the speed and 
effectiveness of searching for videos by arbitrary fragments, it was decided to utilize 
a subsystem based on the Feed-forward Neural Network (FFNN) [33]. The FFNN 
subsystem analyzes the output data and performance metrics of the DCNN, using 
machine learning algorithms and mathematical models to adjust its hyperparameters. 
In this role, the Feed-forward Neural Network functions as an analytical tool, utilizing 
a dataset about the performance of the DCNN (such as accuracy, losses, processing 
time) to determine optimal settings. The FFNN will have several layers: an input 
layer that receives the DCNN metrics, a hidden layer for processing these data, and 
an output layer that generates recommendations on hyperparameters (Fig. 2). 

A neuron in a Feedforward Neural Network (FFNN) uses a bias and the ReLU 
(Rectified Linear Unit) activation function [34]. It operates through several key 
mathematical operations. Here is a detailed description of this process: 

Linear Combination—each neuron receives input signals x1, x2 . . . ,  xn, where n— 
is the number of inputs. Each input signal is multiplied by a corresponding weight 
w1, w2 . . . ,  wn. The sum of these weighted inputs is determined by the formula: 

z = w1x1 + w2x2 +  · · ·  +  wnxn + b, (9) 

where b—is the bias, which is added to the sum of the weighted inputs. 
The bias allows the neuron to shift the activation function to the left or right on 

the graph, providing additional flexibility to the network. After calculating the linear 
combination, the result z is fed to the activation function. In the case of ReLU, the 
function is defined as: 

ReLU (z) = max(0, z) (10) 

This means that if z is positive, the function returns the value of z, and if z is 
negative, the function returns 0 (Fig. 3). Thus, the output signal of the neuron y will 
be:
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Fig. 3 FFNN neuron with activation function 

y = ReLU (z) = ReLU

(
n∑

i=1 

wixi + b

)
, (11) 

where: 
z—is a linear combination of inputs; 
wi—is the weight associated with the i-th input; 
xi—is the i-th input signal; 
n—is the total number of inputs; 
b—is the bias (offset). 
Input Data for FFNN: 

1. System Runtime: The duration of each operation in the system. 
2. DBScan Parameters: eps (neighborhood radius) and min_samples (minimum 

number of points to form a cluster). 
3. Additional Metrics: Include clustering accuracy, the number of detected clus-

ters, and the percentage of noise. For accuracy, the Adjusted Rand Index (ARI) 
is used—a measure of similarity between two clusterings that considers random-
ness. It ranges from -1 to 1, where 1 indicates perfect clustering (in experiments 
with the same fragment). For calculating noise points in the DBScan algorithm, 
points that do not belong to any cluster are considered noise. The percentage of 
noise is calculated as the ratio of the number of noisy points to the total number 
of points. 

FNN will analyze the impact of changes in the values of eps and min_samples 
on the effectiveness of clustering. It will learn to predict optimal values for these 
parameters depending on the input data (the size and complexity of the dataset). 

With the introduction of the DCNN subsystem, it can dynamically adjust DBScan 
parameters based on current accuracy and noise analysis. Regular monitoring of these 
metrics helps in identifying areas for improvement of algorithms and data processing 
processes. The use of these methods will not only allow evaluating the effectiveness 
of clustering in your system but also provide information for its optimization, thereby 
enhancing the quality and performance of data processing.
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4 Results 

In the study, a dataset was used for training and evaluating the effectiveness of the 
proposed video search system based on arbitrary fragments. The UCF-101 dataset 
contains 13,320 video files, divided into 101 non-overlapping categories [35]. Each 
file has a resolution of 240× 360 pixels and a fixed frame rate of 25 frames per second 
(FPS). The duration of the videos varies from 1.06 s to 71.04 s. These data are used 
for training and validating the video search system for arbitrary fragments. They 
allow for the assessment of the effectiveness of the developed system in searching 
video fragments. For training and validation of the system, a method of “deferred” 
division of training data into subgroups is recommended, and a test set should be 
used to determine the accuracy of its testing. The data were divided into sets for 
training and testing, consisting of 70% training data and 30% testing data. 

For training the system and populating it with data, video files were converted into 
the YUV format. In the system, the search layer was modified to enable the storage of 
a file with key frames and vectors linked to the corresponding video. Video fragments 
with a maximum duration of 20 s were selected for identification, with some of these 
fragments not included in the test base of originals. A high level of performance 
was achieved through the representation of video material in the form of a compact, 
minimized set of characteristics. Additionally, to enhance data processing efficiency, 
a method of clustering with vector space indexing was applied. During training and 
searching with FFNN, we monitored the output parameters of the network, forming a 
graph showing the relationship between search time and the number of videos in the 
database (Fig. 4). This allows for an assessment of the speed of data normalization 
and processing. 

Within the framework of the conducted research, an assessment of the effective-
ness of video data clustering was carried out, with a particular focus on the accuracy of

Fig. 4 Dependence of search speed on the number of videos in the system 
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key frame identification. For this purpose, video fragments with a maximum duration 
of up to 20 s were used, some of which were not included in the original database. 

The main parameters for the DBSCAN (Density-Based Spatial Clustering of 
Applications with Noise) clustering algorithm included the radius (epsilon) and the 
minimum number of samples (min_samples). The radius varied from 0.3 to 0.6, 
while min_samples remained unchanged, as the number of frames in the dataset was 
constant. 

As a result of the study, the following accuracy metrics were obtained: for the 
training data set, the accuracy was 93.36%, and for the test set, it was 86.36%. For 
comparison, in the context of an architecture without the use of the FFNN (Feedfor-
ward Neural Network) subsystem, the accuracy for the training set was 74.36%, and 
for the test set, it was 66.04%. These results underscore the importance of the addi-
tional subsystem in the process of optimizing clustering parameters. It is important to 
note that the absence of this subsystem leads to a significant discrepancy in accuracy, 
indicating a high sensitivity of clustering parameters to the final representation of 
frames. Thus, the integration of FFNN as part of the system provides a significant 
improvement in overall performance and accuracy in identifying key frames in the 
video stream. 

The final results of this study point to the significant importance of the architectural 
innovation that was proposed and implemented, and its impact on the effectiveness 
of key frame detection in the video stream. 

5 Discussion 

The study focuses on improving video search capabilities, particularly through the 
use of Feed-Forward Neural Networks (FFNN) and Deep Convolutional Neural 
Networks (DCNN). The research highlights limitations of current video search 
methods, especially in processing large volumes of video data and the complexity of 
video content. These challenges necessitate advancements in algorithms for assess-
ment and prediction. The study emphasizes the importance of feature extraction, 
key frame identification, and abstract vector representation as critical for enhancing 
video search capabilities. It discusses the difficulties in transforming low-level video 
data into high-level semantic concepts and the need for preprocessing these data. 
A proposed multi-stage video search system balances search speed and accuracy, 
minimizing errors in results. This includes complex machine learning algorithms 
and computer vision methods. The system uses the YUV color space for effective 
feature representation and employs the DBSCAN clustering algorithm for key frame 
selection. Deep learning models are crucial for recognizing and analyzing visual 
features at various levels of abstraction. Optimization and Challenges: The system 
architecture is designed to optimize the video search process and adapt to different 
formats and types of video content. However, the complexity of deep learning models 
and potential inaccuracies in key frame selection and event prediction are noted as 
challenges. To address complexity, more efficient deep learning algorithms requiring
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fewer computational resources could be considered. Cloud computing might also be 
used to provide the necessary computational power without the need for expensive 
hardware investments. Optimizing Deep Convolutional Neural Networks (DCNNs) 
through the implementation of asynchronous operations is a progressive approach in 
computational efficiency. Asynchronous operations in DCNNs will enable simulta-
neous processing of multiple layers or segments of the network. While one part of the 
network is being processed, other parts can be loaded or pre-processed, effectively 
utilizing idle computational resources. 

Future Implications: The research indicates that integrating advanced image 
processing algorithms and video analysis methods with machine learning could lead 
to systems that not only accurately respond to user queries but also provide quick and 
efficient search solutions. The next steps for improving and optimizing the system 
based on the results are Reinforcement Learning (RL). RL involves several key 
steps for effective implementation within a system. Initially, it’s crucial to define the 
‘reward’ mechanism—this could be, for example, positive user feedback on search 
results. Subsequently, an appropriate RL model needs to be selected, which could 
range from Q-Learning and Deep Q-Networks (DQN) to Policy Gradients, depending 
on the specific requirements of the task. The chosen RL model should then be seam-
lessly integrated into the system to ensure it can receive feedback from users and 
adjust its parameters accordingly. Finally, thorough testing and optimization of the 
algorithm are necessary to ensure that it efficiently adapts the system to meet user 
needs. And one more important step for the future it’s fine-tuning of neural network 
models represents a sophisticated approach in enhancing the performance of video 
search systems for specific genres or types of content. This process involves the 
initial training of a model on a broad dataset to establish a general understanding of 
video features, followed by additional training phases on datasets comprising specific 
genres or styles. Such a targeted approach ensures that the model becomes more 
adept at recognizing and categorizing nuances unique to these specific categories. 
This fine-tuning not only refines the model’s accuracy in identifying genre-specific 
elements but also improves its overall efficacy in handling diverse video content. 
By continuously adapting to more specialized data, the model becomes increasingly 
efficient in discerning subtle characteristics, leading to more precise and relevant 
search results. 

6 Conclusions 

Based on the analysis of literary sources, it has been found that modern technologies 
for video search by fragments require improvement. The results of their practical 
implementation in most cases are unstable. In particular, significant difficulties arise 
in searching for the original video material by individual fragments in cases where 
there is no knowledge or keywords about these fragments. It has been established 
that one of the ways to solve this problem is to search for videos based on the 
analysis of visual content. Using the architecture of Deep Convolutional Neural
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Networks (DCNN) and Feedforward Neural Networks (FFNN), a new system for 
searching video materials has been developed with a structured approach to data 
through sequential stages and modular components. To justify the effectiveness of 
the developed system, corresponding experimental studies have been conducted, 
and based on the obtained results, the practicality and applicability of the proposed 
system in real scenarios have been confirmed. The proposed system demonstrates 
high results in the accuracy of visual content identification. 
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1 Introduction 

1. Structure of information technologies in office work. 

A contemporary information procedure in office work involves the ability to use 
various types of information technology in a comprehensive manner, including 
modern computers, streamlining the technological stages of documentary support for 
management processes, and improving document management. This, accordingly, 
requires: 

(1) solving the problem of creating uniform rules for organizing office work in 
institutions; 

(2) development of standard guidelines for drafting, executing, and approving 
official documents; 

(3) creation of a certain system of control over the execution of official documents 
[1]. 

Information technology in office management [1] is a set of principles and rules 
that establish uniform requirements for documenting the activities of an institution 
and organizing work with documents. The main tasks of using information tech-
nology in office management are to develop theoretical knowledge, practical skills, 
and abilities in paper and electronic document processing. 

The term “information technology” is considered as: 

– a systematically organized sequence of actions performed on information using 
automation tools and methods; 

– is a process that covers a set of methods of collecting, storing, processing, and 
transmitting information based on the use of computer technology; 

– a process that uses a set of tools and methods for collecting, processing and 
transmitting data to obtain new quality information about the state of an object, 
process or phenomenon; 

– utilizing computers and software to store, transform, protect, process, transmit 
and receive information, etc. [2, 3]. 

Information technology is a process consisting of the sequential performance 
of certain actions in achieving the set goal and performing tasks, i.e. a process 
consisting of clearly regulated rules for performing actions, stages of different levels 
of complexity over data [2]. 

Information technology tools are hardware, software and organizational support 
integrated in the process of collecting, storing, transforming, protecting, processing, 
transmitting and receiving information for decision-making. 

Hardware includes main devices (computers) and auxiliary devices (printer, 
scanner, multimedia devices, etc.). 

Software—operating systems, network and application programs (text, 
accounting, tax, HR, etc.), as well as a set of hardware programs (drivers, antivirus 
programs, etc.).
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Organisational support is a set of data presented in a certain form for computer 
processing. 

Information technology is based on the use of information and computer software 
and consists of various stages and actions. 

Information technologies are used to implement the following stages of informa-
tion processing: collection and registration of information; machine coding of infor-
mation; storage of information; processing of information using modern computing 
methods of mathematical modelling, statistical and other methods; provision of 
information to customers; analysis of the information received, etc. 

Classification of information technologies 

The choice of the type of information technology for its use in office work depends 
on the classification criterion. The criterion may be a set of features that influence the 
choice of a particular information technology. The following classification features 
of information technologies are most often distinguished. 

Information technologies are classified by characteristics: 

(1) purpose of use; 
(2) user interface; 
(3) a way of organising networking; 
(4) the principle of construction; 
(5) the degree of coverage of management tasks; 
(6) participation of technical means in a dialogue with the user; 
(7) method of managing production technology; 
(8) type of information processed. 

The structure of information technology in office management. 
The organisation of procedure with documents based on modern information 

technologies in office work is based on the use of a modern document management 
[4, 5] and workflow automation system (DMS) as a set of information technolo-
gies focused on the joint and coordinated use of electronic methods of collecting, 
processing, storing and transmitting information in the form of texts, graphs, tables, 
etc. 

Information technology is a set of methods, production processes, and software 
and hardware tools integrated into a technological chain that ensures the collection, 
processing, storage, distribution, and display of information in order to reduce the 
labour intensity of the processes of using an information resource, as well as to 
increase their reliability and efficiency [6]. 

Information technology in office management is a list of technological processes 
(collection, transmission, processing, storage and presentation of information) that 
can be viewed as a generalisation of the relevant purposeful changes in the properties 
of certain data. From the point of view of computer science, office workflows look 
like this:
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Data aggregation is the transformation of a set of data that changes their concen-
tration property, i.e. the process when information coming from different sources on 
a certain range of issues is collected in one document. 

Data transfer is a transformation of a set of data that changes its spatial coordinates, 
which are considered as a relevant property. 

Data processing is the transformation of a set of data, which changes one or 
another of their qualitative properties, which is necessary for the preparation of a 
specific document. 

Data preservation is the transformation of a set of data for which the time coor-
dinates (from the past to the future) are changed, which are considered as a certain 
property of the data. 

Data presentation is the transformation of a set of data, which changes the type of 
information—the form of documentary storage or the results of its processing—into 
a form convenient for use in solving a specific task. 

Automated workflow technologies implement the following functional tasks: 

– entering documents for further processing and execution; 
– registration and accounting of incoming, outgoing and internal documents; 
– distribution of documents by executors with the assignment of deadlines in 

accordance with the relevant regulations; 
– control over the execution of documents with the issuance of reminders to 

executors; 
– search for documents upon request; 
– maintaining operational and archival document storage funds; 
– search for archival information on request; 
– generating statistical data and compiling summary documents; 
– preparation of certificates to the management on the status of documents 

execution; 
– exchange of documents (external and internal). 

Organisations and enterprises use the following CADDs: 

1. Document image processing system. It is designed to input, process, store and 
search graphic images of paper documents. 

Main functions: 

– scanning documents [7]; 
– recording to the server; 
– classification of documents; 
– Transferring images to a workstation; 
– search for images by individual elements; 
– mailing and printing. 

2. Optical character recognition system—for converting paper documents into 
electronic form as a text file. 

Main functions:
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– scanning; 
– text recognition [8]; 
– -formatting to a text file. 

3. Document management system [9]—to automate the storage, retrieval and 
management of electronic documents in various formats. 

Modern document management systems make it possible: 

– index documents; 
– conduct full-text keyword searches; 
– organise access to the document regardless of the storage location; 
– manage the configuration of documents with the establishment of relationships 

between individual structural components; 
– ensure data protection; 
– organise access to a document regardless of its storage location; 
– manage documents using key components (section names), implement multi-level 

data protection that allows access to the document only to certain users or sets 
limited access, for example, “scan only”; 

– administer accounting and archiving, organise the issuance and return of docu-
ments, and monitor existing versions and their distribution. 

4. Workgroup software is designed for organisations whose employees, by the nature 
of their work, need to constantly exchange documents with the tasks of saving, 
viewing and sharing. The main functions of such groupware can be: 

– -e-mail; 
– support for video conferencing; 
– image management; 
– sharing documents; 
– routing; 
– calendar planning. 

The introduction of information technologies should be expressed in the selection 
and implementation of transformation methods, i.e. the introduction of a certain 
system of tools and methods of their use. In this respect, the implementation of 
a particular information technology in office management should presuppose the 
presence of: 

(1) appropriate technical means that ensure the conversion of a paper document 
into its electronic version; 

(2) systems of technological complex management tools (for computing equipment, 
this means the availability of software tools); 

(3) means of organisational and methodological support that combine the imple-
mentation of all actions of technical means and personnel into a single techno-
logical chain in accordance with the purpose of a specific information process 
within the documentation of a specific function of management activity [1].
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To this end, automated management information systems (AMIS) have been 
created and are operating on the basis of sectoral automated computer informa-
tion systems (ACIS), which also perform record keeping functions. The functions of 
automated control over the execution of documents may be assigned to automated 
document execution control systems, and the functions of registration, search and 
storage of documents may be assigned to automated information retrieval systems. 

The subsystems that can be used in a unified document management system 
include: document image processing systems, optical character recognition systems, 
document management systems and workgroup software [1]. 

Workflow automation systems are designed to create application systems for 
collective document processing in the course of performing specific business 
processes [10]. Document flows in an organisation must be adapted to the business 
processes that already exist and the rules of their interaction. A strategic challenge 
for an organisation is the problem of choosing a comprehensive automated docu-
ment management system that is capable of creating, storing, searching, editing and 
sending documents. The problem here is that only a few applications in this category 
approach the level at which all these functions are provided simultaneously. 

An ACS can be considered complete if it is able to perform key functions, the 
most important of which are:

• providing the ability to index and search for documents;
• control the status of work with a document that can be located in any part of the 

organisation’s network; 

Quick location determination when needed; 
the ability to group documents (combine texts, graphs, tables into one file), 

forming a certain complex document [1, 11]. 
Complex document management software should have more features than simple 

document production systems. Users need tools to create various document types 
and, therefore, a document management system designed to work with different file 
types. 

“Boxed” software is a multifunctional product with well-developed reference 
documentation supported by the developer. These packages are designed, as a rule, 
for the “average” user and do not consider the specifics of a particular institution. 

Customised software is a complex, bespoke application with a long, irregular 
development and implementation cycle. They require significant funding but at the 
same time, take into account the specifics of a particular enterprise or organization. 

Complex generalized products are mass-produced software products that require 
installation, implementation, maintenance, and technical support. These include 
accounting software and software for organising and automating specialised office 
work. 

The key factors in evaluating a particular integrated document management system 
should be:

• ease of exploitation and management;
• cost per user;
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• technical support and staff training;
• support for several types of clients;
• compliance with standards for managing complex documents. 

Here is the structure of information technologies in office work in the form of a 
table proposed by Palekha [1, p. 113] (Table 1). 

The basis for the functioning of almost all office automation and document 
management systems (both Western and domestic) is server-based technology, which 
allows simultaneous creation, analysis, redistribution of information [12], and its 
quick viewing and search. 

Information technologies within the client–server system use the Internet/intranet 
system, where the intranet is an internal corporate network of an organisation that 
operates according to Internet standards. This allows for communication between 
users from any location on the corporate network or with remote users in the workflow 
and document management system via the Internet. 

These software systems are positioned according to the following list [13]: 

(1) specialised systems for automating office work and document management 
(Delo 8.0, Lan Docs); 

(2) document flow automation systems that provide for the arbitrary exchange of 
documents and information (Office Media, Escado); 

(3) workflow management systems that allow automating complex multi-step algo-
rithms for working with documents in corporations (Optima Works, Links 
Works, Staffware); 

(4) collective document processing systems aimed at automating the work of a small 
team and supporting the joint use of information by a group of users (Group 
Wire and Lotus Notes (“LotusIMB”); 

(5) electronic document arrays intended for storing documents in electronic form 
and searching them (Docs Open, Euphrates).

Table 1 Structure of information technology in office management 

Means Subsystems Software packages Types of work 

Conversion from 
paper form in 
electronic 

Image processing 
documents 

Boxed Creation documents 

Management 
technological 
processes 

Optical recognition 
characters 

To order Document management 
(document management) 

Organisational and 
methodological 
procedure 

Management 
documentation 

Generalised Sending documents 
(e-mail) 

Software provisioning 
working groups 

Group work with 
documents (groupware) 

Workflow management 
(workflow) 
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The modern market of office automation and electronic document management 
systems offers several solutions for electronic document management [14], including 
domestic products Megapolis.DocNet and Deals by InBase and Intecracy Deals, 
which are part of the Intecracy Group consortium [15]. 

Megapolis.DocNet—is a solution designed for internal document management. 
The system’s functionality allows you to coordinate documents and set tasks at 
several levels of the organisational structure. An offline mode is available. A mobile 
app for iOS and Android keeps users up to date with the latest developments. 

Solutions Deals solution is designed to work with external contractors. This 
progressive online service allows you to approve and sign documents in just a few 
minutes. This solution also features the ability to work with Mobile ID. 

All documents signed in Megapolis.DocNet and Deals using an electronic digital 
signature [16, 17] have the same legal force as those signed manually. 

2. Document management systems 

The introduction and widespread use of modern information technologies are creating 
opportunities for a qualitatively new organisation of management communication 
and processes of working with documents and information. In this regard, there 
is a growing need to develop and apply new conceptual approaches in practice. 
Electronic document management should be viewed as a qualitatively new systemic 
phenomenon associated not only with technical, technological, documentary and 
legal components, but also with the development of the socio-economic management 
system. 

For any enterprise or organisation, the issues of optimising document flow and 
controlling information processing are of key importance. The effectiveness of enter-
prise and organisational management depends to a large extent on the correct solution 
of the tasks of prompt and high-quality generation of electronic documents, control of 
their execution, as well as a well-thought-out organisation of their storage, retrieval 
and use. The need for effective management of electronic documents led to the 
creation of electronic document management systems (EDMS). 

Working with electronic documents includes the creation of documents, their 
processing, transmission, storage, and output of information circulating in an 
organisation or enterprise using computer networks. 

Electronic document management is the organisation of the movement of docu-
ments between organisational units, user groups or individual users. At the same time, 
the movement of documents is not their physical movement, but the transfer of rights 
to use them with notification of specific users and control over their implementation. 

International Data Corporation (IDC) defines EDMS (Electronic Document 
Management Systems) as follows: “An EDMS provides the process of creating, 
managing access to, and distributing large volumes of documents over computer 
networks, and provides control over document flows in creation. The general capa-
bilities of EDMS include document creation, access control, data conversion and 
data security” [18]. 

The main purpose of a DMS is to organise the storage of electronic documents 
and work with them (including their search by both attributes and content) [19–21].
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The EDMS should automatically track changes to documents, deadlines for docu-
ment execution, document movement, and control all versions and sub-version of 
documents. A comprehensive EDMS should cover the entire document management 
cycle of an enterprise or organization—from defining a task to create a document 
to writing it off to the archive, and provide centralised storage of documents in any 
format. They should provide flexible document management both by clearly defining 
the routes of movement and by free routing of documents. 

The Concept of Document Management 

Although the concepts of “office work” and “management documentation” are close, 
“management documentation” covers a wider range of issues, including work with 
various types of management documentation in the context of automation. It should 
be noted that today the concepts of “office work” and “documentary management 
support” are actively used as synonyms [1]. 

The efficiency and quality of decisions made, the effectiveness of their imple-
mentation and the organisation’s overall performance1 depend on how document 
management is organised. Traditionally, the area of activity related to the organi-
sation of work with documents in management is called office management. The 
term “documentary management support” (DMS) [22] appeared in the scientific, 
educational, and methodological literature in the late 1970s, when work was actively 
underway to create automated management systems and by analogy with other terms 
of an automated management system: “software”, “information support”, “mathe-
matical support”, it was named as such. The term “DZU” was used when it came to 
computer technologies in document management, it emphasised the information and 
technical component of document management. And the term “office management” 
was used mainly when it came to the organisational side of working with documents. 

The term “document management” is quite closely related to the concept of “docu-
mentary management support”. According to M.V. Larin, who made the most signif-
icant contribution to the development of this issue in Russian documentary studies, 
documentary management support is “…a term that characterises the transitional 
stage from traditional record keeping to document management” [5]. In many works 
of the scientist, various aspects and forms of work with documents in their histor-
ical development are studied and the modern content of documentation management 
activities is substantiated. 

In modern conditions, scientists consider document management as a specialised 
management function that should cover the entire range of issues related to the 
creation, circulation, storage and destruction of documents generated and circulated 
in the management system. In our opinion, it is important to consider this function not 
only at the level of a single organisation, but also on the scale of various management 
systems. 

It should be noted that along with the concept of “records management”, the 
term “document management” is also used as a translation of the English term 
“records management”). Despite the similarity of these concepts, according to some 
researchers, there is still a difference in domestic practice. The concept of “document
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management” focuses on complexes of documents (these are different documenta-
tion systems, as well as types and varieties of documents), while the concept of 
“document management” may focus on documents as separate objects. 

The massive development of automated information systems has become a factor 
for national documentary studies that has stimulated new areas of documentary 
research and new practical solutions. In the 1980s, document studies began to more 
actively merge with documentary studies as an applied part of cybernetics, which 
studies the management of large dynamic document systems, i.e. systems where 
information circulates in the form of documents. 

It should be emphasised that the active introduction of computers in the processing 
of management documentation has led to fundamental changes in the documen-
tary environment, which, with some reservation, can be called revolutionary, as 
fundamentally new media and methods of recording, reading, searching, and storing 
documented information have emerged. All of these innovations required exten-
sive research. One of its first results was the emergence of the term “documentary 
management support” (DMS), a new term in documentary studies [23]. 

In the 1980s, a number of factors emerged that changed the established views 
on the use of computers in management. Among these factors, the development of 
microelectronics, the emergence of microcomputers available to ordinary users, and 
the creation of various types of computer networks took a prominent place. 

Scientific and technical developments have made it possible to really approach 
the design of an automated system that could be used in the practice of rational 
organisation of documentation and all subsequent document processing processes 
in order to avoid excessive duplication and unnecessary documentation, to ensure 
information retrieval and reduce the storage of document arrays. Such a system is 
called a “documentary support system” (DSS) [23]. 

The urgent task of document science at that time was to develop the concept of 
a document management system, i.e. to determine its fundamental content, direc-
tions of automation of work with documents in order to increase the efficiency of 
management activities and reduce the volume of documentation. 

In the 1990s, the situation in the field of automation of documentary support for 
management was changing, and the prerequisites for eliminating shortcomings in 
the field of document management were gradually being created. Changes are taking 
place in the field of new information technologies. Compared to the previous decade, 
the market for information technology and software is now offering an opportunity 
to purchase any modern information systems and technologies. There is a growing 
demand for modern management documentation systems in public administration 
and, especially, in commercial organisations. Consequently, more attention is being 
paid to document management issues. 

Scientists have come up with a hypothesis that at the present stage, the technical 
equipment of management structures is often ahead of the methodological support for 
the use of new technologies, which leads to inefficient and unsystematic use of them 
[23]. Nowadays, there is a tendency towards active development of modern models 
of information systems, and innovative technologies are being rapidly introduced 
into the automated document management system.
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The study of the experience of designing automated control systems reveals a 
new trend: if initially information needs were met through the introduction of local 
networks, then later the same goals are achieved by creating open local networks 
consisting of personal computers interconnected by means of communication. Equip-
ping these networks with the necessary interfaces and software environments leads 
to the creation of powerful information service systems (the so-called client–server 
systems) [23]. 

A new way of implementing client–server technology is intranet technology. 
This technology summarises the experience gained on the Internet in the so-called 
distributed environment. When using intranet technology, an organisation integrates 
the software products and hardware it uses into a common information environment 
with uniform rules for creating and consuming information. 

To understand modern ACS, it is important to consider such concepts as 
“workflow” and “groupware”. 

Workflow is the full or partial automation of a business process, in which docu-
ments, information or tasks are transferred from one process participant to another to 
perform actions. This system is a convenient interactive tool for managing business 
processes in real time. The relevant documentation is strictly linked to management 
procedures based on a clear division of work, functions, and tasks among employees 
of the management apparatus. The document flow seems to be superimposed on 
management processes. 

Groupware is software that allows you to organise the joint work of employees 
of an organisation, i.e. their cooperation in the process of performing management 
tasks. Document management systems focus on creating databases of documented 
information. 

In today’s environment, when organisations face shortcomings in their document 
management, it is necessary to strengthen the transition to more efficient document 
management, taking into account the emergence of new information technologies. 

ACSs are divided into three broad groups: 

1. Higher-level (corporate) systems. They are characterised by the greatest func-
tionality, covering all standard documenting and processing processes in organ-
isations. Systems of this level include all typical computer technologies and 
are capable of managing documents on various client and server platforms. 
These systems can be used in complex hierarchical structures (ministries, banks, 
corporations, city administrations, etc.). 

2. Mid-level systems. These systems are designed to implement several/some high-
level functions in the field of document text management, primarily related to 
searching and extracting data from information arrays. 

3. Lower-level systems. They provide only basic functions of searching and 
retrieving documents. These systems are usually of “boxed” design, designed 
to implement some similar search operations (for example, in text editor mode) 
[23, p. 196]. 

The need for efficient management of electronic documents led to the creation of 
electronic systems in the 1980s.
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An electronic document management system (EDMS) is an organisational and 
technical system that ensures the creation, access control and distribution of elec-
tronic documents in computer networks, as well as control over document flows 
in an organisation. Such software is designed to organise and store various types 
of documents. This type of system is more commonly referred to as a document 
management system, a more general type of data storage system that helps users 
organise and store paper or digital documents. 

Electronic document management provides a way to centrally store large volumes 
of digital documents [24]. Many of these systems include features for efficient 
document retrieval. 

Properties of the document management system: 

ensuring such properties of documents as authenticity, reliability, integrity, and 
suitability for use; 
Ensuring the reliability of document management, i.e. the ability to create, use and 
store documents in a long-term and correct manner in accordance with established 
procedures; 
ensuring the integrity and unity of the entire set of actions and procedures for 
document management; 
ensuring that all document management activities comply with established 
requirements (external and internal); 

Ensuring the comprehensiveness (complexity) of document management by 
covering all types of activities, all formats of data presentation in documents, and all 
types of information carriers. 

The document management system should implement the following functions: 

entering documents into the document management system; 
registration; 
classification; 
access and protection; 
storage and security of documents; 
use of documents, control of their movement and use; 
examination of the value of documents; 
selection (transfer) of documents for storage or destruction. 

Information Management Systems (IMS) or portals provide information aggre-
gation, information management and information transfer via the Internet/intranet/ 
extranet. The portals also provide access to applications via a standard Web navigator. 

Content Management Systems (CMS) provide content creation at the object level 
for their subsequent reuse. In such systems, information is available not in the form 
of documents but in the form of smaller objects, which makes it easier to exchange 
information between applications. For example, managing Web content requires 
the ability to manage objects of different content that can be included in a Web 
presentation. 

Basic principles of electronic document management:
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• one-time registration of a document;
• the ability to perform various operations in parallel to reduce the time required to 

move documents and increase the efficiency of their execution;
• continuity of document flow;
• a single database of documentary information for centralised document storage 

and the elimination of duplicate documents;
• an efficiently organised document search system;
• a sophisticated reporting system that allows you to control the movement of 

documents in the document flow process. 

In accordance with the basic principles of electronic document management, 
EDMS provides the following functions: 

– centralised document management—EDMS allows you to quickly change the 
forms of documents used in the organisation; 

– Document lifecycle support—EDMS allows for strict control of the document 
lifecycle, taking into account the requirements of the corporate environment, as 
well as industry standards and legislation; 

– Teamwork on documents—EDMS allows you to organise teamwork on a 
document; specialists located in different offices can participate in it; 

– Ensuring confidentiality—EDMS provides the ability to sign documents using an 
electronic signature and encrypt them; 

– Document routing—EDMS provide automatic transmission of a document to 
the right person. Integration with other systems—EDMS should and can be inte-
grated with other enterprise management systems, such as accounting, production, 
financial, analytical, etc. 

– access control—EDMS allows you to differentiate between the powers of 
employees and control access to documents. 

The issue of classifying EDMS is quite complex due to the rapid development of 
the market for these systems. Today, there are the following main types of EDMS: 

1. DMS designed to organise document storage. Systems of this type are used 
for specific vertical and horizontal applications (sometimes they have industry-
specific applications). They provide the full life cycle of document management, 
as well as storage and retrieval of documents in their original formats for grouping 
them into folders. The most well-known developers of EDMS systems are Docu-
mentum (Documentum system), FileNet (Panagon and Watermark systems), 
Hummingbird (DOC Open system), etc. 

2. Corporate DMS. Systems of this type provide a corporate infrastructure (avail-
able to all corporate users) for creating documents, collaborating on them and 
publishing them. DMS are implemented as mass or general corporate tech-
nologies. Lotus (Domino.Doc system), Novell (Novell GroupWise), Open Text 
(LiveLink system), Keyfile, Oracle (Context system), iManage, etc. are engaged 
in the development and promotion of corporate DMS. 

3. Content Management Systems. This type of system provides content creation, 
access and management, and content transfer (down to the level of document
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sections and objects for further reuse). The availability of information in the 
form of smaller objects rather than documents makes it easier to exchange 
information between applications. The world’s most popular content manage-
ment systems include Adobe, Excalibur, BroadVision, Documentum, Stellent, 
Microsoft, Divine, Vignette, and others. 

4. Workflow Management Systems. Systems of this type are designed to provide a 
route for workflows of any type (determining the route of files) within corporate 
structured and unstructured business processes. They are used to increase the 
efficiency and controllability of corporate business processes. The developers 
are Lotus (Domino/Notes and Domino Workflow systems), Jetform, FileNet, 
Action Technologies, Staffware, etc. 

All of the above types of systems are among the simplest implementations of 
EDMS, the so-called electronic document management systems. However, busi-
nesses and organisations whose activities involve the constant processing of a large 
number of different documents use higher-level EDMSs, which are commonly 
referred to as Product Data Management (PDM) systems. Such systems fully or 
partially perform the functions of electronic document management systems. An 
essential component is the ability to manage the flow of work and the route of 
documents. 

The most powerful EDMSs are the so-called ERP (Enterprise Resource Planning) 
systems. These systems, in addition to the concepts of “document” and “product”, 
operate with the concept of “resource”. The main functionality of such systems 
is to plan, analyse and organise the consumption of resources, while the tools for 
managing documents and product data play a supporting role. Usually, there are 
special electronic document management modules that are built into ERP systems. 
However, the capabilities of these modules are quite limited, as it is almost impossible 
to create a universal and fully functional ERP system. 

For large enterprises, SAP R/3, Oracle Applications, and Baan can be used as 
ERP systems. The less powerful but cheaper Navision system from Microsoft is also 
popular. 

GroupWise WorkFlow Professional (Novell) is a graphical version of Group-
Wise WorkFlow that integrates seamlessly with email to organise teamwork and 
improve workflows, and contains a wide range of icons (graphic elements) to describe 
workflows. 

The Saros Document Manager system (Saros Corporation) provides two-level 
document management—a library server and a client site, universal access to data 
warehouses, attribute search, automation of routine work (printing, archiving, e-mail 
exchange), a unified security system and information lifecycle management. 

The Action WorkFlow system (Action Technologies) is designed to automate 
information flows in Lotus Notes or Microsoft SQL Server, supports standard docu-
ment flow management technologies, graphical modelling of business processes, 
model integrity checking and optimisation, calculation of process execution time 
and cost, and generates reports.
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The EDMSuite system (IBM) includes the FlowMark document management 
system, graphic document processing tools, provides three-level distribution of 
access rights, and document version control. 

The FormFlow system (Symantec) is designed to fully meet all the needs of an 
organisation for automating business, production processes, business processes based 
on electronic forms. 

Documentum (http://www.documentum.com/) is a global market leader in ECM 
(Enterprise Content Management) systems. It is a full-featured platform designed 
to manage unstructured enterprise information (various types of documents, digital 
media data, website content). The Documentum platform allows not only to manage 
enterprise documents at all life cycle stages, but also to solve the problems of complex 
automation of various business processes, providing process-oriented communi-
cation between different information systems. The document management system 
contains tools that allow you to create applications in the Documentum environment. 
Therefore, Documentum can be viewed as a platform designed to create distributed 
archives, maintain quality standards, manage projects in distributed groups, organise 
corporate records management [25], dynamically manage the content of corporate 
portals, manage digital media data, and interact with scanning/recognition tools. 

The use of modern open source technologies enables the use of external 
development tools to create Documentum applications. 

The LanDocs system is a two-level software package designed to automate the 
functions of registering and filling in document records, sending documents, tasks, 
orders, and provides control over the status of documents, versions, creating reports, 
and archiving. The workflow component is implemented in a client/server archi-
tecture based on industrial DBMSs: Oracle or Microsoft SQL Server. The software 
for centralised management of document storage in the electronic archive is imple-
mented as a separate server. The LanDocs mail service is designed in such a way 
that employees who have a special LanDocs client component installed can receive 
and report on task messages using a standard Microsoft Exchange or Lotus Notes 
mailbox. 

Docs Fusion and Docs Open. These products are developed by Humming-
bird (http://www.hummingbird.com/). They are among the most popular electronic 
archive systems in the world. The systems can be effectively used both in organi-
sations with a large number of employees (thousands of people) and in small firms 
(5–6 people). They are designed for organisations that are involved in intensive docu-
ment creation and editing, such as head offices, consulting companies, government 
agencies, etc. To store system data, you need to use Microsoft SQL Server or Oracle. 
The file system is used as a storage for the documents themselves. The systems are 
open source and include development tools for creating specialised applications or 
integrating with other systems. 

Optima Workflow is a comprehensive system for managing workflows and organ-
ising confidential document management. It is designed to formalise standard docu-
ment workflow procedures in organisations where such work is a daily practice. 
The system automates document registration processes according to the rules of 
office workflow, implements mechanisms for annotating and collecting resolutions,

http://www.documentum.com/
http://www.hummingbird.com/
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and delivering reports on the execution of orders. Optima Workflow uses Microsoft 
Exchange as a document server, so it is advisable to use it in those companies where 
Microsoft Exchange is already used for its intended purpose—as a mail server. 

Advantages of Using EDMS 

The use of EDMS provides tactical and strategic benefits. 
Tactical benefits are determined by the reduction in costs of implementing the 

EDMS associated with the release of physical space for storing documents; reduction 
in the cost of copying and transferring paper documents; reduction in personnel and 
equipment costs, etc. 

Strategic benefits include those associated with improving the efficiency of an 
enterprise or organisation. Such benefits include: 

– the possibility of collective work on documents (which is impossible with paper-
based workflow); 

– accelerating the search and selection of documents (by various attributes); 
– improving information security by making it impossible to work in the EDMS 

from an unregistered workstation, and assigning each EDMS user its own 
information access authority; 

– Increase the safety of documents and the convenience of their storage, as they are 
stored electronically on the server; 

– improving control over the execution of documents. 

Almost all systems provide a good level of repository and library services for 
managing electronic content (e.g. images and office documents), each with an advan-
tage in its own area. For example, Open Text and iManage’s systems are the best 
at managing office documents. However, systems from Tower Technology, FileNet, 
IBM, and Identitech are particularly strong in managing images of larger products. 

Development trends 
Many systems are expanding the functionality of record management, for 

example, adding classification functions. 
Methods of physical deletion of records and indexes at the end of their life cycle 

are gradually being implemented. 
Another notable trend has been the interpenetration of open-type electronic docu-

ment management systems and workflow management systems. This means adding 
workflow management modules and document routes directly to the electronic docu-
ment management system. Documentum, DOCS Open/Fusion from Hummingbird, 
and others have taken this approach. Many manufacturers of electronic document 
management systems have decided to add to their products the ability to combine 
with higher-level EDMSs, such as PDM and ERP. 

One important trend among the EDMS class of electronic document manage-
ment systems is the combination of functionality from different subclasses of these 
systems. 

3. Passing, processing and sending electronic documents
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To ensure the work with electronic documents and their timely execution, the insti-
tution determines (develops) and approves schemes for the passage of electronic 
documents between the enterprise’s units for all types of documents. These schemes 
provide employees with access to electronic documents. The development of schemes 
for the flow of electronic documents is carried out taking into account the regulations 
on the enterprise or institution and their structural units, in accordance with admin-
istrative documents on the distribution of responsibilities between the head of the 
enterprise and his deputies, job descriptions, classifiers of issues of the enterprise’s 
activities [26], and the nomenclature of cases. 

After preliminary review of the electronic document and its registration, 
depending on the electronic document flow patterns, the records management service 
notifies management or employees of the receipt of electronic documents and links 
to their files in the enterprise’s or institution’s information system. 

Based on the results of the review of the electronic document, the management 
creates an electronic resolution that is automatically attached to the registration and 
control card of the electronic document. 

To automatically add a resolution to the registration and control card of an elec-
tronic document, the information automated system must provide an appropriate 
interface that allows management to enter the text of the resolution, select a list of 
executors and apply an electronic digital signature [27] to the resolution. 

Upon creation of a resolution, the information-automated system must ensure 
automatic generation and sending of notifications to the executors specified in the 
resolution, as well as to the clerical service. Such a notification must contain the 
content of the resolution, the name of the electronic document file to which the 
resolution was created, and a link to this file in the information automated system. 
The notification to the executor shall be the basis for automatic granting of access to 
the electronic document, if it does not contradict the security policy of the enterprise, 
institution and requirements of the legislation on technical protection of information. 
If access is granted automatically, information about this is automatically sent to the 
institution’s information support service. 

The chief executor responsible for the execution of an electronic document shall 
determine the deadlines for submitting proposals, the procedure for approving and 
preparing a draft electronic document, guided by the relevant schemes for the 
processing of electronic documents approved by the institution. If an electronic 
document needs to be corrected, the chief executor shall coordinate this with the 
office management service of the enterprise or institution. 

Together with the draft electronic document, a new registration and control card for 
the new electronic document is created in the institution’s information and automa-
tion system, the draft electronic document file is named in accordance with the 
requirements for naming electronic document files depending on the purpose of the 
document (internal, outgoing), and the new registration and control card contains a 
link to the draft electronic document file in the institution’s information and automa-
tion system. After creating the final version of the draft electronic document, the 
chief executor notifies the records management service and sends it for signature



216 M. Pasichnyk et al.

according to the workflow defined in the institution for the relevant type of elec-
tronic document. Access to the draft electronic document is granted according to 
the established sequence. To do this, a message is sent containing a link to the draft 
electronic document file and the files of all documents on the basis of which this 
draft was drawn up. 

The first electronic digital signature is applied to the document in accordance with 
regulatory requirements. 

An electronic document received at the appropriate address shall be rejected if the 
addressee does not have reliable means of electronic digital signature, if it is received 
at the wrong address, if it is infected with a virus, or if the integrity and validity of 
all electronic digital signatures affixed thereto is negatively verified. 

Preliminary review of an electronic document is carried out in visual form. 
Determination of whether an electronic document requires mandatory review by 
the manager or other officials in accordance with their functional responsibilities, 
the need to register it, and setting deadlines for the execution of this document by 
structural units or direct executors is carried out in the same manner as for paper 
documents. 

Incoming, internal and outgoing electronic documents are registered in one system 
along with the corresponding paper documents. 

Registration of incoming electronic documents is carried out in the same manner 
as for incoming paper documents. Control over the execution and prompt use of 
information contained in electronic documents shall be exercised in the same manner 
as for paper documents. 

To ensure the registration, accounting, search and control of the execution of 
an incoming electronic document, a registration and control card is filled out in 
electronic form. 

After registering an incoming electronic document, the addressee sends a 
notification to the sender within two days of its acceptance and registration. 

Electronic documents are processed in the same manner as paper documents. 
An electronic document shall be signed or approved by affixing electronic digital 

signatures of the relevant officials. At the time of affixing the last electronic digital 
signature, the date and its registration number shall be technologically and/or organ-
isationally ensured by affixing the date and registration number to the created 
electronic document. 

If an electronic document is not signed or approved by a manager or other official, 
the registration of this document shall be cancelled, and the executor shall be informed 
of the rejection of the document. 

An electronic seal shall be affixed to an electronic document in accordance with 
the law. This procedure shall be performed only after the electronic document is 
signed or approved. 

Electronic documents shall be addressed in accordance with the same require-
ments as for hard copy documents. Prior to sending an outgoing electronic document, 
its integrity and the validity of all electronic digital signatures attached thereto shall 
be verified in accordance with the same requirements as for incoming documents.
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Sending and transmission of electronic documents by the author or intermediary 
is carried out in electronic form by means of information, telecommunication, infor-
mation and telecommunication systems or by sending electronic media on which 
the document is recorded [20]. Unless the author and the addressee have previously 
agreed otherwise in writing, the date and time of sending an electronic document is 
the date and time when the sending of the electronic document cannot be cancelled 
by the person who sent it. 

In case of sending an electronic document by sending it on an electronic medium 
on which the document is recorded, the date and time of sending shall be the date 
and time of its delivery for transmission [20]. 

The requirements for confirming the receipt of a document established by law in 
cases of sending documents by registered mail or handing them over against receipt 
do not apply to electronic documents. In such cases, the confirmation of receipt of 
electronic documents is carried out in accordance with the requirements of the Law 
[20]. 

If the addressee does not receive a notification of acceptance and registration or 
rejection of an electronic document within two business days, the sender shall take 
additional measures using other means of communication to receive a notification 
from the addressee. 

If the sender receives a notification from the addressee that an electronic document 
has been rejected, the sender shall take measures to eliminate the reasons for the 
rejection and ensure that the document is sent again. If such a notification is received 
from an addressee who does not have a reliable digital electronic signature, the 
addressee shall be sent the relevant document on paper. 

An electronic document shall be approved by affixing an officer’s electronic digital 
signature to it. 

4. Organisation of control over the execution of electronic documents 

To ensure the timely and proper execution of documents (collection and processing of 
the necessary information, preparation of a draft document: response, its execution, 
approval and submission for signature (approval) to the management of the company 
(structural unit), and, if necessary, preparation for sending to the addressee, etc.), it is 
necessary to control this process. Control over the execution of documents involves 
ensuring their timely and high-quality execution. All registered documents are subject 
to this control. It is entrusted to the control service, which is created in accordance 
with the institution’s office work instructions. 

Control has its own specifics that distinguish it from other management functions. 
This makes it possible to specialise in control activities for certain departments or 
specific employees. That is why direct control over the implementation of documents 
is entrusted to specially created control services, departments, sectors or responsible 
persons. 

Direct responsibility for the execution of a particular document lies with the 
persons specified in the administrative document (order, decision, instruction, etc.), 
the resolution of the head and direct executors. 

Control over the execution of documents covers the following stages:
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– taking documents for control; 
– determining the forms and methods of control; 
– checking the timely transfer of documents to the contractors; 
– monitoring the status of execution; 
– withdrawal of documents from control; 
– control over the filing of the executed document in the case file; 
– recording, summarising and analysing the results of document execution; 
– informing the company’s management about the progress and results of the 

documents’ implementation [28]. 

Control cannot exist in isolation and be exercised only for the sake of control. It is 
carried out in accordance with the peculiarities and specific content of their manage-
ment activities and is aimed at a specific result and ways to achieve it, eliminate and 
take into account obstacles in the exercise of powers. 

Control activities have a number of requirements that must be met: 

(1) subordinate, i.e. control should be exercised only within the framework of 
specific regulatory requirements; 

(2) systematic, i.e. regular in nature; 
(3) timely, i.e. conducted in a timely manner, which significantly increases its 

effectiveness; 
(4) comprehensive, i.e. cover the most important issues, apply to all services and 

structures of the controlled bodies; 
(5) in-depth, i.e., not only those units with poor performance, but also those with 

good performance should be subject to audit; 
(6) objective, i.e. free from bias; 
(7) public, i.e. its results should be known to those who were subject to control; 
(8) effective (efficient) [29]. 

Control is exercised over the implementation of all registered documents 
containing tasks and whose implementation is subject to mandatory control. 

List of documents subject to mandatory control. 
The efficiency of control over the execution of documents is ensured by the List 

of Documents Subject to Mandatory Control over Execution (hereinafter—the List). 
The List is drawn up taking into account the specifics of the organisation’s activities 
and structure. 

In practice, two types of Lists are used: 

– The first contains only a list of types of documents subject to mandatory control 
over execution; 

– the second contains a list of documents with the maximum deadlines for each of 
them. 

List of documents subject to mandatory control over implementation:

• Resolutions and decisions of state and local authorities (councils);
• orders from higher-level organisations;
• orders of the head of the organisation;
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• Decisions of the organisation’s collegial bodies (management board, council, 
directorate, etc.) containing specific instructions;

• instructions from management, including those given during operational meet-
ings;

• appeals from people’s deputies of Ukraine;
• orders of state control and supervision authorities;
• resolutions and conclusions of the Accounting Chamber Board;
• submitting a request to the prosecutor to eliminate violations of the law, the 

causes and conditions that led to them, to bring persons to statutory liability, 
to compensate for damage, to cancel a regulatory act or its individual parts or 
to bring it into compliance with the law, to stop illegal actions or omissions of 
officials and employees;

• the prosecutor’s decision to initiate administrative proceedings against a person;
• requests for public information from individuals and legal entities, associations 

of citizens without legal entity status;
• Citizens’ appeals (proposals, applications, petitions, complaints);
• letters of instruction and letters of request from higher-level organisations;
• telegrams raising issues that require urgent resolution. 

The list of documents subject to mandatory control in a particular institution may 
be expanded. 

The second type of the List is more convenient and efficient. 
To speed up the implementation of the document control system, it is advisable to 

approve the List separately—by order of the head or by putting an approval stamp. 
And after the approval of the workflow instructions, the List will become an appendix 
to it. 

The list of documents subject to implementation control is regularly reviewed to 
introduce new or eliminate outdated provisions, clarify and improve wording. 

Each document has its own deadline set out in a regulatory act, administrative 
document or resolution of the company’s management. 

The deadlines for the execution of documents are calculated in calendar days, 
from the date of signing or approval for documents created by the institution or from 
the date of receipt for incoming documents. 

Deadlines may be standard and individual. For certain, most widespread cate-
gories of documents, standard deadlines are established in accordance with acts of 
the highest legislative and executive authorities of Ukraine. In other cases, the time-
frame for processing documents should not exceed 10 days. Longer terms are set for 
documents that are complex in nature. 

Individual deadlines are set for the most important documents by the head of the 
institution. The final date of execution is recorded in the text of the document. 

If the task requires urgent completion, the document must specify a specific 
deadline for completion. 

If an incoming document contains a deadline by which a response is expected, it 
must be met. The deadline can be changed only by the manager’s instruction in the
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following order: standard deadlines—by adopting a new act, individual deadlines— 
by the manager who set them. 

The individual time limit for execution of a document may be changed only upon 
the instruction of the officer who set it, or, in his/her absence, of the person replacing 
him/her. If necessary, the time limit for execution of a document may be extended at 
the reasonable request of the executor, which shall be submitted no later than three 
business days before the expiry of the established time limit, and in respect of a 
document that does not specify a time limit, until the expiry of a 30-day period from 
the date of its registration. 

If the deadline is changed, the new deadline, date and signature shall be affixed. 
The relevant changes shall be made to the registration and control card or registration 
data bank. 

Persons responsible for monitoring the execution of documents 

One of the deputy heads of the institution shall organise control over the perfor-
mance of tasks specified in acts of state bodies and instructions of senior offi-
cials in accordance with the distribution of functional responsibilities between the 
management. 

Direct control over the execution of documents is vested in the control service (a 
special unit) or an official responsible for control. In small enterprises, this function 
is most often performed by the secretary of the head of the institution. 

In structural divisions, the person responsible for office work is responsible for 
direct control over the execution of documents. 

Methods of control 

Control over the execution of documents is carried out using a registration and control 
card or an automated information system (database). 

The registration and control cards of documents under control are grouped in a 
file by the terms of execution of documents, executors, groups of documents (orders 
of the head of the institution, instructions of higher state bodies, decisions of the 
collegial body of the institution, etc.). Other copies of registration and control cards 
are used to form control files in structural units. 

Several registration and control cards can be created for one controlled document. 
Their number depends on the number of executors or the deadlines for completing 
individual tasks specified in the document. 

If several executors are identified but only one of them is responsible, the 
registration and control card is drawn up for him only. 

Information on the progress of the document, obtained by telephone or during 
an inspection of the work of the executing structural unit, shall be entered in the 
“Control marks” column of the registration and control card. 

Automated control over the execution of documents is carried out using special 
computer programs or is a component of an office automation system or an electronic 
document management system. It involves the automatic generation of information 
on their execution.
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Checking the progress of documents and their knowledge of control 

The progress of documents is checked at all stages of the document’s passage before 
the expiry of its execution period (preventive control by means of reminders) in the 
following order: 

– tasks for the next year—at least once a year; 
– tasks for the following months of the current year—at least once a month; 
– tasks for the current month—every ten days and five days before the deadline or 

upon request. 

If the company has an electronic document management system in place, the 
executor is sent an electronic notification of the scheduled date of execution of the 
document. 

The forms and methods of control in the context of work automation are 
determined in accordance with the scheme of electronic document flow. 

For effective control over the execution of electronic documents, the executor shall 
notify the control service of all stages of document execution. The control service 
shall make all relevant marks in the electronic document’s RCC. 

To ensure effective analysis of the results of electronic document execution, an 
institution’s automated information system should ensure that electronic documents 
are grouped by their execution time, executors, etc. 

The institution’s automated information system shall automatically add to the 
registration and control card of the electronic document information on the time 
of reading the contractor’s message, execution of the electronic document, receipt 
of proposals (comments), changes to the draft electronic document, and the time 
of the contractor’s familiarisation with the electronic document or with proposals 
(comments) or the draft electronic document. 

The control service ensures that the registration and control card of the electronic 
document contains notes on the new deadlines for the execution of the document 
and the basis for their extension with the electronic digital signature of the head of 
the institution or other official who gave the execution order, if the deadlines were 
extended at the reasonable request of the executor. 

After execution, the document is removed from control, in particular after 
completion of tasks, requests, notification of results to interested legal entities and 
individuals, or other confirmation of execution. 

A document may be removed from control only by the head of the institution or 
his or her deputies who set the control period in their resolution on the document, or 
on their behalf by the institution’s control service. 

Documents with standard deadlines are removed from control by a decision of 
the control service. 

Information about the execution of the document and its removal from control is 
entered into the registration and control card.
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2 Conclusions 

Thus, the document flow at an enterprise is a system that materialises the processes 
of collecting, transforming, storing information, as well as management processes: 
preparation and decision-making, and control over their implementation. 
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Abstract The article explores the application of social media (as an accessible tool 
and an important component of a small territory’s information space, an effective 
platform for the consolidation of citizens according to the similarities of their needs 
and interests) in the public communication of the territorial community. It attempts to 
structure its types and functional load. The information and communication potential 
is analyzed, as compared to the society’s site and the role of society in general. It 
focuses its attention on Facebook, being the most popular of social networks, and 
highlights its advantages and disadvantages. Based on the study of official Facebook 
pages/groups of urban united territorial communities in the Vinnytsia region, the level 
of communication activity of subscribers/participants was traced. After analyzing 
the level of audience involvement (number of subscribers relative to the population), 
posting activity (number of posts per day/month), user activity (set of reactions to the 
publication), and feedback (quick access button), we obtained data indicating a high 
rate of the presence of posts on the page/in the local community group, which testifies 
to the regularity of their publications. At the same time, the assessment shows that 
communities do not take full advantage of Facebook. First of all, the level of audience 
involvement and user activity (response to posts) needs to be increased. This can be 
achieved by expanding the topic and improving the quality of information content, 
as well as working to increase the Post Organic Reach.

V. Horova 
Institute of Art, Folkloristic and Ethnology Studies of National Academy of Sciences of Ukraine 
Named After M. Rylsky, M. Hrushevsky Street, 4, Kyiv 01001, Ukraine 

Z. Sverdlyk 
Kyiv National University of Culture and Arts, E. Konovalets Street, 36, Kyiv 01601, Ukraine 

Y. Syerov (B) · L. Lesyk 
Lviv Polytechnic National University, Lviv 79007, Ukraine 
e-mail: yurii.o.sierov@lpnu.ua 

Y. Syerov 
Faculty of Management, Comenius University Bratislava, Odbojárov 10, Bratislava, Slovak 
Republic 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
P. Štarchoň et al. (eds.), Data-Centric Business and Applications, Lecture Notes on Data 
Engineering and Communications Technologies 213, 
https://doi.org/10.1007/978-3-031-62213-7_11 

225

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-62213-7_11&domain=pdf
mailto:yurii.o.sierov@lpnu.ua
https://doi.org/10.1007/978-3-031-62213-7_11


226 V. Horova et al.

Keywords Information · Communication · Social networks · Facebook ·
Communication activity · Information and communication space · United 
territorial community 

1 Introduction 

The rapid advancement of technology and the widespread adoption of social media 
platforms have revolutionized the way people communicate and interact with one 
another. In recent years, there has been an increasing interest in the management of 
information and communication in social networks, as organizations and individuals 
seek to leverage these platforms for various purposes, including marketing, customer 
engagement, and social activism. As a result, the field of information and communi-
cation management in social networks has emerged, encompassing a range of theo-
retical and practical approaches to understanding and optimizing communication 
processes in social media environments. 

This scientific article aims to contribute to the growing body of knowledge in 
this field by exploring the key concepts, theories, and methodologies that underpin 
effective information and communication management in social networks. Drawing 
on relevant literature and case studies, the article will examine the role of social 
media in facilitating communication and information exchange, as well as the chal-
lenges and opportunities associated with managing information in these dynamic 
and often complex environments. The article will also discuss emerging trends and 
best practices in social media management, with a particular focus on the importance 
of strategic planning, engagement, and analytics for achieving effective communi-
cation outcomes. This article seeks to provide a comprehensive overview of the field 
of information and communication management in social networks, highlighting its 
relevance and significance for organizations and individuals in today’s interconnected 
and rapidly changing digital landscape. 

In the context of the global development of modern society, there is a need to create 
and form an information space (a structure that unites the results of communication 
activities) of the territorial community. Information and communication technologies 
have confidently taken a priority place in the construction of such a communication 
system. The presence of the community in the Internet space will contribute to the 
establishment of mechanisms for public participation in local government, develop-
ment, and promotion of cultural traditions in a small area. In addition, the skillful 
application of innovative approaches is important in revealing the ethnocultural and 
tourist potential of the community, as well as in inventing tools to build an effective 
system of self-organization of the population. 

Recently, the idea of changing the administrative-territorial structure of our state 
has been increasingly implemented. Under a constitutional amendment to the Law of 
Ukraine “On Local Self-Government in Ukraine” [1] in July 2020, a clear definition 
is given to the concept, structure, and functions of the territorial community as a set 
of residents united by permanent residence within the village, town, city, which are
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independent administrative-territorial units, or voluntary associations of the residents 
of several villages, settlements or cities, which have a single administrative center. 
At the same time, the Verkhovna Rada of Ukraine adopted Resolution No. 3650 [2], 
according to the provisions of which 136 new districts within the existing oblasts 
were formed in Ukraine instead of the 490 old ones. The main reason for the change in 
the existing zoning was the uneven distribution of tasks with the same responsibilities 
of district authorities, caused by different population densities. 

Just before it, in June 2020, the Cabinet of Ministers of Ukraine adopted the 
relevant regulations on the definition of administrative centers and approval of the 
territories of the communities of the oblasts. As a result, 1469 territorial communities 
were created (including 31 in the uncontrolled territory within the Donetsk and 
Luhansk oblasts) [3]. 

The purpose of these innovations is to improve the system for allocating public 
funds, to standardize the liability of the district authorities towards the governmental 
authority and vice versa, to improve and decentralize the country’s territorial division. 

However, immediately after the formation, the communities faced a number of key 
tasks, namely: to promptly inform the population about the innovations, to highlight 
plans for further work, structure, responsibilities, and responsibilities of the newly 
formed units. 

Community leaders, in order to solve the set tasks, began to actively involve the 
system of social networks. The fact is that today, in the conditions of anti-quarantine 
measures and restriction of contacts, the Internet space has become the platform 
where every day there are more and more various discussions of strategies, sugges-
tions and comments. At the same time, social networks come to the fore in this 
process as the main way of community communication. Accordingly, the problem 
of structuring their types, functions, and capabilities, researching and analyzing their 
role in society, and understanding the subject matter and quality of the information 
content of social networks is becoming urgent. Consideration of this topic at the 
stage of the regulation of Ukrainian legislation regarding the territorial organization 
of local authorities will make it possible both to consider in greater detail the system 
of administrative and territorial division of the State and to identify the main aspects 
of the use of the information space for communication both within the community 
and with other external participants in the Internet dialogue. 

2 Modern Ways and Tools of Communication 
in the Community 

The advancement of technology has revolutionized the way people communicate 
in the modern world. With the rise of the internet, people can now connect with 
each other globally through various online platforms. In this academic text, we will 
discuss the modern ways and tools of communication in the online community:
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– Social media has become an essential tool for communication in the modern 
era. Platforms such as Facebook, Twitter, Instagram, and LinkedIn enable users 
to connect with friends, family, colleagues, and even strangers worldwide. 
These platforms allow users to share their thoughts, feelings, and experiences 
through text, photos, and videos. They also offer features such as live streaming, 
private messaging, and group chats, making communication more accessible and 
convenient. 

– Video conferencing has become a popular way of communication in recent years, 
particularly in the business world. Tools such as Zoom, Skype, and Google 
Meet allow users to hold virtual meetings with individuals or groups from any 
location worldwide. Video conferencing enables participants to communicate in 
real-time, share screens, and collaborate on projects, making it an effective tool 
for remote work. 

– Instant messaging is a real-time communication tool that has been around for 
many years. However, with the introduction of smartphones, instant messaging 
has become more popular than ever. Platforms such as WhatsApp, Messenger, 
and Telegram offer instant messaging services that allow users to exchange text 
messages, voice messages, photos, and videos with each other. These platforms 
also offer group chats, making it easier for users to communicate with multiple 
people simultaneously. 

– Email has been around for several decades, and it remains a popular tool 
for communication in the modern era. Email offers a convenient way to send 
messages, files, and documents to individuals or groups worldwide. It also allows 
users to organize their communications and prioritize their messages, making it 
an effective tool for business and personal communication. 

The modern era has brought about various ways and tools of communication in 
the online community. Social media, video conferencing, instant messaging, and 
email have become popular tools for communication globally. These tools offer 
convenience, accessibility, and real-time communication, making it easier for people 
to connect with each other worldwide. 

Nowadays, with the development of modern technologies and the Internet, new 
opportunities have arisen for information exchange and efficient communication. 
The development of information and communication technologies contributes to the 
modernization of the local content of the information space. This state of affairs 
leads to the expansion of the traditional set of communication channels. Along 
with the usual forms of direct communication between citizens and local bodies 
(such as regional and district newspapers, bulletin boards, personal live communi-
cation (village gatherings), telephone communication, etc.), the development and 
implementation of modern forms of communication via the Internet are relevant. 
They, unlike traditional methods of communication, allow one to react quickly and 
promptly to a problem and to receive effective feedback. 

Modern forms of communication are those digital technologies that provide long-
term channels of communication, enable the rapid search for and dissemination of
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information, and allow you to promptly exchange ideas, and proposals, to draw on 
positive experiences for personal progress. 

At present, it has been established, that the concept of information technology 
has emerged with the advent of the information society, where the basis of social 
dynamics is not the traditional, material resources, but the intellectual ones, such 
as knowledge, science, organizational factors, people’s intellectual ability, initiative, 
and creativity. For the first time, the concept and prospects of information tech-
nology were analyzed in detail by the academician V. Glushkov, who defined infor-
mation technology as human–machine technology for the collection, processing, and 
transmission of information. 

Information technologies shall include all technologies used for the creation, 
storage, exchange, and use of information in all possible forms [4]. The term of 
“information and telecommunication technologies” is used as well, which according 
to N. Kiyanovska, is based on the use of personal computers, computer networks, and 
communications and is a more general term, emphasizing the role of unified tech-
nologies, integration of telecommunications (telephone lines, wireless connections), 
computers, software, storage, and audiovisual systems that allow users to create, 
store, modify, and transmit data to other users. 

Information and Telecommunication Technologies (ICT) refer to the use of digital 
technologies to create, process, store, and exchange information through various 
forms of communication. It involves the use of electronic devices such as computers, 
smartphones, tablets, and other digital communication devices, as well as software, 
networks, and communication technologies like the internet, Wi-Fi, Bluetooth, and 
other wireless communication protocols. 

Information and telecommunication technologies has revolutionized the way we 
communicate, work, learn, and access information. It has enabled faster and more 
efficient communication across geographical boundaries, improved data storage and 
retrieval, and has facilitated the automation of various processes in various sectors 
such as healthcare, education, manufacturing, and finance. 

Information and telecommunication technologies has also led to the creation of 
new industries, such as e-commerce, software development, and digital marketing, 
providing new opportunities for employment and economic growth. The continuous 
advancement of ICT has allowed for the development of innovative technologies 
such as virtual reality, artificial intelligence, blockchain, and the Internet of Things 
(IoT), which have the potential to further revolutionize the way we live and work. 

Information and telecommunication technologies is a broad term that encom-
passes a range of digital technologies and communication tools that enable the 
creation, processing, storage, and exchange of information, transforming the way 
we communicate and conduct business. 

It can be argued that information and communication technologies have become 
the factor that drastically influences the development of modern society, drives its 
progress, and provides opportunities to create digital platforms for comprehensive 
communication. 

Information and communication technologies can and are gradually becoming 
particularly effective in the Ukrainian day-to-day realities. The State’s policy of
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decentralization and the gradual establishment of territorial communities as separate 
entities of the new State territorial gradation pose new challenges to the latter. And 
it is the information space as a set of information infrastructure and entities that 
collect, form, disseminate, and use information; the system of regulation of relevant 
public relations [5] will help to solve the tasks, providing the necessary information 
to residents and communities. At the same time, social networking, as a unique 
component of the information space, is an excellent platform for the consolidation 
of citizens according to the similarities of their needs and interests. Social networking 
is a service that supports social networking on the Internet. An important element of 
a social network is content (subject matter, information) created by users [6]. There 
are a large number of social networks that can be classified according to different 
characteristics. 

The following types of social networks can be distinguished by accessibility: 
closed; open; mixed. Today, most social networks are completely open to everyone. 

Geographically: global impact country; individual country; territorial unit; no 
regional affiliation. 

By areas of activity, social networks can be subdivided into personal, profes-
sional, and thematic networks. Personal networks are designed to support and 
improve existing contacts and to find new ones. Professional networks are geared 
towards professional development and career development. Thematic networks bring 
audiences together for specific interests: music, politics, science, etc. [7]. 

That is, social networks have become a tool that has a specific purpose. For 
united communities, this purpose is “communication with its residents beyond live 
communication and communication with the world: guests and tourists, investors 
and business partners, experts and international projects, friendly communities from 
all over Ukraine and the world” [6]. 

Such a consolidation leads to the interpenetration of everyday social reality and 
the virtual one. Against the background of a combination of information and new 
social technologies, social networks enable citizens and emerging civil society to 
achieve more efficient and faster communication. This increases the resources for 
control over government agencies and individual officials, and enhances the chances 
of implementing public initiatives. Online communication leads to increased public 
engagement and decision-making, and the ability to communicate with the authorities 
becomes an important indicator of the effectiveness of public administration [8]. 

In recent years, there has been an increase in the interest of the scientific commu-
nity in the reasons for decentralization in Ukraine, it is featured, and priority orien-
tations. Thus, the Italian researcher F. Palermo in his work raised the issue of under-
standing by the Ukrainian people of such key concepts as “autonomy”, and “separa-
tion” and noted that the implementation of decentralization is a positive step towards 
the democratization of society and the state [9]. The majority of authors [10, 11] 
see the main objective of their scientific work in the analysis of the process of state 
search for new ways to solve problems of governance at the district and regional 
levels and the role of the experience of leading Western European countries in this. 
Researchers offer their own vision for solving pressing problems and offer options
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for outlining future changes to the current legislation of Ukraine on public admin-
istration at the district and regional levels. Only a small number of scientists are 
actually studying the impact of decentralization on the changes in the development 
of the regions and the newly unified territorial communities (UTCs). Thus, Halhash 
et al. [12], Serohina et al. [13] focus on studying foreign experience in the reform 
of the administrative and territorial system and prove that since the beginning of the 
reform Ukraine has stepped up its processes, which provide for the participation of 
citizens in the management and positive development of the regions. 

Of great importance regarding the research on the use of digital technologies in 
the activities and territorial communities in particular is the scientific study by I. 
Davydova, O. Bernaz-Lukavetska, S. Reznichenko, who drew attention to the long-
standing problem of personal data protection in Ukraine. The authors noted that 
under the new administrative arrangements, the active expansion of the information 
space, and the rapid involvement of a growing number of people in this area, there 
was an urgent need to harmonize the Ukrainian domestic legislation in line with 
EU legislation; which should lead to the creation of a new law on the protection of 
personal data that will meet European standards [14]. 

For their part, A. Kutsyk and V. Golovei in their article [15] considered the role 
and importance of social networks in the process of the formation of civil society in 
Ukraine, analyzing the positive and negative influences of social networks on political 
life. The authors noted that, in addition to various sociocultural and communicative 
functions, social media had become a catalyst for political change and a platform 
for active social participation. The impact of social media on state processes is 
significant, which is manifested in the active promotion of new practices of public 
participation, consolidation, and self-organization of the Ukrainian civil society. They 
justified the future growing role of social networks as an important factor in the 
development of civil society in the context of democratic media policy. 

As the analysis of recent scientific studies shows, the authors focus mainly on 
their own implementation of the decentralization process and the formation of new 
legal and regulatory relations. The role of digital technology is negligible, although 
individual scholars are somewhat concerned with the issue. However, to date, the use 
of social media as a means of communication in society has not yet been the subject 
of a separate scientific study. 

The role of social networks in different contexts has been also considered by 
scientists [16–19]. The emergence of social networks has had a profound impact on 
the way people communicate and interact with each other. With millions of people 
using social networking sites on a daily basis, these platforms have become an integral 
part of people’s lives, influencing their attitudes, behaviors, and relationships. This 
paper examines the role of social networks in different contexts [20, 21], including 
personal, professional, and educational settings. 

In personal contexts, social networks have enabled people to connect with friends 
and family, share personal experiences, and engage in online communities. With 
the ease of access to social networking sites, people can keep in touch with loved 
ones regardless of distance and time constraints. The use of social networks has also
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facilitated the formation of new friendships, providing individuals with opportunities 
to expand their social circles and meet new people. 

In professional contexts, social networks have become a valuable tool for 
networking and career development. Through social networks, individuals can estab-
lish and maintain professional connections, share information, and collaborate on 
projects. Social networks such as LinkedIn have become an essential resource for 
job seekers, allowing them to showcase their skills, experience, and achievements to 
potential employers. 

In educational contexts, social networks have become an important platform for 
communication and collaboration among students and teachers. Social networks 
allow students to connect with their peers, share educational resources, and discuss 
academic topics. Teachers can use social networks to communicate with their 
students, provide feedback, and facilitate group discussions. 

Despite the benefits of social networks, there are also potential risks and challenges 
associated with their use. Social networks [22–25] lead to cyberbullying, privacy 
breaches, and addiction. It is essential for users to be aware of the risks and to take 
appropriate measures to protect themselves. 

In conclusion, social networks have become a ubiquitous part of modern society, 
playing a significant role in personal, professional, and educational contexts. 

The impact of social networks on society is complex, and there are both advantages 
and risks associated with their use. It is crucial for individuals to understand these 
complexities and to use social networks in a responsible and ethical manner. 

2.1 Practical Aspects of Using Social Networks 
in the Communication Activity of the Community 

The present dictates new rules for conducting information and communication activ-
ities within the community. Quality representation of united territorial communities 
on the Internet is important. In particular, not limited to information on the website 
of the territorial community, communities are actively developing publicity on social 
networks as a modern communication tool. 

Social networks are an open information environment, the main task of which is 
to exchange information both within the community and about the community as a 
whole. In this context, it is important and necessary to acquire the skills to effectively 
use their potential. Thanks to the “U-LEAD with Europe” [26] international program, 
which supports the Government of Ukraine in implementing the decentralization 
reform and regional development, and helps communities to develop an effective 
communication strategy, we have an opportunity to familiarize ourselves with the 
specially created “Digital Communications in Society” platform and with online 
courses, which highlight the rules and benefits of using digital tools to build successful 
internal and external community communication. Statistics show that in Ukraine, 
approximately 25 million people use the Internet every day, and 64% of them use
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social networks. These figures once again confirm that social networks are a powerful 
resource for communication. 

Among popular social networks in Ukraine, we can distinguish Facebook (a plat-
form that allows you to post photos, videos, text posts, and online broadcasts), Insta-
gram (a service for publishing and discussing photos and videos), Twitter (a service 
for publishing short public messages) and YouTube video hosting (allows you to 
post a video and accompany it with comments). These are the fastest, easiest, and 
most democratic channels for distributing content to community members. They are 
effective channels of coverage of its cultural and everyday life. Their proper use, 
understanding of the technical features of creating accounts, their content, promo-
tion, increasing user reach, and rules that will help gather the target audience, will 
help to establish better communication with the community. 

The most popular social network is Facebook. In Ukraine, 13 million people are 
using it. This number is constantly increasing. According to its technical capabilities, 
the network allows each user to create three types of pages: a private profile, a public 
page, and a theme group. Among these three types of community accounts, the 
most functional is the public page which has more opportunities to popularize the 
community and disseminate information. When creating a community account, it is 
necessary to define its name briefly and clearly. 

The main photograph (avatar—the logo of the community) should be clear and 
display something remarkable and defining, which will help to form an image of 
the community. Available group examples/community pages show that, as a rule, 
symbolic images, such as the coat of arms of the community, are selected for the 
main photograph and the background (cover). It is also common to use images of 
the main office building or to make collages of various photographs illustrating the 
daily and festive life of the local residents. 

At the stage of filling in a new account, it is necessary to enter contact and 
organizational information, such as an address, location map, contact phone, link 
to the site, and office hours. In addition, general information should be provided 
on the community (administrative center, total area, population, and composition 
of the community) and its team. Such information may include short quotations 
and comments, photographs, and other additional information. This will help users 
to learn about the core and to better understand the professional structure of the 
institution. 

When maintaining a page/group, it is important to work with content, which 
requires regular coverage of new information and the creation of posts. Particular 
attention should be paid to the wording of the title of the post. It should get the user 
interested, and encourage him to open the page and read the entire text. Facebook 
is a platform that allows you to post photos, videos, and text messages and conduct 
online broadcasts. You need to keep your page creative and interesting, so that your 
posts are covered and appear in the news feed of as many users as possible. 

The rule that needs to be followed and that will help you achieve this is to produce 
quality content. At the initial stage of maintaining the page, it will be enough to post 
two or three posts a day: if there are more, they will be lost in the news feed.
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The appearance of the post in the news feed is determined by the correct algorithms 
for writing posts and the activity of the administrator (moderator) of the page. It is 
recommended to make more often materials with photos, with references to sources 
and experts’ comments. If the content of the post is interesting and presented in a 
creative way, users respond to it (share it, comment, view videos and photos), thus 
increasing its coverage and subsequent posts appear in the feed of more users. This is 
“organic coverage—people visit your page because you are interesting”. It is worth 
noting that thematic groups have better organic coverage than public pages, they also 
maintain closer contact with the target audience [23]. 

2.2 Communication Functionality for Society Through 
the Use of Facebook Social Network 

Active use of social networks significantly increases the functionality of communi-
cation for the community. Being widely known in society as an important commu-
nication tool, they cover the life of the community, help explain the decisions made 
by the authorities, and involve citizens in the development of a small territory. In 
addition, social networks contribute to the establishment of external channels of 
communication. First of all, it includes the need to establish contacts with tourists, 
and cooperation with investors, business partners, experts, and other communities 
from all over Ukraine and the world, to join international projects. By taking advan-
tage of the Facebook network, the community is able to provide free, quick, and 
instantaneous coverage of important public events and provide reliable information 
about itself with no middlemen involved [23]. Considering the high rate of activity 
of users on the Facebook social network, we will single out its functionality: 

– disclosure and dissemination of information about events that have taken place or 
are planned in the future; 

– announcement and coverage of news; 
– implementation of local initiatives related to community needs (public space 

planning, etc.); 
– involvement of community residents in the discussion and submission of proposals 

on a particular initiative; 
– invitation of those interested to implement the set goal; 
– follow up on the results of the survey and the number of people who responded 

to the invitation and will join in the implementation of the project, thus making it 
possible to assess the prospects and level of implementation of the planned work. 

Facebook also allows you to create different communication campaigns for 
various needs that arise in society. For example, calling people on a Saturday to clean 
up the area that is common to the locals. Thus, Dzhulyn United Territorial Commu-
nity (Vinnytsia region), has Facebook pages, the official page of the community, 
“Dzhulyn Territorial Community”, and the public group “Dzhulinchany” (created
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in 2017, has more than 3,000 subscribers, which is designed to communicate with 
everyone who is interested in the history and present of Dzhulynka, and generally 
monitors the development of the community), through a message informs its residents 
about the need to support the municipal improvement of the community. 

In general, the proper appearance of the community’s settlements is the responsi-
bility of the administration of the Dzhulyn United Territorial Community, in partic-
ular, the employees of the Department of Education, Culture, and Sport, who are 
actively using this communication platform. 

The Department coordinates the main issues of the sociocultural life of the society. 
For example, they install, decorate and maintain wooden roadside crosses with brick 
foundations. Before the Easter holidays, thanks to the ideas of the local authorities, to 
which the local people usually respond rather actively, the need to clean and decorate 
the old cemetery was initiated and communicated [27]. 

The communication specialist of the Swiss-Ukrainian Decentralization Support 
Project DESPRO G. Osadcha reveals in her research the potential of social networks 
as a convenient tool of communication of the community with the elder. Developing 
this topic, the researcher notes that by having his own public page, the elder can 
easily establish communication with his fellow elders of other communities. The 
public page of the elder can become a virtual platform for an exchange of views, 
opinions, the statement of the general public on a particular issue or situation [6]. 

Moreover, the positive experience of direct requests (that is the possibility to ask a 
question directly), to address the leadership of the united territorial community (the 
head of the united territorial community or the elder of the community) with different 
questions, such as the celebration of the Village Day, road repairs, reconstruction of 
street lighting, culture, and art center redecoration, etc., reduces traffic in the reception 
area of the head. 

Apart from it, receiving feedback from management reduces the tension in solving 
a problem, and prevents misunderstandings and the dissemination of false informa-
tion. Such quick communication makes it possible to immediately get an answer and 
to understand what plans have already been developed by the community leadership. 

At the same time, there is a gradual trend of a number of Facebook users outflow 
(primarily young people) and an increase in the number of users of such platforms 
as TikTok, Telegram, and Instagram. This can be explained by the creativity and 
compactness of the latter. 

The fact is that these social networks do not require writing large text messages, but 
are aimed at using photos and editing videos, which create and convey information 
much faster than they would when using textual means. 

Therefore, it is necessary to highlight both the advantages and disadvantages of 
using the Facebook network (Fig. 1) [28].

The pros and cons of using Facebook are shown in Tables 1 and 2.
It’s important to note that the impact of Facebook use can vary greatly from 

person to person, and the pros and cons listed above are not exhaustive. It’s up to 
each individual to weigh these factors and determine whether or not using Facebook 
aligns with their personal values and goals.



236 V. Horova et al.

Fig. 1 Pros and Cons of using Facebook

2.3 Communication Activity of Communities in the Facebook 
Network 

As part of the study, we analyzed the presence of a public page and/or thematic 
community group on Facebook in the example of the Vinnytsia region. Data on all 
aspects of the decentralization process in Ukraine and the created united territorial
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Table 1 The pros of using Facebook 

Pros Explanations 

Helps to stay connected with friends and 
family 

Facebook allows users to easily connect with their 
loved ones who may live far away or who they 
don’t get to see very often. This can help maintain 
and strengthen relationships 

Provides a platform for businesses to reach 
potential customers 

Facebook’s advertising tools allow businesses to 
target potential customers based on 
demographics, interests, and behaviors. This can 
help businesses expand their reach and generate 
more sales 

Offers a range of features like groups, 
events, and marketplace 

Facebook provides a variety of features that allow 
users to engage with each other and the platform 
in different ways. Groups, events, and 
marketplace all serve different purposes and can 
provide value to users 

Can help in finding and joining communities 
with shared interests 

Facebook’s groups feature allows users to join 
communities based on shared interests, hobbies, 
or causes. This can help users find like-minded 
people and engage with others who share their 
passions 

Allows sharing and discovering of news, 
articles, and entertainment content 

Facebook’s news feed allows users to discover 
and share content with their friends and followers. 
This can help users stay up-to-date on current 
events, discover new information, and be 
entertained 

Can be used for networking and 
professional opportunities 

Facebook can be a valuable tool for networking 
and finding professional opportunities. Users can 
join industry-specific groups, connect with other 
professionals, and showcase their work or skills 
on their profiles 

Offers a convenient way to organize and 
RSVP to events 

Facebook’s events feature allows users to easily 
organize and RSVP to events. This can be 
especially helpful for large or public events where 
keeping track of attendees can be difficult 

Can be used for charity and fundraising 
efforts 

Facebook provides tools for users to create 
fundraisers and donate to charities. This can help 
raise awareness for important causes and generate 
donations

communities as of 2020 can be obtained on a special Internet portal, called “Decen-
tralization provides opportunities” [29]. Based on the results of the analysis, we can 
state that out of 63 united territorial communities, 15 communities have a page and 
a group, 32 communities—have only a group, 13 communities—have only a page, 
3—have a page dedicated to the village/urban-type settlement council, being the 
center of the united community (Fig. 2).
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Table 2 The cons of using Facebook 

Cons Explanations 

Can lead to addiction and time-wasting Facebook can be addictive and can lead to 
users spending excessive amounts of time 
scrolling through their news feed. This can 
negatively impact productivity, mental health, 
and relationships 

Can be a source of misinformation and fake 
news 

Facebook has been criticized for its role in 
spreading misinformation and fake news. 
Users may be exposed to false information or 
propaganda that can impact their beliefs or 
behaviors 

May compromise privacy and personal 
information 

Facebook has faced numerous controversies 
regarding user data privacy. Users may 
unknowingly share personal information or 
have their data collected by third-party apps or 
advertisers 

May negatively impact mental health and 
self-esteem 

Studies have shown that social media use, 
including Facebook, can negatively impact 
mental health and self-esteem. Users may feel 
pressure to present a perfect image of their 
lives or compare themselves to others, leading 
to feelings of inadequacy or anxiety 

May promote cyberbullying and harassment Facebook can be used as a platform for 
cyberbullying and harassment, especially 
among younger users. This can lead to 
emotional distress and even harm to one’s 
reputation or safety 

May contribute to political polarization and 
societal division 

Facebook’s algorithms can create filter 
bubbles, where users are only exposed to 
content that aligns with their existing beliefs 
and opinions. This can contribute to political 
polarization and societal division 

May cause feelings of FOMO (fear of missing 
out) and anxiety 

Users may feel pressure to constantly check 
Facebook to stay up-to-date on their friends’ 
activities or events. This can lead to feelings of 
FOMO and anxiety about missing out on 
important experiences 

May result in a loss of productivity and 
creativity 

Excessive Facebook use can lead to a loss of 
productivity

Hereof it follows, that the largest number of united territorial communities have 
created a thematic group (50%), more than 25% represent their community through 
the official page, and almost 20% have both a page and a group, less than 5% are 
communities that are on Facebook created a page of the village/urban-type settlement 
council (Fig. 3).
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Fig. 2 The quantification of the territorial communities of Vinnytsia region representation on 
Facebook

Fig. 3 The percentage ratio of the territorial communities of Vinnytsia region representation on 
Facebook 

It is worth noting that the united territorial communities of the Vinnytsia region 
additionally have other thematic groups in different areas of activity. For example, 
there are pages of public organizations (NGO “Viche Hromady”—Yakushynets’ 
UTC), educational institutions (Municipal institution “Yakushinetsky lyceum”, 
Vendychansk Secondary School of I-III levels, a gymnasium, Luka-Meleshkivska 
Children’s School of Arts), libraries (Vendychansk settlement public library), Centres 
for the Delivery of Administrative Services (Hnivan CDAS, Department of Educa-
tion of Hnivan City Council, Public Control of Yakushinets’ UTC”, and news cover-
ages (“Barski Visti” (Bar News), “Bershadski Visti” (Bershad News), “Haisyn Visti” 
(Haisyn News), etc.). 

Having analyzed the content on the pages of the united territorial communi-
ties in Vinnytsia region, it is indicative that the most popular are the posts about
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solving communal and household problems (landscaping and public amenities issues, 
purchase and sale advertisements, job search, garbage collection), the need for assis-
tance in the treatment of compatriots, congratulations on state or religious holidays, 
holding festive events (opening of historical monuments, etc.), encouragement of 
active residents of the community, etc. The posts tend to be accompanied by photos 
rather than by videos. 

In addition to the quantitative representation of communities on the Facebook 
social network, an important factor for our research was the audience activity on the 
page/in the Facebook group. Three territorial communities of the Vinnytsia region, 
which belong to the category of urban communities, formed by a merger with a town, 
were selected for our analysis. It was stipulated by the fact that people in rural areas 
probably use the Internet less for different reasons than urban residents. One such 
reason is that, unfortunately, the state of internet-connectedness today remains quite 
low in Ukraine. This is especially noticeable in low-lying areas and areas with forest 
belts, on roads, and at points along the railway tracks. In these places, the Internet 
connection allows you to use mobile communication only for voice calls (2G), and 
in some places, the Internet service is unavailable at all. 

The authors of the article determined the level of activity of users/participants on 
the page / in the Facebook group according to the following criteria: 

1. Audience involvement—the number of subscribers in relation to the population 
of the community. 

2. Publication activity—the number of posts per day/month. 
3. Activity of users (subscribers) on the page/in the group—a set of reactions to the 

publication (number of “likes”, comments, reposts). 
4. Feedback—the presence of a feedback button (quick access). 

After analyzing the pages/groups of urban united territorial communities of 
the Vinnytsia region by the criterion of involvement, we conclude that this indi-
cator is radically different in different urban UTCs. Thus, the highest percentage 
of subscribers per page/group was 38.4% (7,234 subscribers with a population of 
18,834), and the lowest was 0.5% (221 subscribers with a population of 43,159). 
That is, compared to the population of the community, the level of audience involve-
ment (number of page subscribers/group members) should be increased. There is, 
however, a positive trend, as new members are added on a daily basis and their 
number is steadily increasing. 

Based on the results of the research of publishing activity on Facebook pages / 
in groups of the urban united territorial communities in the Vinnytsia region, we 
obtained data confirming the high rate of presence of messages on the page / in 
the group of the local community. Their characteristic feature is the frequency of 
publications (on average 3–5 communications per day). 

The activity of subscribers is also low, as evidenced by the small number of 
comments, reposts, and likes published under the posts. After reviewing the intensity 
of the audience’s response to existing posts, it was found, that most publications 
received the following reaction: 131 comments, 690 likes, and 291 reposts.
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The “Feedback” indicator should be considered in light of the fact that the pages 
created by communities (six out of the selected list of urban communities), as 
opposed to groups on Facebook, have a quick access button (feedback button) through 
“Contact us” or “Send us a message” options. 

While comparing the capabilities and advantages of social media and the commu-
nity website, first and foremost, we observe a striking difference in the target audi-
ence. The target audience of the community site is the active part of its residents 
(opinion leaders, politicians, activists, journalists, managers, investors, and tourists). 
These are the categories of people, who use the information from the community site 
the most. The target audience of Facebook is larger. After all, in addition to activists 
and politicians, it has more followers, who are 25 years of age or older. Instagram 
users are young people and children. So, given the above, the community’s public 
Facebook page is a channel of communication with a large audience of residents, 
while the Instagram network provides an opportunity to strengthen communication 
with active youth [30, 31]. 

Facebook is one of the most powerful and influential social media platforms in the 
world [32], with over 2.8 billion active users as of 2021. Its strength lies in several 
key areas: 

– User Engagement: Facebook has created a highly addictive platform that keeps 
users engaged for extended periods of time. Its user-friendly interface, personal-
ized news feeds, and algorithmic recommendations make it easy for users to find 
and consume content that is relevant to their interests. 

– Advertising: Facebook’s advertising platform is one of the most sophisticated in 
the world, allowing businesses to target specific demographics and interests with 
pinpoint accuracy. This has made it a highly effective tool for marketers looking 
to reach their target audience. 

– Data Collection: Facebook collects vast amounts of data on its users, including 
their demographic information, browsing behavior, and interests. This data is 
incredibly valuable to marketers and advertisers, who use it to create highly 
targeted campaigns. 

– Integration: Facebook has integrated with a wide range of other apps and services, 
making it an essential part of many people’s online experience. This integration 
has helped to strengthen its position as a dominant player in the tech industry. 

Facebook’s strength lies in its ability to engage users, collect data, and provide 
advertisers with highly targeted advertising opportunities. As long as it continues to 
innovate and adapt to changes in the industry, it is likely to remain a dominant force 
in the social media landscape. 

Instagram is one of the most popular social media platforms in the world [33], 
with over 1 billion monthly active users. Its strength lies in several factors: 

– Visual content: Instagram is primarily a photo and video-sharing platform, which 
makes it a great platform for visual storytelling. Users can share high-quality 
photos and videos, edit them with filters and other tools, and showcase their 
creativity and personality.
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– Engaging features: Instagram has a range of features that keep users engaged, 
including Instagram Stories, Reels, IGTV, and Live videos. These features allow 
users to share their experiences in real-time and connect with their followers on 
a more personal level. 

– Influencer culture: Instagram has a thriving influencer culture, with millions of 
users using the platform to build their personal brands and connect with their 
followers. Influencers can partner with brands and promote products, and in turn, 
create a lucrative income stream. 

– Community: Instagram fosters a strong sense of community, with users connecting 
with like-minded people through hashtags and shared interests. Users can also 
create private groups and connect with friends and family in a more intimate 
setting. 

– Mobile-first: Instagram is designed for mobile devices, which makes it easily 
accessible to users on-the-go. Its mobile-first design and intuitive interface make 
it easy for users to create and consume content quickly and efficiently. 

Instagram’s strength lies in its ability to provide a visually engaging and social 
platform that allows users to connect with others and showcase their creativity and 
personality. 

The main aspects of the analysis of social networks [21, 22] are the following: 

– Audience Size 
– Engagement 
– Demographics 
– Content Types 
– Posting Frequency 
– Influencers 
– Conversion Rate 
– ROI 

The result of the analysis of social networks is shown in Table 3.
Based on the analysis of social networks using the various metrics mentioned in 

Table 3, we can conclude that a social network’s audience size is a significant factor 
in determining its reach. Engagement metrics like likes, comments, and shares per 
post provide an indication of audience interaction and interest, which help gauge 
the effectiveness of content strategies. Demographic analysis of the audience target 
specific segments for marketing and content creation. Content type analysis helps 
inform content creation and posting strategies. Posting frequency affects audience 
engagement and reach. Influencers can increase a profile’s visibility and credibility. 
The conversion rate measures the effectiveness of the social network as a marketing 
channel, and the return on investment (ROI) indicates the financial success of social 
network marketing campaigns. Therefore, to optimize the effectiveness of social 
network marketing campaigns, it’s crucial to analyze all these factors and use the 
insights gained to inform marketing strategies.



In-Depth Examination of the Effective Use of Social Networks … 243

Table 3 The result of the analysis of social networks 

Aspect of Analysis Metrics Example Calculation Interpretation 

Audience Size Number of followers/ 
subscribers 

10,000 Indicates the reach of 
the social network 

Engagement Likes, comments, 
shares, retweets, etc 

500 likes per post Indicates the level of 
audience interaction 
and interest 

Demographics Age, gender, location, 
etc 

60% female, 40% male Can help target specific 
audience segments for 
marketing or content 
creation 

Content Types Text, images, videos, 
etc 

60% images, 30% 
videos, 10% text 

Can inform content 
creation and posting 
strategies 

Posting Frequency Number of posts per 
day/week/month 

3 posts per day Can affect audience 
engagement and reach 

Influencers Number of influential 
accounts following or 
engaging with the 
profile 

5 influencers with over 
100,000 followers each 

Can increase the 
profile’s visibility and 
credibility 

Conversion Rate Number of users who 
take a desired action 
(e.g. clicking a link, 
making a purchase) 

2% conversion rate on 
product links 

Measures the 
effectiveness of the 
social network as a 
marketing channel 

ROI Return on investment 
(e.g. revenue 
generated from social 
network campaigns) 

$10,000 in sales from 
social media campaigns 

Indicates the financial 
success of the social 
network as a marketing 
channel

2.4 Conclusions 

The research on modern ways and forms of communication in the territorial commu-
nity made it possible to define their specifics and rules of use. Digital tools, 
being modern effective channels of information dissemination, have great poten-
tial, if handled skillfully, for the formation of a culture of social trust between the 
government and the community. 

Specific examples of the use of tools of social networks in the formation of the 
information space of the territorial community show that they justifiably become a 
special platform for the exchange of views, proposals, and ideas. They demonstrate 
their potential in providing assistance in strengthening the activity of community 
residents in decision-making, gaining a qualitatively new level of public service, and 
organizing information campaigns. The active use of the Internet, including social 
networks, by local authorities (the head of the united territorial community, the elder 
of the community) provides ample communication opportunities for communication 
both within the settlement and outside it.
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After analyzing the level of activity of the audience on the page / in the group 
Facebook, we noted the high rate of publishing activity. The posts are regular and 
in sufficient numbers. At the same time, it is significant that communities are not 
taking full advantage of Facebook. The level of outreach (number of subscribers), 
user activity (response to messages), and feedback need to be increased. This can be 
achieved by expanding the subject and improving the quality of information content, 
as well as working to increase organic coverage. Of course, we assume that one of 
the reasons for the low activity of users is the objective circumstances—the lack of 
access to the Internet in rural areas. However, the analysis of the information content 
of the page/group (the available posts are mainly related to solving household and 
communal issues) confirms the need to expand the content. 

The reason is that social networks, as virtual communication platforms with great 
potential, can be used in a much wider range of development of a small area: for the 
development of tourism in the region, the disclosure of its sociocultural “baggage” 
and so on. Popularization of the historical heritage of the region, its cultural traditions, 
and outstanding achievements, would contribute to the formation of the image of a 
small territory, which would provide an opportunity to attract tourists and attract 
investment. 
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Abstract The current information infrastructure, with its diverse systems and 
components, demands continuous monitoring and management to detect and respond 
to potential cyber threats. To mitigate these risks, the deployment of a unified standard 
system, known as a Security Information and Event Management (SIEM) system, 
is recommended. This technology, which collects event log data, conducts real-time 
analysis to identify unusual activity, recognizes potential threats, generates alerts, and 
suggests appropriate action plans, has seen significant improvements in both quantity 
and quality due to advancements in artificial intelligence, the Internet of Things, and 
cloud technologies. These advancements enable the rapid and effective detection of 
threats. This study focuses on contemporary SIEM systems, exploring their func-
tionality, fundamental operational principles, and conducting a comparative analysis 
of their capabilities, distinctions, benefits, and drawbacks. Additionally, the study 
developed and experimentally investigated a universal system for event correlation 
and cybersecurity incident management in critical infrastructure facilities. The study 
also introduced hybrid security data storage models that allow the indexing service 
to access external data storage, scale with increasing data volume, and ensure high 
search speed. Furthermore, the study developed models, methods, and algorithms for
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operating a distributed data bus that allows high-speed processing of large informa-
tion flows, minimal latency, high resilience to failures, and flexibility. The proposed 
system plays a crucial role in addressing numerous cybersecurity issues and aligns 
with the main requirements of international standards and global best practices for 
creating cyber incident management systems. 

Keywords Incident management · Critical infrastructure objects · Cyber 
security · Cyber security incident · Critical infrastructure · Cyber threat · SIEM 
system · Event correlation system 

1 Introduction 

SIEM (Security Information and Event Management) is a crucial and rapidly 
advancing area that effectively identifies threats and implements countermeasures 
to ensure the necessary level of protection for information infrastructure. The SIEM 
system plays a critical role in the timely collection, storage, and analysis of security 
event data generated and recorded in the system logs of various hardware and software 
elements within the information infrastructure, such as servers, workstations, routers, 
firewalls, database management systems, and antivirus tools. The primary purpose of 
building and operating SIEM systems is to significantly enhance information secu-
rity (IS) in the information and telecommunications infrastructure by providing near 
real-time manipulation of security information and proactive management of security 
incidents and events. “Proactive” refers to taking action before the situation becomes 
critical. Proactive management of security incidents and events is based on automatic 
mechanisms that use information about the history of analyzed network events, fore-
casts of future events, and automatic adjustment of event monitoring parameters to 
the current state of the protected system [1, 2]. To achieve this goal, a SIEM system 
for critical infrastructure (CI) must successfully address the following tasks:

• Collecting, processing, and analyzing security events from various heterogeneous 
sources.

• Real-time detection of attacks and security policy violations.
• Conducting operational assessments of the security of information, telecommu-

nications, and other critical resources.
• Analyzing and managing CI security risks.
• Investigating security incidents.
• Identifying and resolving discrepancies between critical resources, business 

processes, and internal security policies.
• Making informed IS decisions.
• Generating comprehensive reporting documents. 

To perform these tasks, the SIEM system relies primarily on records from various 
logs that capture critical infrastructure (CI) events, known as “security events”. These 
events document the actions of users and programs that could impact security. From
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the vast pool of security events, the SIEM system must identify those that indicate 
attacks or other unwanted actions against the CI. Traditional methods of detecting 
such information are typically time-consuming. 

Problem Statement. In general, a SIEM system has “agents”—“data warehouse”— 
“application server” architecture deployed on the protected information infrastruc-
ture. Agents collect security events, perform their initial processing, and filter them. 
The collected and filtered security event information is sent to a data warehouse or 
repository, where it is stored in an internal format for further use and analysis by 
the application server. The application server implements the core IS functions. It 
analyzes the information stored in the repository and transforms it to develop alerts or 
management decisions to protect information. Thus, a SIEM system can be divided 
into three architectural layers: data collection, data management, and data analysis. 

At the first level, data is collected from various types of sources. These include file 
servers, database servers, Windows servers, firewalls, workstations, IPS (Intrusion 
Prevention Systems), antivirus programs, and so on. 

The second level manages security event data stored in the repository. The data 
contained in the repository is retrieved by queries from data analysis models. 

The results of information processing in a SIEM system obtained at the third level 
are reports in a defined and arbitrary form, online correlation of event data, and alerts 
generated online and/or sent by e-mail. 

How the SIEM System Works 

A SIEM system combines the functions of two different classes of IS monitoring 
and management systems:

• SIM (Security Information Management) and SEM (Security Event Manage-
ment). The functionality of a SIM system includes collecting, storing, and 
analyzing logs, as well as generating the necessary reports.

• SEM systems provide real-time monitoring [3] of security events, as well as 
detection and response to security incidents. 

The implementation of the above functions in a SIEM system forms the basis 
for the implementation of a number of different functional mechanisms. In SIEM 
systems, these mechanisms typically include event normalization, filtering, clas-
sification, aggregation, correlation, and prioritization, as well as report and alert 
generation. The latest generation of SIEM systems should incorporate additional 
functionalities such as event and incident analysis, consequence analysis, decision-
making capabilities, and visualization tools [4, 5]. Let us delve deeper into these 
features:

• Normalization is the process of converting the formats of log records collected 
from different sources into a single internal format that is then used for storage 
and further processing.

• Security event filtering is the removal of redundant events from the streams 
entering the system.

• Classification allows security event attributes to be assigned to a particular class.
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• Aggregation combines events that are similar in some way.
• Correlation reveals relationships between heterogeneous events, enabling the 

detection of CI attacks and violations of security criteria and policies.
• The prioritization feature allows the SIEM system to determine the level of 

importance and criticality of security events based on predefined rules within 
the system.

• The event, incident, and consequence analysis feature involves modeling events, 
attacks, and their consequences, analyzing system vulnerabilities and security, 
identifying intrusion parameters, evaluating risks, and predicting future events 
and incidents.

• Generating reports and alerts means generating, transmitting, displaying, and/or 
printing the results of operations.

• Decision-making determines the development of actions to reconfigure security 
measures to prevent attacks or restore infrastructure security. 

Visualization includes the presentation of data in graphical form that characterizes 
the results of the analysis of security events and the state of the CI and its elements. 
The interconnection of the mechanisms of the new generation SIEM system is clearly 
demonstrated by the functional model, which identifies five main functional subsys-
tems: data collection; processing; storage; analysis; and presentation. The first two 
are online, while the rest are close to it. Here is a brief description of these subsystems: 

1. Data Collection Subsystem. There are two main methods used to obtain infor-
mation from sources: Push and Pull. The main feature of the push method is that 
the source itself sends data from its logs to the SIEM system. The pull method 
is where the system itself performs the process of retrieving data from the logs. 
Data is collected from various types of sources. 

2. Processing subsystem. Information processing includes normalization, filtering, 
correlation, aggregation, and classification. 

3. Storage subsystem. Filtered data in normalized form is placed in a repository for 
storage. The repository can be based on a relational DBMS (Database manage-
ment system), the most common solution, an XML-oriented DBMS, and/or a 
triplet repository. A triplet repository is a specially created database optimized 
for storing and retrieving triplets, i.e., statements of the subject-predicate-object 
type. 

4. Analysis subsystem. Data analysis includes the following functions: data correla-
tion, classification, aggregation, prioritization and analysis of events, incidents, 
and their consequences, as well as decision support. Data analysis may involve 
both qualitative and quantitative assessments. Quantitative assessment is more 
accurate, but takes significantly more time, which is not always acceptable. Often, 
a quick qualitative analysis is sufficient, with the task of categorizing risk factors 
into groups. The extent of the qualitative analysis may vary from one assessment 
method to another, but it all boils down to identifying the most serious threats. 

5. Presentation subsystem. The view includes several functions: visualization, 
report generation and alert generation.
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Based on these statements, there is an important scientific need to analyze existing 
SIEM systems and develop a universal system for correlating events and managing 
cybersecurity incidents at CI facilities. 

2 Literature Review 

In order to obtain certification, all Security Information and Event Management 
(SIEM) systems must adhere to a set of internationally recognized security standards. 
These standards include ISO/IEC 27,000, PCI-DSS, HIPAA, NIST 800–171, DoD, 
RMF, and GDPR. To address the problems related to the security and event recording 
of SIEM systems, [6, 7] considered the main features of the functioning of existing 
SIEM systems and conducted a comparative analysis. Let us consider some of them 
in more detail. 

2.1 IBM QRadar Security Intelligence Platform 

Reference [8] is a set of interconnected technologies specifically designed for the 
purpose of gathering events, monitoring, analyzing security, and investigating inci-
dents. The systems encompassed in this list are Log Manager, SIEM, Flow Processor, 
Vulnerability Manager, Risk Manager, Network Insights, Watson Advisor for Cyber 
Security, Packet Capture, and Incidents Forensics. QRadar has the capability to gather 
and analyze data on security events from security audit logs. It can also analyze 
network statistics like NetFlow, independently analyze network traffic and trans-
mitted information, create network topology, simulate changes in network device 
configuration files, identify vulnerabilities and insecure systems, capture traffic in 
its entirety, and reconstruct the sequence of communication between network nodes. 
The benefits of IBM QRadar include:

• QRadar Security Intelligence Platform offers a unified solution for creating a 
comprehensive SOC that includes collecting, analyzing, and responding to secu-
rity events, detecting anomalous network activity, scanning for vulnerabilities, and 
identifying unsafe configurations. It integrates with IBM Watson AI and network 
forensics for enhanced functionality and incident response in IBM Resilient.

• The QRadar Platform’s flexible architecture enables customers to customize the 
roles and functions of the platform modules to suit their needs without being 
constrained by a predetermined framework.

• QRadar Platform offers numerous free software, content, and integration modules, 
providing customers a wide range of options to enhance their security operations.
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2.2 LogRhythm 

Reference [9] is an intelligent security solution platform that utilizes artificial intel-
ligence for log and traffic analysis in Windows and Linux operating systems. Some 
advantages of the system include:

• Includes an extensible data warehouse.
• Suitable for systems that lack structured data, centralization, or automation.
• It is particularly suitable for small and medium-sized organizations.
• The platform enables filtering unnecessary information or logs and focusing on 

network-level analysis.
• LogRhythm is highly interoperable with a diverse array of logs and devices, 

and seamlessly interacts with Varonis to bolster threat and incident response 
capabilities. 

2.3 Splunk 

Is a tool that employs artificial intelligence and machine learning to provide prac-
tical, efficient, and anticipatory insights. It can be used by organizations of any 
size, whether for on-premises or SaaS deployment. The tool has several advantages, 
including:

• Rapid detection of threat.
• Identifies and assesses risk.
• Manages alerts.
• Organizes events.
• Responds quickly and effectively.
• Works with data in the local environment as well as in the cloud infrastructure. 

2.4 McAfee Enterprise Security Manager (ESM) 

Reference [10] can be deployed as a physical or virtual application, and it comprises 
three main components: ESM, Event Receiver, and Enterprise Log Manager. These 
components can be deployed together or separately, depending on the needs of 
distributed or large environments. Some of the advantages of McAfee ESM are:

• ESM provides robust coverage for Industrial Control Systems (ICS) and Super-
visory Control and Data Acquisition (SCADA) devices.

• McAfee ESM benefits from the strong coverage of Industrial Control System and 
Supervisory Control and Data Acquisition Devices.

• McAfee Data Exchange Layer (DXL) enables integration with third-party tech-
nologies without requiring APIs, thus allowing ESM to function as an SIEM 
platform.
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• Flexible and customizable dashboards, reports, and alerts that provide real-time 
insights and enable proactive threat response.

• McAfee Global Threat Intelligence extends the capabilities of the Enterprise Secu-
rity Manager SIEM by adding a source of continuously updated threat intelligence 
that helps quickly identify events containing sessions from suspicious or malicious 
IP addresses. 

2.5 AlientVault USM 

Is a security management platform that streamlines threat detection, incident 
response, and compliance management across cloud and on-premises environments. 
It offers several key features, including [11]:

• Third-party security applications can have their security data extracted and 
analyzed by AlienVault USM, which can also manage their actions based on 
the threat data it collects. The platform offers a rich graphical dashboard to visu-
alize the external data and supports advanced security features by adding new 
AlienApps modules.

• With AlienVault USM, users can centrally collect and analyze security data from 
various third-party applications and devices and view the results in a user-friendly 
dashboard.

• The platform allows for managing the actions of third-party security solutions 
based on the analyzed threat data and provides advanced security features through 
the integration of AlienApps modules. 

2.6 FortiSIEM 

Is a security, performance, and compliance management tool that can handle all 
infrastructure components, including clouds and the Internet of Things (IoT). It is 
designed to simplify threat detection and improve the efficiency of the security system 
while sharing information about detected vulnerabilities [12–14]. The main benefits 
of FortiSIEM are:

• Scalable and flexible log collection capabilities.
• Incident reporting and management functions.
• Customizable and functional dashboards for users.
• Integration with external threat intelligence.
• Scalable analytics to handle large amounts of data.
• Ability to establish baselines and identify statistical anomalies in endpoint/server/ 

user behavior.
• Seamless integration with external technologies.
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2.7 Ixia ThreatARMOR 

Provides the following capabilities:

• Ensures maximum bandwidth utilization by allowing all legitimate traffic and 
blocking traffic only from known malicious sites and untrusted countries.

• Reduces false positives by providing visual confirmation of all blocked sites’ 
malicious actions.

• Improves efficiency by reducing the number of security alerts generated.
• Updates threat data every 5 min through a cloud-based update subscription (ATI).
• Quickly detects compromised internal systems.
• Blocks connections to known malicious IP addresses.
• Offers dual power redundancy and built-in bypass capability for maximum 

reliability.
• Provides an easy 30-min setup with centralized cloud-based management, 

requiring no further customization.
• Increases the return on investment and productivity of network security infras-

tructure. 

2.8 MozDef Mozilla 

SIEM system [10, 15] is a platform that automates security incident handling 
processes. It has been designed with a microservice architecture to achieve maximum 
performance, scalability, and fault tolerance, with each service running in a Docker 
container. The system has the following advantages:

• No agents are required as it works with standard JSON protocols.
• The system is easily scalable using the microservice architecture.
• It can support data sources from cloud services, such as AWS CLOUDTRAIL 

and GUARDDUTY. 

2.9 Wazuh 

The main advantages of the system:

• OSSEC is a widely used SIEM tool [16] that this system is based on.
• This system offers different installation choices, including DOCKER, PUPPET, 

CHEF, and ANSIBLE.
• Enables the surveillance of cloud services, such as AWS and AZURE.
• The system has a thorough set of guidelines for identifying different sorts of attacks 

and enables correlation in accordance with PCI DSS V3.1 and CIS standards.
• The system smoothly integrates with the SPLUNK log storage and analysis 

system, allowing for event visualization and API support [16].
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2.10 Prelude OSS 

Is a flexible modular SIEM system [16] that has been in development and use since 
1998. It supports multiple log formats and can integrate with third-party tools such 
as OSSEC, Snort, and the Suricata network detection system. Some advantages of 
the system, as stated in [16, 17], include:

• Support for a variety of log formats.
• Data normalization to the IMDEF format, simplifying data transfer to other 

security systems. 

2.11 Sagan 

It has the following advantages:

• It is fully compatible with the SNORT database, rules, and user interface.
• Its multi-threaded architecture enables high performance. These advantages have 

been reported in [16]. 

2.12 SolarWinds 

Offers a wide range of capabilities for log management, reporting, and real-time 
incident response [9, 18]. The system’s key features include:

• Quick identification of suspicious actions and potential threats.
• Continuous monitoring of the security landscape.
• Accurate timing of events.
• Compliance with various standards such as DSS, HIPAA, SOX, PCI, STIG, and 

DISA.
• The SolarWinds solution caters to both small and large businesses, and it can be 

deployed on-premises or in the cloud, running on both Windows/Linux platforms. 

2.13 ManateEngine 

Is a Security Information and Event Management (SIEM) solution that specializes in 
analyzing diverse logs and extracting a wide range of performance and security data 
from them. The targeted areas encompass critical hosts and applications, such as web 
servers, DHCP servers, databases, print servers, email services, etc. Furthermore, 
the ManageEngine analyzer, compatible with both Windows and Linux operating 
systems, proves valuable in ensuring systems adhere to data protection standards 
such as PCI, HIPPA, DSS, ISO 27001, and others [14, 19].
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2.14 EventTracker 

Key features of this SIEM platform:

• Real-time alerting and incident response. The system uses rule-based alerts to 
quickly identify and respond to potential security threats, providing dashboard 
updates and remediation recommendations.

• Search and forensic analysis. Journals are indexed in Elastic Search using an 
extensible general indexing model, making it easy to search and analyze data for 
forensic purposes.

• Reporting. EventTracker includes over 1500 pre-built security and compliance 
reports, with full support for a range of industry standards and regulations such 
as PCI-DSS, HIPAA, ISO 27001, NIST 800–171, DoD, RMF, GDPR, and more.

• Behavioral analysis and correlation. The platform leverages real-time processing 
and correlation to detect and explain changes in system and user behavior, 
providing a complete picture of what is new and unusual.

• Threat analysis. EventTracker integrates with threat intelligence feeds from 
ecosystem partners and open-source vendors to provide fast and accurate threat 
detection for networks [20]. 

2.15 Trustwave SIEM Enterprise 

Benefits from Trustwave:

• Other security product users who rely on Trustwave will have enhanced bi-
directional integration with Trustwave’s technologies, which offer automated 
response capabilities like suspending user accounts and quarantining compro-
mised endpoints.

• Trustwave’s portfolio of technologies, which support automated response capa-
bilities like quarantining compromised endpoints or suspending user accounts, 
will provide benefits to users of other security products who have integrated with 
Trustwave.

• Trustwave’s SIEM Enterprise has a straightforward architecture that simplifies 
the deployment and expansion process for customers, reducing their workload 
[18]. 

2.16 BlackStratus SIEM Storm 

The BlackStratus SIEM Storm appliance provides flexible threat visualization and 
mitigation tools for distributed networks. SIEM Storm integrates with existing 
network and security devices to provide the following advanced capabilities [18, 
21–23]:
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• Advanced Architecture. BlackStratus SIEM Storm provides complete failover 
and tiered redundancy to meet complex regulatory, business continuity, and risk 
management requirements.

• A Real-Time Attack Visualization. Detect zero-day attacks using sophisticated 
metrics based on rules, vulnerabilities, statistical and historical correlations.

• Vulnerability correlation involves integrating data from intrusion detection 
systems that comply with CVE standards. This integration helps to eliminate 
false positives and allows teams to concentrate on actual threats.

• Visibility. Acquire unparalleled visibility into distributed networks, enabling the 
correlation of activity across individual network environments and the iden-
tification of hidden threats, suspicious trends, and other potentially harmful 
behavior.

• Reporting. Application provides the ability to report easily and make it in compli-
ance with the following international security standards, for instance SOX, ISO, 
PCI, HIPAA, and other. 

Table 1, as referenced in sources [6, 7], organizes and provides a comprehensive 
examination of SIEM systems based on 18 specific criteria (as suggested by the 
authors). 

1. Evaluation and enforcement measures for ensuring adherence to regulations 
and standards.

Table 1 Comparative analysis of SIEM systems 

Title no Criteria 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

1 + + + + + + + + + + + + + + + + + − 
2 + + + + + + + + + + + + + + + + + − 
3 + + + + + + + + + + + + + + + + + − 
4 + + + + + + + + + + + + + + + + + − 
5 + + + + + + + + + + + + + + + + + − 
6 + + + + + + + + + + + + + + + + + − 
7 + + + + + + + + + + + + − − + + + − 
8 + + − + − + + + + + − + + + + + + + 

9 + + − + − + + + + + + + + + + + + + 

10 + + − + + + + + + + + + − − − + + + 

11 − − − − − + + + + + − + − − − + − + 

12 + + + + + + + + + + + + + + + + + − 
13 + + + + + + + + + + + + + + + + + − 
14 + + − + − + + + + + + + + + − + + − 
15 + + − + + + + − + + + + + + − + + − 
16 + + − + − + + + + + + + − − − + + −
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2. System completion is indicated by a “+” for full completeness and a “−” for  
log processing only. 

3. Evaluation of the security of monitored system resources, including CBR. 
4. Verification of compliance with the information security management system. 
5. Information Systems risk management. 
6. Acquiring and retaining events that enter the system. 
7. Processing and evaluating recorded occurrences. 
8. Identify and ascertain instances of assaults and breaches of security policies. 
9. Determine and evaluate security issues. 
10. Conduct inquiries. 
11. Search for vulnerabilities. 
12. Create reports. 
13. Assistance for operating in cloud environments. 
14. Assistance for collaborating with large-scale data platforms. 
15. Capacity to seamlessly incorporate with next systems. 
16. Enhanced search functionalities. 
17. Intuitive interface. 
18. Potential for unrestricted utilization. 

Table 1 provides an overview of modern SIEM systems and other IS systems that 
perform their functions. The main focus is on their functionality, the basic principle 
of operation, and a comparative analysis of their capabilities and differences, as well 
as the advantages and disadvantages of their use. International specifications and 
standards were also analyzed to ensure compliance. Based on the investigation, the 
most efficient systems are IBM QRadar, LogRhythm, Splunk [24], McAfee (ESM), 
AlienVault USM, FortiSIEM, SolarWinds, and Mana-teEngine (highlighted in gray 
in Table 1). These systems match the majority of the requirements but vary in terms of 
cost. Given the above, it is reasonable to develop a universal SIEM system that incor-
porates all the above-mentioned features and benefits. The purpose of this paper is to 
develop, implement, and experimentally investigate a system for correlating events 
and managing cybersecurity incidents in critical infrastructure facilities. The system 
must meet certain criteria and provide both effective correlation of cybersecurity 
events and management of incidents that occur in and impact CI. 

3 Theoretical Framework for Creating a System 
to Establish Connections Between Events and Effectively 
Handle Cybersecurity Incidents 

The study found that it recommended the use of open-source applications, given the 
cost and the ability to add functionality to meet the needs of a particular CI facility. 
From the security point of view, the best option is to develop an in-house cybersecurity 
event correlation and incident management system (hereinafter—“ECIMS”) at CI



Software System for Cybersecurity Events Correlation and Incident … 259

Fig. 1 The architecture of developed by the ECIMS 

facilities that has comprehensive IS functionality, is flexible and scalable, and is 
protected from possible vulnerabilities and backdoors. 

The paper proposes a universal solution based on the use of a cloud-based SIEM 
system for the CI industry [7] and develops the concept of the architecture of ECIMS. 
Figure 1 shows the architecture of the proposed system, which is focused on use in 
various sectors of CI with the support of cloud technologies. The proposed system 
can be integrated into real infrastructures with different SIEM systems or other 
incident management tools in operation. The main entities of the ECIMS system are 
horizontal databases.

• Block for analytics.
• Surveillance unit.
• Cloud storage.
• An encryptor is a tool used to encrypt data.
• A message broker.
• Sources (System 1 to System N). 

The ECIMS developed models for the operation of a hybrid security data ware-
house, which differs from analogues in that it combines two different types of 
databases—in particular, for fast processing of logs, a scalable open-source full-text 
search engine Elasticsearch (using the Lucene library written in Java, JSON docu-
ment format), and an open document-oriented database MongoDB (using JSON-
like documents and a database schema written in C++). This approach enables the 
indexing service to retrieve data from external data warehouses, ensuring accurate 
indexing and display of data during searches. It is designed to scale and cluster 
effectively as the volume of data increases. Additionally, it supports various types 
of queries, including simple, complex, and structured queries, as well as different 
types of data. This approach allows for aggregation, analysis, pattern collection,
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streamlined search, and high search speed. Furthermore, a Security Information and 
Event Management (SIEM) system [25, 26] built upon the suggested models has 
the capability to operate with multiple replicas, meaning it can store two or more 
copies of data on separate nodes. It can also expand horizontally by segmenting 
database objects, and can function as a file storage system with load balancing and 
data replication, known as the Grid File System function. 

It develops models, methods, and algorithms for distributed data bus (DDB) oper-
ation, which differ from analogues in that they use their own agents for collecting 
information (events), which are installed in the controlled systems, and existing stan-
dard event collection mechanisms (syslog, snmp, etc.); integration scenarios with the 
possibility of modification with minimal intervention of developers are used; DDB 
for network control can be used as a collector of NetFlow statistics obtained from 
network devices, as well as for analyzing network traffic as a result of using the 
network. By employing this approach, fast processing of large information flows is 
ensured, with minimal delays in data processing and report generation. Addition-
ally, this approach offers high fault tolerance, flexibility, and storage expandability 
without downtime by adding nodes. 

From a security point of view, an important role in this system is played by 
the Encryptor, which is a single unit with the Cloud Storage, thus ensuring the 
confidentiality of the raw records after collection by syslog, NetFlow, etc. agents. 
In addition, the Virtual BOX sends the collected data in encrypted form through the 
Message Broker to the Horizontal Databases. In case of failure of communication 
with the Message Broker, the data is temporarily stored in the cloud storage, as 
already mentioned. 

Moreover, the ECIMS system has been incorporated into software, and the subse-
quent phase involves conducting an experimental investigation of the software solu-
tion as an information system tool. This investigation aims to meet specific criteria 
and ensure the efficient correlation of cybersecurity events and incident management 
within the critical infrastructure, which in turn affects crucial resources. 

4 Investigation of Developed Method via Experimental 
Study 

The system that has been created automates the process of prioritizing security threats 
[27] and violations of IS policies. This is done by analyzing and correlating IS 
events. The ECIMS system scrutinizes each instance of user login and logout, as 
well as all activities related to accessing resources (including authentication infor-
mation), executing database queries, and conducting transactions. The system offers 
the capability to gather, retain, and examine events from any origin at any given 
moment. Conduct a thorough examination of events and identify any abnormal or
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Fig. 2 Example of up to 300 GB of events per day for a ECIMS architecture 

unlawful acts. Modifiable graphical dashboards for monitoring events. An appli-
cation programming interface (API) that allows seamless integration with external 
systems and services. 

System architecture. The system has a great degree of flexibility and can be horizon-
tally scaled. The Elasticsearch NoSQL database is utilized for storing events, whereas 
the MongoDB NoSQL database is employed for storing all configuration and rule 
information. The system can be deployed in several versions based on performance 
and reliability needs. Figure 2 depicts an instance of ECIMS system architecture. 

Utilizing clusters in ECIMS guarantees optimal system performance and depend-
ability, while also enabling adaptable customization to meet individual situations. 

System capability. Origins of incidents 

The system facilitates the use of conventional techniques for gathering event logs 
(refer to Fig. 3). These techniques comprise the following elements:

• Syslog can be transmitted using TCP, UDP, AMQP, or Kafka protocols.
• GELF supports various protocols like TCP, UDP, AMQP, Kafka, and HTTP.
• Amazon Web Services (AWS) provides many logging services, including AWS 

Logs, FlowLogs, and CloudTrail.
• Beats/Logstash.
• CEF supports various protocols including TCP, UDP, AMQP, and Kafka.
• The JSON Path is obtained from the HTTP API.
• Netflow/IPFIX is a protocol that uses UDP for communication.
• Unformatted Text (TCP, UDP, AMQP, Kafka). 

It is possible to establish a separate receiver, referred to as an Input, with specific 
characteristics for each sort of event source. Users have the ability to access general 
information for each event source and can choose to view events specifically from
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Fig. 3 Event Source Type Selection Menu

that source. Furthermore, it is possible to configure protocols that facilitate secure 
data transport, such as TLS, by adjusting the relevant parameters. 

Storing Events in the Database. The ECIMS saves events in the Elasticsearch 
NoSQL database management system. Within the Elasticsearch DBMS, it is feasible 
to generate a limitless number of databases, also known as indexes (Fig. 4).

Event Processing and Threading 

Threads provide as a means for classifying events into real-time categories as they 
are being handled (Fig. 5). It is feasible to generate a limitless number of threads, 
taking into account the server hardware’s physical constraints and the limitations of 
the MongoDB database.

The allocation of events among threads is the foundation of the rules. The system 
allows users to create and change rules for distributing events among threads. Threads 
enable the immediate processing, reporting, and transmitting events to external 
systems, such as relaying information regarding database faults to another system.
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Fig. 4 Setting up database (index) parameters

Fig. 5 Common information about flows and actions that can be taken

Event Processing. Transmission Systems and Operational Guidelines 

Pipelines are a fundamental notion that integrates sequential processing stages 
applied to events. Pipelines consist of rules and can be linked to one or more threads, 
enabling fine management of event processing (Fig. 6).

Pipelines do not have control flow since their processing rules consist of conditions 
followed by actions. Due to this rationale, pipelines are structured with a distinct 
concept known as stages. Stages consist of sets of criteria and activities that must 
be carried out in a specific order. Concurrent execution occurs for stages with equal 
priority across all interconnected pipelines. The steps in the pipeline enable control 
flow, enabling the assessment of whether the subsequent stages should be executed. 
These unnamed stages are executed in accordance with their priority order, which can 
be any positive or negative integer. By following a prioritized sequence, specific rules
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Fig. 6 General knowledge of flows and possible courses of action

can be executed before or after others in interconnected pipelines, without making 
any changes to those pipelines (Fig. 7). 

Fig. 7 Generating and modifying processing rules
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Rules serve as the fundamental basis for processing pipelines. They encompass 
instructions on how to alter, add to, direct, and remove communications. Functions are 
responsible for processing messages. ECIMS incorporates numerous pre-installed 
routines that facilitate data conversion, manipulation of strings, extraction of data 
using lookup tables, parsing of JSON, and other functionalities. Rules are identified 
by their names and can be used by many processes. The objective is to facilitate the 
development of reusable standardized components that streamline the handling of 
data related to particular use cases. 

Events and Alerts 

An event is a phenomenon that links messages originating from sources (in a message 
stream) to a specific time period or grouping. Events serve the purpose of categorizing 
related fields, modifying field content, or generating new field material to be utilized 
in alerts and correlation rules. 

The process of creating or updating an event involves multiple steps. The initial 
phase involves establishing the comprehensive characteristics of the event. In the 
second phase, utilizing a filter and aggregation, one can precisely define the criteria 
for identifying an event. The filter is established by means of a search. In order to 
narrow down the search area, users have the option to select the specific stream in 
which they are searching for messages. Additionally, it is feasible to specify the 
timeframe during which the filter will seek communications in the reverse direction. 
The search will be conducted within the designated time frame. The subsequent 
action involves generating adaptable fields (Fig. 8) that enable the population of the 
event index with data extracted from the source log. This obviates the necessity for 
the operator to conduct future searches in order to get crucial information, and also 
enables them to restrict the quantity of data transmitted to the notification destination. 
The event is logged in the All Events stream and includes the user field along with 
the outcome of the aggregate that triggered the event. 

Fig. 8 Creating an event involves editing a configurable field
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Subsequently, it is feasible to establish a connection to a notification event, 
resulting in the event status being elevated to an alert (Fig. 9). The final step involves 
verifying the parameters and saving the event configuration. The Alerts & Events 
page provides comprehensive information regarding all events and alerts. 

Dashboard Panels for Displaying Information 

Dashboards enable the creation of preconfigured data searches. This feature enables 
users to get crucial information effortlessly by only clicking once. Dashboards estab-
lish precise search criteria, such as a query or a specified time span. Figure 10 demon-
strates the capability of dashboards to establish many tabs for various purposes and 
allows users to evaluate the outcomes in full-screen mode. 

Search 

The search page serves as the central component of the ECIMS. The tab (Fig. 11) 
allows users to search (query) and view the outcome using several widgets. Each

Fig. 9 Event information and alerts 

Fig. 10 Dashboard. Default presentation 
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Fig. 11 Search field. Overview 

search can be saved or exported to the dashboard. Saved queries provide a convenient 
way to reuse unique query configurations, while dashboards allow for widget-specific 
searches that may be shared with other users for their own workflows. 

Following the completion of the experimental research of the system based on the 
created architectural concept, a load test was undertaken to verify the effectiveness 
of the solutions (modules) employed in the produced ECIMS. The test confirmed 
their high efficiency. Furthermore, the source code underwent a thorough vulnera-
bility scan utilizing specialist tools, which revealed no significant flaws. The created 
system facilitates the efficient correlation of cybersecurity events and the manage-
ment of incidents that occur in the critical infrastructure (CI) and affect the important 
resources. 

5 Conclusions 

The study provides an examination of current SIEM systems, outlining their func-
tionality and fundamental operational concepts, and evaluating their adherence to 
international specifications and standards. The investigation reveals that the most 
efficient systems are IBM QRadar, LogRhythm, Splunk, McAfee (ESM), Alien-
Vault USM, FortiSIEM, SolarWinds, and ManateEngine. These solutions satisfy the 
highest number of criteria but vary in cost. Considering the investigation findings, a 
comprehensive ECIMS for CI facilities was created using open modules, incorpo-
rating all the aforementioned characteristics and advantages. Hybrid security data 
warehouse models have been created to enable the indexing service to retrieve data 
from external data warehouses. These models can adapt to increasing data volume, 
handle various queries and data types, facilitate aggregation, analysis, and pattern 
collection, streamline search processes, and deliver fast search results. Distributed 
storage models, techniques, and algorithms have been developed to ensure high
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processing speed of large information flows, minimal latency in data processing, 
minimal latency in building analytical reports and queries, high fault tolerance, 
flexibility, and storage expandability by simply adding nodes without downtime. 

The ECIMS is designed to solve several cybersecurity-related tasks, such as regis-
tering users’ actions when using the organization’s information resources (including 
critical resources) in system logs, periodically monitoring the correctness of system 
users’ actions by analyzing the contents of system logs; controlling the integrity 
(ensuring the immutability) of the program execution environment and restoring 
it in case of a violation; protecting information from unauthorized modification; 
maintaining the integrity of the software tools used, as well as protecting the system. 

In addition, an experimental study of the ECIMS was conducted and it was veri-
fied that the developed system meets the requirements set based on the analysis of 
international standards and best practices for the creation of cyber incident manage-
ment systems, which relate to the purpose of the system; centralized management of 
system components and functionality; data visualization through appropriate inter-
faces; support for an open API; support for authentication and authorization; the 
possibility of automatic and/or manual updating; and the ability to The ECIMS can 
be used to manage incidents that occur in the CI and have an impact on the critical 
resources. 
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Waste Management by Using Smart 
Technology Application 

Igor Šarlina and Jaroslava Kniežová 

Abstract The significant technological advances of the last two decades have unfor-
tunately also brought with them a new trend—the acquisition of a new product and 
the discarding of the old one without further application. The level of recycling of 
e-waste is very low, so that waste rich in secondary raw materials ends up in landfills 
or incinerators. It can thus be concluded that all the above-mentioned facts have a 
negative impact on the amount of waste generation, which is increasing, on the possi-
bility of sorting waste and on the level of recycling itself. However, this situation has 
a positive impact on the profitability of investment in smart technologies, because 
it is precisely the massive amount of diversified waste that needs to be efficiently 
exported, sorted, and processed that creates a great need for technical and economic 
staff, a very large fleet of vehicles, planning and management and, with all this, a 
difficult monitoring of income and expenditure. 

Keywords Technological advances · E-waste recycling · Waste generation ·
Smart technologies · Innovation processes · Sustainable development 

1 Introduction 

1.1 Relevance 

Current developments in smart city research and applications in the areas of manufac-
turing systems management, Industry 4.0, transportation, and enterprise management 
are variously defined. Approaches are proposed to integrate smart city innovations
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into manufacturing systems with a view to competitiveness in the global environ-
ment, while the same innovation approach is then applied to business management. 
Pointing out the benefits achieved by the introduction of innovative techniques and 
these positive consequences could be equally applicable from the municipality to the 
private sphere, while the technology would remain the same only different modules 
would be used in each platform [1]. 

Knowledge about the intensity and types of innovation processes in the business 
sphere, as well as the representation of actors involved in the creation of innova-
tions and the effects of innovation processes are differentiated. In their research, the 
findings showed that large enterprises were significantly more active than small and 
medium-sized enterprises in the process of innovation implementation, and foreign 
affiliates were more active than domestic enterprises in the process of innovation 
implementation [2]. In addition to the typical competitive advantages of innovation 
processes, there were also proven advantages in ecology, occupational safety and 
reduction of labor demand. 

The impact of future technologies for enterprise ecosystem innovation under the 
broad platform of CTIF Global Capsule (CGC) covers various future technologies 
and their actuators, smart cities, telemedicine, satellites, unmanned aerial vehicles, 
cooperative wireless sensor network, remotely piloted aircraft [3]. The applica-
tion and effectiveness of systems, net neutrality and the concomitant virtual busi-
ness model demonstrates how dynamic the technological environment is. Given the 
rapidly improving level of technology bases, the compatibility between e-commerce 
and different systems can also be assessed [4]. 

Over time, the focus on processes and procedures for information/data processing 
and management is increasing. The global market is becoming increasingly complex 
due to globalization and computerization. With the increasing availability of data and 
information, the trading of information is becoming crucial, information is becoming 
more “expensive” day by day and as a result it has a definite impact on the society. 
There is a growing need for a common understanding of how to create, access, use and 
manage business information. There are various determinants of data and information 
processing, including generation, representation, structuring, organization, storage, 
retrieval, navigation, human factors in information systems, and use of information. 
The challenges and opportunities of business information must also be considered 
and presents different perspectives on business information management [5]. 

Multiple approaches, views and concepts for new and emerging solutions and 
technologies that could be successfully applied to the configuration, optimization and 
management of supply networks in the highly volatile environment of today’s global 
economy. The technical, organizational, financial and social aspects of implementing 
a new Smart solution are different in each company. Dynamic and changing market 
conditions require companies to act in networks in order to maintain their compet-
itive position [6]. Accordingly, they need to adapt their activities to other market 
players, which requires a Smart attitude: today’s supply networks need to be sustain-
able, modern, adaptive, robust and innovative technology-oriented. This includes, 
for example, making decisions about the extent to which a business model should be
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green or lean. These decisions in turn affect logistics, IT, environmental issues and 
collaboration between suppliers, customers, competitors and complementors [7]. 

The relationship between sustainability technologies and information communi-
cation, which are rapidly changing the way we live, learn and do business. Modern 
and future technologies can help to mitigate the global energy crisis rather than elim-
inate it. By combining concepts and trends such as smart homes, Big Data and the 
Internet of Things with their applications and with sustainability, it is quite clear that 
emerging and ubiquitous technologies embedded in our everyday lives can rightly be 
considered as solutions that will enable humanity to build sustainable development 
[8]. 

Concise and easy to communicate goals and challenges related to quality, relia-
bility, information technology and business operations. Applied research in the areas 
of software reliability, electronic maintenance, and big data analytics, emphasizes the 
importance of sustaining current growth in the adoption of information technology in 
businesses, while suggesting process innovations to ensure sustainable development 
in the near future [9]. Overall, it addresses various areas of electronic maintenance 
solutions, software architectures, software reliability repair issues, preventive main-
tenance, industrial big data, and reliability applications in power systems [10]. The 
ways in which countries are currently attempting to resolve conflicts and opportuni-
ties related to quality, reliability, IT and business operations are explored, and it is 
suggested that internationally coordinated research agendas are essential for effec-
tive and sustainable development, with research being most effective when it uses 
evidence-based decision-making frameworks that lead to clear management objec-
tives, while being organized within adaptive governance frameworks [11]. The aim 
should thus be to achieve the common goal of making business operations more effi-
cient and sustainable in relation to the development of scientific and technological 
progress [12]. 

“Open”, “Intelligent” and “Network” are the three key words that are currently 
driving innovation in information systems, increasing their potential and ability 
to support decision-making processes [8, 13]. The importance of these three new 
concepts in the context of technological and organizational innovation (cloud, smart 
technologies and networking) and the role they play in the development of accounting 
and management information systems [14]. The main objective of the book is 
to explore how these innovations could affect information systems, with a focus 
on accounting and management information systems in improving their informa-
tion capabilities and accounting methodologies, performance measurement systems, 
data management, information system architectures and external and internal data 
extraction respectively [15]. 

Current research indicates that problems in urban areas can be effectively 
addressed using Smart City technologies to transform built-up areas into more effi-
cient, sustainable and safer places to live and do business. Smart Cities, by their 
complexity, are a set of systems and subsystems that encompass all aspects of 
people’s lives in cities [16, 17]. A key ingredient for success is the creation of 
an ecosystem of smart infrastructures that work together to dynamically interact 
in the present between other urban subsystems such as transport, energy, health,
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housing, work and public administration [2, 18]. Solving urban infrastructure prob-
lems with smart technologies presents a holistic view of smart and future-proof 
cities at a system level, using big data analytics and strategies for planning future 
development across cities [19]. Such activities result in coverage at various levels of 
different urban entities and create practical solutions to apply people’s intellectual 
and social capital, further create effective pressure for greening and environmental 
sustainability, increase personalization of solutions, mobility and as a result achieve 
a higher quality of life [20, 21]. 

The practical application of smart technologies in industry, especially in the manu-
facturing sector—innovation and adaptation are named as key elements of applica-
bility, which means that over time, development could lead to sustainable production 
using new technologies [13, 22]. The research that is continuously taking place in the 
field of artificial intelligence (AI), other AI-based techniques—machine learning— 
has successfully established itself at various stages of production processes in a wide 
variety of manufacturing activities with the aim of sustainable production [23]. With 
the introduction of Industry 4.0 knowledge, AI and machine learning, the driving 
force of a revolution is being created where the manufacturing enterprise is being 
transformed into a so-called smart factory [24]. 

Big Data represents a significant role in smart service systems—how data is 
collected, applied in smart cities, supports business decision making and what the 
design of smart solutions should be [25, 26]. They describe that today’s world is the 
so-called Big Data world, where everyone uses computers, smartphones, programs 
and the Internet [27], therefore Big Data technologies are widely applicable, which 
has brought great changes in all industries as well as in people’s lives [28]—every 
country, business and all kinds of institutions are realizing that data has become the 
most valuable asset [29] and its analysis is becoming the core of competitiveness. 

Smart technologies are interconnected systems, both hardware and software, 
capable of automatically solving complex and multidisciplinary problems while 
supporting the decisions of experts [15, 30, 31]. Applications can be numerous and 
very diverse—from an intelligent management decision support system to an intelli-
gent data or image processing system [6]. The technological developments achieved 
nowadays, together with the cheapening of resources, have led to each entity being 
able to generate huge amounts of data—the equipment to generate and store informa-
tion has triggered the need to develop and improve intelligent systems that automate 
the analysis of information and offer tools to facilitate decision-making or offer the 
most appropriate solution. The main innovative aspect is to solve problems for which 
conventional techniques do not provide satisfactory solutions in terms of quality and 
time [32, 33]. 

Supporting of information management are the activities (set of information 
processes) that support information management across the organization. The role of 
management is to ensure that tasks are completed and thus achieve the set quarterly/ 
annual targets—this can be achieved by controlling the management entity [34]. The 
managing entity uses the information system(s) to review the status of the activities 
performed. With the help of information support, applied by various information 
activities, a realistic picture of the status of the ongoing activities as well as of the
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object itself is created [35]. Through the knowledge and awareness of the objectives 
set and subsequently achieved, the management issues the necessary commands to 
control the activities of the object of management so that the objective can be met as 
best as possible [23, 36]. 

1.2 Goals and Objectives 

Smart technologies have a great importance in the economy—they eliminate inflex-
ibility, enable better and more dynamic solutions, help higher efficiency in spending 
various resources—labor, money. This dissertation focuses on waste management 
using smart technologies, more specifically the application of smart technologies in 
local governments, that is, cities in which smart technologies are applied are called 
smart cities. Due to the ongoing Industry 4.0, environmental global issues, it is 
necessary to apply smart technologies especially in the field of waste management. 

There are many scientific outputs focusing on smart technologies, the concept 
of smart cities, the application of artificial intelligence and on the topic of waste 
management. The vast majority of these scientific outputs have a focus on one of the 
listed topics, with a smaller number of sources covering at least two or three topics. 
However, the literature search and expert sources revealed that there is no qualifying 
work (or other expert output) that covers all the above-mentioned aspects and explains 
both the individual elements individually and in a coherent approach. Therefore, this 
dissertation provides information on waste management, the innovations that are 
applied and presents savings opportunities. The size of the savings, however, depends 
on the contract with the municipality, the degree of active use of smart technologies, 
while it can be concluded that there is a multiplier effect—when used in an integrated 
way, the savings are higher than the sum of the individual savings. 

This chapter has the following structure. First, we describe the whole issue of smart 
technologies in waste management through an economic calculation, comparing the 
existing situation with the potential one, and will quantify the savings that can be 
generated by a spectrum-wide application in the company in question. 

The results of the study will also include an econometric model that will present 
the current issue of the increasing costs of waste management and sorting (the steadily 
increasing production of waste will have to be gradually sorted and treated more and 
more due to legislation, rather than simply landfilling) in relation to the economic 
incentive for consumers and producers to think much more intensively about what 
waste will be generated from the use of their goods/services and to motivate both 
consumers and producers to generate less waste and to recycle much more (producers 
should think at the design stage about what will happen at the end of the life cycle 
and how to reduce the carbon footprint). 

In order to meet the main objective, a number of sub-objectives need to be defined 
and implemented to incorporate the lessons learnt and to clearly highlight the benefits 
but also the negatives associated with the application of smart technologies in waste 
(increased upfront costs).
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As a result, it is elaborated how and where smart technologies can be applied in 
waste management; we thereby address the following three research questions: (i) 
What are the possibilities and requirements for the application of smart technologies 
in waste management? (ii) What are the implications of introducing smart technolo-
gies in waste management? (iii) What is the cost-saving implications of adopting 
smart technologies? The synthesis of the findings is at the end of the chapter and 
presents further possible research. 

2 Theoretical and Conceptual Background 

2.1 Attributes of Smart Technology 

The concept of Smart Technology or Intelligent Technology is understood as a 
generalization of the concept of intelligent systems [4]. Smart technologies include 
mechanical systems equipped with sensors, active elements and pre-programmed 
controls that allow the system (structure) to adapt to unpredictable external loading 
conditions. The concept of smart technologies blends knowledge of the mechanical 
system itself, embedded sensors and controllable devices, electronic devices with 
integrated software that adds intelligence to the system [17, 37]. 

The characteristics of smart technologies can be divided into the following: 

• act autonomously, 
• to perceive and react independently to changes in the environment, 
• maintain consistency of action over a longer period of time, 
• adapt their behaviour to new circumstances [8]. 

Smart technologies are composed of a number of elements that communicate with 
each other and are needed to provide information about the actual situation—these 
elements are essential to be able to talk about smart technologies, as well as the fact 
that they provide instant information without time delays [38]. 

The Internet of Things (often abbreviated as IoT)—is the central element of the 
whole concept of smart technology, which is made up of devices that are diverse— 
they can be simple sensors, but also smartphones and are connected. Such connected 
devices with various automated systems collect information, analyze it and perform 
actions that facilitate work, various support activities or improve processes both 
inside and around the organization [39]. 

Edge Computing sending all data generated by devices to a centralized data center 
or to the cloud causes bandwidth and latency issues. The decentralized cloud offers 
a more efficient alternative where data is processed and analyzed closer to the point 
where it was created, respectively. as data does not pass through the network to 
the cloud or data center for processing, latency is significantly reduced, while in 
5G networks—it enables faster and more comprehensive data analysis, creating the 
opportunity for deeper insights, faster responses and better customer experiences,
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and is therefore used by many IoT devices as it ensures that only the most relevant 
and important data is delivered over the communications network [29, 40]. 

Blockchain is a distributed database that holds all records as well as changes to 
them and is a mechanism for smart nodes to integrate with each other using a network 
to communicate—blockchain technology is made up of interconnected nodes within 
a network that are independent of each other, functioning as a network, where each 
node can be part of the blockchain based on permission granted from the blocks of 
the blockchain. Blockchain technology is one of the most popular technologies used 
to secure processes and enhance system security, there are several components of 
a smart city that are based on IoT and blockchain technology, such as smart water 
monitoring, parking, homes, public lighting, buildings and waste management [41]. 

2.2 Smart Technologies in Waste Management 

An opportunity to increase the economic and material management of waste and at the 
same time increase the responsible approach of the population to waste generation and 
separation—is through the application of smart technologies. A waste management 
solution using smart technology allows to monitor the collection, evaluate the data in 
the present and optimize the entire waste system. It is such innovative solutions that 
are increasingly coming to the fore in the creation of Smart Cities. Smart Cities are 
one of the concepts of applying the principles of sustainable development, which uses 
modern technology to raise the standard of living and make public administration 
more efficient [31, 42]. 

Technologies in waste management in the collection phase are primarily oriented 
towards the acquisition of data on the quantity and type of waste, the transfer of this 
data to software processing and evaluation and technologies that allow the system, i.e. 
collection routes and vehicles, to be optimized on the basis of the analyses carried 
out. From this, four basic elements applied in smart waste management solutions 
have been identified: 

1. Smart sensors—these are ultrasonic IoT sensors that monitor waste in containers 
of different sizes and types, 

2. Smart waste management system—a cloud-based tool that enables configuration, 
monitoring and management of the waste management agenda, 

3. Smart analytics—an English analytical and reporting tool that allows to analyze 
and monitor trends and predict developments, 

4. Intelligent Route Planning—a planning and optimization tool primarily focused 
on collection routes [10]. 

Smart sensors: ultrasonic sensors use an ultrasonic beam, they are able to measure 
any kind of waste, they can measure up to 24 times a day or at some interval. The 
sensor also measures the temperature in the bin and warns if the bin is overturned 
[30, 43].
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Fig. 1 More efficient collection of more filled bins according to sensor data in the same area, 
instead of blanket waste collection 

Smart waste management system: software that works on a cloud-based platform 
and allows you to configure, monitor and manage your day-to-day waste management 
agenda. It includes an up-to-date overview of the monitored containers (fill status), 
and the system also allows for the planning of collection routes and semi-automatic 
navigation. At the same time, the system also has a mobile application version, so 
that in addition to the dispatcher, the current data is also available in the present time 
for the driver of the refuse vehicle [27]. 

Smart analytics: analytics and reporting tool enables users to make strategic deci-
sions based on real data. It produces various types of statistics, reports and summaries 
on all monitored containers and their contents, analysis of collections and collection 
routes. 

Smart process planning: based on real data that has been sorted and processed 
into a comparable form, business processes can be optimized. The route planning 
function automates the planning of collection routes based on detailed predefined 
data regarding the fleet (Fig. 1), depot and landfill or energy recovery plant [34, 44]. 

3 The Economic Dimension of Waste Sorting 

The following subchapters will focus on the economics of waste collection and 
sorting. Every company has to be economically efficient and economical with its 
assets and human resources.
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3.1 Savings Gained from the Application of Smart 
Technologies in Waste Management 

In the city of Nitra, waste export has been optimized by creating more efficient export 
routes together with a reduction in frequency as needed. Furthermore, all containers 
have been labelled, or recessed containers have been given an internal fill sensor. 
Nitra Municipal Services exports waste from more than 23,500 bins and the annual 
waste production is approximately 49,000 tones. The company says that savings with 
the use of smart technologies in waste collection are 30% [9]. 

The application of smart sensors in the containers, which reported the current 
fullness in the town of Šumperk and the adjacent village of Rapotín as well as the 
inventory of collection containers, brought a total cost saving of 53%. Cost reductions 
in the sub-categories were calculated as: 58% less time required for more efficient 
exports (better use of collection vehicle and crew) and 61% fewer collections (less 
deterioration and tear on the superstructure and collection containers) [24, 45]. 

The automatic weighing of containers during waste collection with the application 
of quantitative collection together with the unambiguous identification of the payer 
by means of an RFID chip in the municipality of Dojč has brought savings in both 
main waste categories. The generation of mixed municipal waste has decreased from 
the original 250 tons in 2019 (without chips and weighing) to 179 tons in 2020—a 
28% decrease. Another positive is that waste sorting rates—at 22% in 2018, 36% in 
2019 and now over 58% in 2020—have increased by 36% over the three-year period 
[8, 46]. 

3.2 Sorted Waste Components as an Exchange Commodity 

All sorted waste components are now tradable and, unlike in the past, have not only 
an environmental value but also a monetary value (Fig. 2). The following subchapter 
summarizes the sale values of the most common secondary raw materials—paper, 
plastics and glass.

The recovered paper had a purchase price at the beginning of the period in January 
2015 of 165 Euro/tone, at the end of the period in December 2021 of 175 Euro/tone, 
and the median for the whole period is 170 Euro/tone [46]. 

Plastics that were sorted for recycling had a purchase price at the beginning of 
the reporting period in January 2015 of EUR 337/ton, at the end of the period in 
December 2021 of EUR 400/ton, and the median for the whole period is EUR 298/ 
ton [47]. 

Glass to be used as an admixture had a purchase price at the beginning of the 
period under review in January 2015 of EUR 63/ton, at the end of the period in 
December 2021 of EUR 150/ton, and the median for the whole period is EUR 66/ 
ton [48].
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Fig. 2 Monthly development of exchange prices of sorted paper per ton

For glass, however, it is particularly noteworthy that the system of returnable 
beer bottles has been in operation for several decades in almost every country of the 
European Union, and so the recovery rate is above 95% (Figs. 3 and 4). On average 
it is used up to 22 times and has a lifetime of six to seven years, until the need for 
recycling arises [39, 49]. 

Fig. 3 Monthly development of exchange prices of sorted plastics per ton
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Fig. 4 Monthly development of exchange prices of sorted glass per ton 

3.3 The Econometric Model 

Econometrics is the use of statistical and mathematical models to build theories or test 
existing hypotheses in economics and to predict future trends based on historical data. 
Real-world data are subjected to statistical tests and the results are then compared 
with the theory being tested. Depending on whether existing theories are tested or 
existing data are used to generate a new hypothesis, econometrics can be divided 
into two main subcategories: theoretical and applied [50]. 

The first step of the econometric methodology is to obtain and analyze the data 
set and define a specific hypothesis that explains the nature and shape of the data set. 
These data may be, for example, historical stock index prices, observations obtained 
from a survey of consumer finances, or unemployment and inflation rates in different 
countries. 

The most common relationship is linear, meaning that any change in the explana-
tory variable will have a positive correlation with the dependent variable. This 
relationship could be explored using a simple regression model, which involves 
constructing a straight line that best fits two sets of data and then testing how far, on 
average, each data point is from that line. You can have several explanatory variables 
in your analysis—for example, you might use changes in GDP and inflation in addi-
tion to unemployment to explain stock market prices. If more than one explanatory 
variable is used, this is referred to as a multiple linear regression. This is the most 
commonly used tool in econometrics [51].
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Econometrics is sometimes criticized for relying too heavily on the interpretation 
of raw data without linking it to established economic theory or looking for causal 
mechanisms. It is crucial that the findings revealed in the data can be adequately 
explained by theory, even if this means developing one’s own theory of the underlying 
processes [34]. Econometrics is largely concerned with correlation analysis, and it 
is important to note that correlation does not equal causation. 

An endogenous variable is a variable that is affected by changes in another vari-
able. Because of the complexity of economic systems, it is difficult to determine all 
the subtle relationships between different factors, and some variables may be partly 
endogenous and partly exogenous. 

In econometric studies, researchers must take care to account for the possibility 
that the error term may be partially correlated with other variables. An estimator is 
a statistic that is used to estimate some fact or measurement of a larger population. 
Estimators are often used in situations where it is not practical to measure an entire 
population. For example, it is not possible to measure the exact rate of employment 
at a particular time, but it is possible to estimate unemployment based on a randomly 
selected sample of the population [46, 52]. 

Autocorrelation measures relationships between one variable at different points 
in time. For this reason, it is sometimes called lagged correlation or serial correlation 
because it is used to measure how the past value of a variable can predict future 
values of the same variable [29]. 

EViews is an econometric software based on Microsoft Windows and is a statistical 
modelling and forecasting tool specializing in time series. It offers a wide range 
of functions for data manipulation, statistical and econometric analysis, as well as 
the creation of forecasts, simulations and analytical presentations of data [40]. The 
software works with time series, panel data or data from a longer period of time. 

It facilitates efficient data manipulation, statistical and econometric analysis, 
forecasting or simulation [14]. 

4 Internal and External Cost Drivers of Individual Items 
in Waste Management 

4.1 Distribution of Costs in Smart Technologies in the Slovak 
Republic 

While examining the cost-effectiveness in total versus total operating costs, it is 
also possible to further analyze how the individual parts of the smart technology are 
costing relative to the whole, not only during acquisition but also during operation. 
Smart technologies in waste (Fig. 5) are divided into the following categories in 
terms of cost: hardware, software, connectivity and operation. According to waste
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Fig. 5 Distribution of smart technologies according to the extent to which each category contributes 
to the cost of the waste sector in the Slovak Republic in 2021 

companies, the costliest item is operation (41%), followed by hardware (35%), soft-
ware (14%) and the least costly item is the cost associated with network connectivity 
(10%) [41, 53]. 

4.2 Landfill Tax Dichotomy 

Due to the environmental objectives set by the European Union, it was necessary to 
adopt progressive charging for waste disposed of in landfills in national legislation— 
the Government of the Slovak Republic adopted Regulation No. 330 in 2018, which 
differentially charges for waste disposed of in landfills. 

The chart below sets out the amount of money a municipality has to spend to 
landfill a ton of waste—a municipality that sorted between 40 and 50% of its waste 
paid a fee of EUR 7/ton in 2019, then EUR 12/ton and from 2021 it pays EUR 
18/ton—an increase between 2019 and 2021 of 257.14%—the Government of the 
Slovak Republic is clearly financially discouraging municipalities from landfilling 
their waste, while at the same time incentivizing them to be more selective in the 
sorting of their waste and the subsequent recovery of the waste for energy use. 

The following graph summarizes what fee a municipality will pay in which year 
(Fig. 6), according to the level of municipal waste sorting (x) [54].
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Fig. 6 Graphical summary of increasing landfill charges in relation to the proportion of waste 
sorted over time 

5 Econometric Model and Calculation of Potential Savings 
with Application of Smart Technologies 

5.1 Econometric Model 

In this subchapter, the outputs from the econometric software EViews will be 
presented, with detailed statistical analysis of the individual calculations. 

In the model, R2 = 0.99983, i.e. very close to 1, which means that the model has 
a very high value, which is due to the fact that there is not a very large possibility 
of data in the set under study and at the same time that it is almost exclusively cost 
items. The equation of the econometric model thus covers almost the entire sample 
range [42]. 

Prob(F-statistic) is less than 5%, so the model is statistically significant. 
The Durbin-Watson statistic has a value of 1.52—where if it were below 1.5 it 

would indicate the presence of positive autocorrelation and conversely, if consecutive 
error differences were large it would exceed 2.5 (i.e. negative autocorrelation). 

In the econometric model, the variables that have the largest effect on the Wage 
Cost are Number of Employees (coefficient 6689) and Employees per Smart Tech-
nology (coefficient 854). Other variables that have an impact are: Municipal Waste 
Quantity (coefficient 2), Sorting Costs (coefficient 0.16), Information Systems Costs 
(coefficient 0.13) and Vehicle Costs (coefficient 0.01). 

Since there is such a significant difference between the absolute values between 
the sum of Payroll Costs and the number of Employees per Smart Technology (Fig. 7), 
this was reflected in the econometric model itself. The Employees per Smart Tech-
nology variable represents the variable with the highest coefficient, and at the same
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time it is almost double that of the second highest coefficient, Number of Employees. 
In this context, it should be noted that the wage level of employees dedicated to smart 
technologies is not at the level of the higher multiples of service employees [55]. 

The variable Wage Cost is negatively affected by: the Quantity of sorted waste 
(coefficient–21) and the Difference between revenue and cost of sorting (coefficient– 
0.19). 

Variables that have probability value of 5% or less are not statistically significant— 
significant and therefore should not be included in the equation of the econometric 
model.

Fig. 7 Output from the EViews software—sorted data 
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Afterwards, only variables that are significant were used to see how much the 
coefficients and other properties of the variables change [56]. 

The resulting equation of the econometric model has the following form: 

Labor costs = 6, 688, 180 ∗ Number of employees + 1, 555, 133 ∗ Quantity of municipal 
waste − 20, 92, 232 ∗ Quantity of sorted waste + 0, 130, 746 
∗ Sorting costs + 0, 008, 971 ∗ Vehicle costs + C 

In the resulting econometric model, the variable that has the greatest effect on 
the Wage Cost is the Number of Employees (coefficient 6688). The other variables 
that have an effect are: Quantity of municipal waste (coefficient 1.56), Sorting costs 
(coefficient 0.13) and Vehicle costs (coefficient 0.01). 

The variable Labor cost is negatively affected by: Quantity of sorted waste 
(coefficient–21). 

5.2 Calculation of Savings from Smart Technology 
Application 

In Sect. 3.1 Savings Gained from the Application of Smart Technologies in Waste 
Management, specific examples of the application of smart technologies as well as 
calculated savings ranges were presented. 

Based on this knowledge from practice, figures are forecasted for a period of 4 
quarters, i.e. the whole year of 2022. Since the source data base is a ten-year period, 
only shorter data, in this case only one year, can be predicted in a qualified way [57]. 

Salary. The cumulative forecast for 2022 is just under EUR 12.8 million. The saving 
of 30% is at the level of EUR 3.8 million and the total wage costs would fall to EUR 9 
million. At a 40% saving there would be a decrease of EUR 5.1 million and the total 
wage costs would fall to EUR 7.7 million. By analogy, the largest saving—55%—is 
calculated at more than EUR 7 million and the wage bill would fall to a total of just 
under EUR 5.8 million. 

In the category of wage costs, there is a risk of a change in the minimum wage, 
on which the Saturday and public holiday premium is based (the premium mainly 
concerns service staff), which has a negative impact on wage increases beyond those 
agreed in the collective agreement. 

Number of Employees. In calculating the employee savings, the data for Service 
Employees was chosen as the application of smart technology will have a greater 
impact in this category. Together with the smart technology application, there will be 
an increasing need for administrative staff to work with the data and to verify that it 
is up-to-date and to reevaluate the suitability of the selected container export service 
routes.
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The average number of service staff forecasted for 2022 is 508 service staff. In 
the 30% savings option there would be a reduction of 152 staff to a reasonable 356 
staff. If applied and a 40% savings is achieved, the need for service employees would 
decrease by 203 people to an average of 305 employees in the modeled year 2022. 

With application achieving 55% savings, the number of service employees would 
decrease by 279 people to an average value of 229 service employees. 

In this category, it is important to note that the crew is largely composed of one 
driver and two co-drivers, so the savings would be primarily among the co-drivers 
and only secondarily among the drivers. 

Fleet costs. Fleet size and body size (a big difference in both efficiency and maneu-
verability), motorization and energy efficiency of vehicles (mild-hybrids or fully 
electric in the future) are very important factors in the calculation of predicting and 
potential savings in vehicle costs. The working time pool of a machine is identical 
to that of a driver—eight hours. 

The sum of the forecasts for 2022 is EUR 13.2 million. The saving of 30% is 
at a level of less than 4 million Euros and the total cost of the vehicles would drop 
to a sum of 9.2 million Euros. At a 40% saving there would be a decrease of EUR 
5.3 million and the total vehicle costs would fall to just under EUR 8 million. By 
analogy, the largest saving—55%—is calculated at more than 7.3 million Euros and 
the total vehicle costs would fall to just under 6 million Euros. 

Vehicle Kilometer Mileage. Vehicle kilometer mileage is linked to the logic of 
service routes and there is a correlation that the greater the efficiency, the better 
planned are the service routes of collection vehicles, but currently these routes are 
planned according to fixed days of export of the selected category of waste. The 
application of Smart technologies would bring massive dynamism to this whole 
process, because when currently these routes are scheduled and re-scheduled on a 
quarterly basis, with Smart technologies this would be converted into a daily regular 
activity. 

The total forecast for 2022 exceeds 1 million kilometers. The savings of 30% is at 
0.3 million kilometers and the total mileage would drop to an amount exceeding 0.7 
million kilometers. At a 40% saving, the decrease would be 0.4 million kilometers 
and the total mileage would be reduced to an amount of 0.615 km. By analogy, the 
largest saving, 55%, is translated to less than 0.6 million kilometers and the mileage 
would fall to a total of 0.46 million kilometers. 

In this subchapter, based on knowledge from practice, predicted data for a period 
of 4 quarters, i.e. the whole period of 2022, resulting from the application of smart 
technologies in waste have been modelled. From the observed predictions, it can be 
concluded that the trend of each variable is positive, implying the benefit of savings 
in any application, while it is variable according to its degree.
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6 Conclusion 

6.1 Synopsis 

Smart technologies, what elements they contain and what requirements they must 
meet is the content of this chapter. Based on a review of the theoretical background, 
it is a complex complex of interconnected relationships, where it is necessary to 
think far and wide about the architecture of the whole Smart City solution from the 
beginning, to choose software and hardware solutions appropriately and to be ready 
to extend the functionality with modules in the future. 

The Smart City concept has been successfully applied in several cities for several 
years—however, it should be noted that the breadth and depth of those solutions is 
significantly different and therefore it is not possible to compare all cities with an 
applied Smart City solution 1:1, but it is necessary to clearly and in detail compare 
the comparative elements. 

Waste management is undergoing significant transformations, especially with 
regard to standardization and uniformity of legislative form across the European 
Union, as EU mandated separation rates, landfilling and, in the future, the require-
ment for energy recovery cannot be ruled out. The requirements must be incorporated 
into national legislation in due course, and the introduction of back-up packaging 
within the Slovak Republic for PET bottles and ALU cans is directly linked to the 
fulfilment of the targets for waste sorting and landfill minimization, which are uncom-
promisingly close to the EU-wide level. However, there remains a very large amount 
of waste that does not fall into the category of backup and such waste needs to be effi-
ciently exported and further managed, reflecting ecological and social requirements, 
in a purposeful and efficient manner with the least direct and indirect costs. 

The study pointed to the fact that the topic of waste management, although a highly 
topical and important topic also within the ongoing industrial revolution Industry 
4.0, is little explored and published both theoretically and practically. When the 
applications of Smart technologies in general in the European Union countries and 
the Slovak Republic are compared, the following can be clearly stated. 

Namely, there are ongoing city-wide pilot projects around the world on a smaller 
scale, which is interesting. We can justify this interesting fact. The smaller scale is 
related, firstly, to people’s lack of interest, the still high financial costs of introducing 
smart technologies and, last but not least, the unattractiveness of smart technologies 
in waste management. This global state of smart technology uptake in waste is 
incomprehensible as the waste business is highly profitable despite the high cost of 
smart technologies. The return on investment in smart technologies in waste is highly 
efficient. 

Proper planning and setup for the implementation of these solutions will increase 
efficiency and improve the waste management sector faster and much more. 

Environmental issues and related waste management are also promoted in the 
financial sector. In the capital market, they have higher valued assets and their shares 
are sold more successfully and with less risk volatility.
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6.2 Further Research 

As the waste management sector has so far resisted modern trends and information is 
difficult to understand, not to mention that it is available internally with a long-time 
lag and to the general public with a further time lag. In the absence of the need for 
digitization and application of Smart technologies from within waste management 
companies (with exceptions), it is clear that the use of modern technologies will 
only come about once the necessary legislation is in place. At the same time as such 
a change, there should be an obligation to introduce weighing automation across 
the board, including the availability of an accurate price for collection—i.e. as a 
ratepayer to know how full the bin was and how much it cost. 

It is certainly not appropriate for Smart technologies to be applied in different 
areas of a collection company’s operations and with different hardware/software 
suppliers (for interoperability reasons). As long as data is only collected without 
deeper analysis or operational management according to demand, it is very difficult 
to talk about Smart technologies [58]. 

The above research was carried out at the previously mentioned municipality and 
at the previously introduced waste treatment company. This means that the above 
research was not broad-based for the whole waste management sector or for several 
municipalities. The savings of individual items were processed on a smaller sample, 
due to the fact that individual municipalities do not require collection companies to 
implement the Smart technologies that were applied in the scientific research. 

As developments have been very progressive in recent times, it can be expected 
that comparable research over time will yield different savings calculations, offer 
different Smart technologies for application or provide a different perspective on the 
waste management sector. Other options for developing this research are to carry it 
out abroad or to carry out detailed research on a waste management entity by waste 
management entity basis. 
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Smart Energy Components—Foundation 
of a Decentralised Energy Supply 

Alexander Neubaur 

Abstract This paper explores the concept of “smart energy” as a pivotal element 
in achieving an intelligent and decentralized energy supply. The term encompasses 
various energy generation, storage, power transmission, and consumption control 
technologies. The transition from centralized to decentralized power generation intro-
duces challenges to grid stability, requiring innovative solutions. The paper empha-
sizes the importance of smart grids, smart meters, and smart homes in dynamically 
managing energy consumption and generation. It discusses the components of smart 
energy and the integration of information and communication technologies (ICT) in 
creating an “Internet of Energy.” Additionally, the paper addresses hurdles such as 
the smart meter rollout, grid stability, sector coupling, energy efficiency, dynamic 
tariff design, and energy storage. The role of Power-To-X processes and the potential 
of different storage technologies, including compressed air storage and Power-To-
Gas, are explored. The paper concludes by highlighting the need to overcome these 
hurdles to establish a functional smart energy system and ensure a successful energy 
transition. 

Keywords Energy transition · Smart energy · Electricity system · Grid stability ·
System stability · Grid expansion · Electricity grid financing 

1 Explanation of Terms 

The term “smart energy” is used to summarise various components that will be 
necessary for the intelligent control of the future, increasingly decentralised energy 
supply.1 This includes “all intelligent technologies for energy generation, energy 
storage, power transmission and consumption control. The entire value chain from

1 Cf. Servatius, Schneidewind et al. [2]. 
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power generation to power consumption is thus addressed. Smart terms have been 
coined for some of these technologies in recent years. For example, the term smart 
grid stands for intelligent electricity transmission and distribution, while the terms 
smart metering and smart home stand for the control of consumer behaviour.”2 

2 Motivation 

The change from centralised power generation in power plants to decentralised power 
generation poses various problems for the existing distribution and transmission 
grids. Due to the large number of small power generators feeding into the grid, it 
is relatively difficult for the grid operator to estimate how much electricity will be 
fed into the grid and when. Since it is easy to forecast the electricity demand of the 
consumers in his grid area on the basis of standard load profiles or existing load 
profiles for RLM customers, it was previously no problem to have the corresponding 
amount of electricity provided by the power plants and thus to ensure grid stability. 
However, due to the unpredictability of the amount of wind and photovoltaic energy 
fed into the grid, enormous surpluses or deficiencies of electrical power can quickly 
influence the grid frequency in the distribution grid. In the worst case, this can lead 
to a large-scale grid failure, as almost happened in the European interconnected grid 
on 08.01.2021, for example.3 In this case, the use of renewable energies was not the 
cause, but the effects on grid stability are the same due to sudden large-scale loss of 
power, e.g. due to clouds or no wind. 

In order to keep the grid frequency stable, the amount of active power generated 
must correspond as closely as possible to the amount of power consumed at any 
given time. An oversupply of power leads to an increase in the grid frequency and 
an undersupply to a decrease. In Europe, the grid frequency is 50 Hz throughout the 
country, which means that the voltage in the grid changes 50 times per second from 
zero to the specified voltage in the positive range, then to the same voltage in the 
negative range and then back to zero (Figs. 1 and 2).

“In order to keep the grid frequency stable, control energy is needed. If the 
frequency falls below 50 Hz, additional feed-in or load shedding (the reduction of 
consumption) is needed, which is called positive control energy. If the grid frequency 
is too high, the feed-in must be reduced, which is also called negative control energy. 
In Germany, the transmission grid operators are responsible for grid regulation and 
the associated procurement of control energy. 

If the grid frequency drops to 49.8 Hz, power reserves from all power plants in 
the interconnected grid are used. If the grid frequency continues to fall below 49 Hz, 
so-called load shedding occurs. In this case, selected areas are disconnected from 
the electricity grid so that electricity consumption is reduced. From a frequency of

2 Cf. (2022) https://www.itwissen.info/Smart-Energy.html. 
3 Cf. (2022) https://www.entsoe.eu/news/2021/07/15/final-report-on-the-separation-of-the-contin 
ental-europe-power-system-on-8-january-2021/. 

https://www.itwissen.info/Smart%2DEnergy.html
https://www.entsoe.eu/news/2021/07/15/final-report-on-the-separation-of-the-continental-europe-power-system-on-8-january-2021/
https://www.entsoe.eu/news/2021/07/15/final-report-on-the-separation-of-the-continental-europe-power-system-on-8-january-2021/
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Fig. 1 Components of the smart energy concept4 

Fig. 2 Frequency5 

47.5 Hz, all power plants are disconnected from the grid and the power supply is 
then rebuilt. 

If the grid frequency rises above 50 Hz, the power plants reduce their feed-in 
power. This takes longer for older coal-fired and nuclear power plants. Renewable 
energy plants, such as wind power or photovoltaic (PV) plants, can adapt more 
quickly. From a grid frequency of 50.02 Hz, the majority of PV plants reduce their 
active power linearly and only from an overfrequency of 51.5 Hz is there a complete 
disconnection of the plants from the grid.”6 

4 Cf. Neubaur, A. (2022), based on https://www.itwissen.info/Smart-Energy.html, own presentation 
and translation. 
5 Cf. (2022) https://www.fluke.com/de-de/mehr-erfahren/blog/elektrik/was-versteht-man-unter-fre 
quenz.
6 Cf. (2022) https://www.interconnector.de/wissen/netzfrequenz/.

https://www.itwissen.info/Smart%2DEnergy.html
https://www.fluke.com/de%2Dde/mehr%2Derfahren/blog/elektrik/was%2Dversteht%2Dman%2Dunter%2Dfrequenz
https://www.fluke.com/de%2Dde/mehr%2Derfahren/blog/elektrik/was%2Dversteht%2Dman%2Dunter%2Dfrequenz
https://www.interconnector.de/wissen/netzfrequenz/
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In the end, the motivation of all measures is to ensure a stable supply of electricity. 
To achieve this, it is necessary to be able to react quickly and intelligently to fluctu-
ations in feed-in and consumption so that there are no disruptions in the distribution 
network. The situation-dependent switching on and off of consumers and feed-in 
plants is the cornerstone for this. Only if it is ensured that a correspondingly large 
number of consumers can be dynamically controlled by a central monitoring point 
can the challenges of the future be successfully mastered. The increasingly complex 
determination of what has to be switched on and off due to the use of renewable 
energies, as well as the higher dynamics within these monitoring and switching 
processes, can only be successfully implemented with the support of information 
technology-supported systems. The goal of this successful control is ultimately also 
the key to the acceptance of the energy transition within the population, which is 
already reduced to a certain degree due to the strongly rising energy prices. 

3 Components of Smart Energy and the Internet of Energy 

In order to successfully make the energy transition a reality, a control system 
supported by “information and communication technologies” (ICT) is needed. This 
control system should make it possible to intelligently generate, store, distribute and 
consume the electricity generated by renewable energy production so that electrical 
energy is always available where it is needed. This control system consists of various 
components that play their role in the different areas of energy supply. The BMWi’s 
publication “Smart Energy made in Germany” states: “The ICT-optimised operation 
of distribution grids, the networking of consumers and producers as well as new 
marketplaces and business scenarios were the focus of interest. The ICT solutions 
developed and tested in E-Energy help pave the way for an “Internet of Energy” 
in which decentralised producers communicate with each other as well as with the 
electricity grids and consumers—in the technical sense and as market participants”.7 

The central component of the smart energy concept, i.e. the intelligent energy 
system, is the smart grid, the intelligent energy supply system. The term smart grid 
describes the networking of intelligent generation plants and consumers, as well as 
energy storage systems and grid operating equipment, i.e. electrical components of 
distribution and transmission grids that are necessary for the operation of these grids, 
such as transformers, instrument transformers, protective devices8 and many others. 
The components mentioned form the energy supply system as a known form of the 
energy supply network. The energy information system (EIS), which gives the energy 
supply system its intelligence, is responsible for networking these components of the 
smart grid using information and communication technologies (Figs. 3 and 4).

7 Cf. (2022) https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart-energy-made-in-
germany.pdf. 
8 Cf. (2022) https://www.enargus.de/pub/bscw.cgi/d1225-2/*/*/Betriebsmittel.html. 

https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.enargus.de/pub/bscw.cgi/d1225%2D2/%2A/%2A/Betriebsmittel.html
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Fig. 3 Relationship between the domains energy, ICT and internet9 

Fig. 4 Components of smart energy10 

This energy information system in turn consists of the grid automation system and 
a service platform. The grid automation system has the task of automatically regu-
lating the grid frequency by switching controllable consumers and feed-in plants on 
or off in the appropriate quantity. The service platform also provides an overview and 
control interface for other market participants who want to control their customers’ 
intelligent consumers or generators. In this context, these components are called intel-
ligent “if they can optimally adapt to the current supply conditioned by the market 
and the grid. They are connected to the overall system via intelligent communication 
devices.”11 

9 Cf. (2022) https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart-energy-made-in-
germany.pdf. 
10 Cf. Neubaur, A. (2022), based on https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/ 
smart-energy-made-in-germany.pdf. p. 5, own presentation and translation. 
11 Cf. (2022) https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart-energy-made-in-
germany.pdf.

https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
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Regarding the acceptance of the end customers to allow this control of their 
consumers and producers, Andreas Kamper writes: “Participation in a load manage-
ment system causes a certain effort for the participants (e.g. by connecting the appli-
ances to or specifying the characteristics of the appliances for the control), which 
in many cases is associated with a loss of comfort (e.g. the laundry is done later). 
In addition, the necessary infrastructure in the household must be provided by the 
customers (e.g. the automation system or the internet connection). Participants must 
therefore be offered incentives to participate in such a system. These can be, for 
example, ecological or economic incentives, but also legal requirements. Since the 
total amount of energy used remains the same in a pure load shift, it must be ensured 
that the participant does not incur higher costs due to the shift in energy use. This 
could occur, for example, when using time-variable tariffs, if appliances are shifted 
into a time range where higher prices have to be paid by shifting the appliance use.”12 

The medium-term availability of smart meters at consumption and generation 
plants in Germany offers a basis for these switching services due to their networking 
and the IT security they provide. However, it is currently assumed that due to 
low switching flexibility, another device will take over the control of individual 
consumers, the energy manager. These energy managers “receive information about 
current prices, the generation mix or the conditions in the grid and can use this to 
switch end devices on or off and report the resulting flexibilities to aggregators, 
distributors or other market participants, who can improve their consumption fore-
casts in this way. The intelligence of the energy managers must be such that they 
only control devices when their operating status allows this in a meaningful way. 
In this respect, there will only be hard control signals in the Internet of Energy for 
extreme exceptional conditions. Otherwise, the control devices will receive offers, 
so to speak, which they can accept but also reject.”13 

One of various conceivable scenarios for such a component structure in the Internet 
of Energy is shown in the following figure (Fig. 5).

Here, the data from the individual smart meters is transmitted via a gateway to 
a data warehouse, which also includes the data from field measuring devices that 
monitor the condition of the distribution network. Both the grid operator and the 
other market roles have access to the part of this data that is relevant to them. The 
network operator then has, for example, to analyse the consumption of individual 
installations in the event of an undersupply in the distribution network and could then 
send information to the corresponding controlling market role that consumption is to 
be reduced here, provided that the end consumer has generally contractually agreed 
to this intervention. As described above, this is initially considered an offer, which 
the controlling market role then sends to the gateway of the energy manager in the 
object, which then intelligently decides to what extent a disconnection of individual 
consumers is currently possible and sensible, and acts accordingly.

12 Cf. (2022) Kamper [1], p. 71. 
13 Cf. (2022) https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart-energy-made-in-
germany.pdf. 

https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
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Fig. 5 Components in the Internet of Things14 

The marketplace represents the various established market roles, such as supplier 
and network operator, but also new market roles such as virtual power plant aggrega-
tors, which combine a large number of feed-in plants to form a virtual power plant, 
or the connection user’s energy service provider (ESA), which will obtain metered 
values from the metering point operator and process them for the connection user as 
a new market role in Germany from 1 October 2022. 

Depending on the design of the system, the energy manager also proactively 
establishes a connection to the data warehouse and obtains consumption data from 
smart meters, network status data from field measuring devices, wholesale prices 
for electricity or weather data and uses these to determine an optimal consumption, 
storage and feed-in schedule for the corresponding object.15 

In this scenario, smart energy management combines the terms marketplace, flex-
ibility management and object management. While flexibility management coordi-
nates the activities of several objects and, in a cellular approach, also manages these 
cells and thus acts as an aggregator. 

“Flexibility management receives information from electricity sales, e.g. current 
electricity prices (for generation and consumption), and from grid operations on the

14 Cf. Neubaur, A. (2022), based on https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/ 
smart-energy-made-in-germany.pdf p. 57, own presentation and translation.
15 Cf. (2022) https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart-energy-made-in-
germany.pdf. 

https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
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status in the grid—usually with the aim of having a stabilising effect. Flexibility 
management forms suitable signals from this information and transmits them to 
suitable objects, where they are intelligently processed by object management and 
converted into suitable switching signals for generation or consumption devices or 
storage.16 

As long as the overall system is in the green or yellow area (see traffic light 
model), price signals are sent to all or suitable objects and a decision is made by 
way of negotiation (e.g. first-come, first-served) as to who accepts offers or satisfies 
requests. In this process, the object management decides together with the device 
control whether switching on or off is possible at the current time. In the best case, 
sufficient generators or consumers are switched in such a way that they help to 
stabilise the grid. If the system is in a red state, the grid transmits special requirements 
to the energy management system in the building. These are passed on—without 
further optimisation algorithms, but on the same communication paths as the other 
signals—to generators and consumers defined for this purpose that can be interrupted 
or switched on.”17 

The term “smart home” and the home control components that go with it can also 
play a decisive role in this scenario, as the concepts under consideration are based 
on the fact that consumption and generation systems in buildings can be controlled 
in order to stabilise the grid or not contribute to destabilisation in the first place 
(Fig. 6).18 

In an integrated, intelligent system, all the object management systems (OMS) of 
large feed-in plants such as wind turbines, solar parks or conventional power plants, 
as well as the OMS of large industrial consumers, buildings, building complexes, 
etc., are then connected to the grid. Directly connected to the grid operation in order 
to be able to stabilise the grid by switching command in case of a problem. In 
normal grid operation, the behaviour desired by the grid control system is influenced 
by economic or ecological incentives via flexibility management. This intelligently 
regulates whether a consumer is operated now or later, whether the electricity required 
for this is drawn from the PV system, from the home storage system, from the 
storage system of the electric car or from the distribution grid. In this way, energy 
consumption and the efficiency of use within distribution grids can be significantly 
improved.

16 Cf. (2022) https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart-energy-made-in-
germany.pdf. 
17 Cf. (2022) https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart-energy-made-in-
germany.pdf 
18 Cf. (2022) https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart-energy-made-in-
germany.pdf.

https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
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Fig. 6 Market-driven energy property management19 

4 Hurdles 

As was already evident from the previous chapters, there are still some hurdles that 
need to be overcome in order to commission and successfully operate a functioning 
smart energy system. 

4.1 Smart Meter Rollout 

“On 31.01.2020, the Federal Office for Information Security (BSI) determined 
the “technical feasibility of installing smart metering systems in accordance with 
Section 30 of the Metering Point Operation Act (MsbG)”, also known as the market 
declaration. This marks the beginning of the legal obligation to roll out smart 
metering systems by 24.02.2020 by the responsible metering point operators. A 
decisive cornerstone has thus been laid for the efficient implementation of the energy 
transition.”20 

Since 2020, all electricity meters replaced by rotation in Germany will be replaced 
by modern metering devices (mME), which means that these mMEs are to be installed 
in all households by 2032. According to the current legal situation, only every modern 
metering device that exceeds an annual consumption of 6000 KWh is to be equipped

19 Cf. Neubaur, A. (2022), based on https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/ 
smart-energy-made-in-germany.pdf. p. 59, own presentation and translation.
20 Cf. (2022) https://www.bdew.de/energie/digitalisierung/welche-rolle-spielen-smart-meter-fuer-
die-digitalisation-of-the-energy-transition/. 

https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/smart%2Denergy%2Dmade%2Din%2Dgermany.pdf
https://www.bdew.de/energie/digitalisierung/welche-rolle-spielen-smart-meter-fuer-die-digitalisation-of-the-energy-transition/
https://www.bdew.de/energie/digitalisierung/welche-rolle-spielen-smart-meter-fuer-die-digitalisation-of-the-energy-transition/
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Fig.7 Smart electricity metering roll-out22 

with a smart meter gateway, whereby these mMEs will be upgraded to smart meters. 
Consumption points with a lower consumption can be equipped with smart metering 
systems on a voluntary basis.21 

The expansion of smart meters is also being started in many other European 
countries, which supports a general standardisation of the European electricity grid 
(Fig. 7).

21 Cf. (2022) https://www.bdew.de/energie/digitalisierung/welche-rolle-spielen-smart-meter-fuer-
die-digitalisation-of-the-energy-transition/. 
22 Cf. (2022) https://ses.jrc.ec.europa.eu/sites/ses.jrc.ec.europa.eu/files/files/map2.html. 

https://www.bdew.de/energie/digitalisierung/welche-rolle-spielen-smart-meter-fuer-die-digitalisation-of-the-energy-transition/
https://www.bdew.de/energie/digitalisierung/welche-rolle-spielen-smart-meter-fuer-die-digitalisation-of-the-energy-transition/
https://ses.jrc.ec.europa.eu/sites/ses.jrc.ec.europa.eu/files/files/map2.html
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4.2 Grid Stability/System Stability 

Ensuring a stable energy supply is the central challenge of the energy transition, 
which is ultimately served by all new, intelligent components. 

Grid stability requires system services (frequency maintenance, voltage mainte-
nance, supply restoration, operation management), which are still mainly provided 
by conventional power plants. The trend assumes that in the future not only 
flexible generation plants, but also consumers and storage facilities will increas-
ingly contribute to the stabilisation of the grids. The measures and processes for 
system stabilisation must be continuously developed and coordinated at regional and 
European level.23 

In order to ensure this stability, in addition to the possibility of being able to 
intelligently switch consumers and generators, an improvement in the forecasting 
accuracy of consumption and generation is also essential. Taking weather data into 
account, such forecasts are already being made today, but the impact on the available 
electricity in the grid will increase with the greater expansion of renewable energies. 
To overcome this problem, especially in the case of a shortfall, energy balancing 
should come from storage facilities and, if necessary, from the generation plants of 
other EU countries. In order to enable this transnational planning and control, an 
EU legal framework is needed. This framework and the available measures were 
presented in the concept of the European Green Deal in 2019. This is intended to 
provide financial resources to further advance the expansion of the so-called Energy 
Union.24 

4.3 Sector Coupling 

“Sector coupling is about connecting the energy sector with the industry, transport and 
building sectors and then optimising them together. If all sectors are interconnected, 
the idea goes, then CO2 emissions can be reduced with the help of renewable energies. 
In the process, storage technologies can balance out the volatile renewables.”25 

Sector coupling can be divided into two basic strategies. The first is electrifi-
cation, i.e. the conversion of final energy consumers that are traditionally powered 
by fossil fuels to the use of electrical energy that can be fed by renewable energy 
sources in the future. In concrete terms, this means a further expansion of elec-
tromobility and the replacement of oil and gas-fired building heating systems with 
electric heat pumps. To this end, further incentives must be created to promote the 
expansion of these technologies, for example through financial support. The second 
strategy describes the Power-To-X process. Here, synthetic or biogenic fuels such as

23 Cf. (2022) Quote: https://www.bmwk.de/Redaktion/DE/Artikel/Energie/strom-2030-trend-10. 
html. 
24 Cf. (2022) http://library.fes.de/pdf-files/wiso/11468.pdf. 
25 Cf. (2022) https://www.ewi.uni-koeln.de/de/themen/sektorenkopplung/. 

https://www.bmwk.de/Redaktion/DE/Artikel/Energie/strom-2030-trend-10.html
https://www.bmwk.de/Redaktion/DE/Artikel/Energie/strom-2030-trend-10.html
http://library.fes.de/pdf%2Dfiles/wiso/11468.pdf
https://www.ewi.uni-koeln.de/de/themen/sektorenkopplung/
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Fig. 8 Sector coupling27 

hydrogen, methane, petrol or paraffin are generated from surplus electricity in order 
to supply energy consumers with renewable energy where electrification is currently 
not possible, such as air traffic (Fig. 8).26 

The generation of these fuels through electricity means that significant energy 
losses have to be accepted, but existing ones can be used, such as gas grids, district 
heating grids or petrol stations. One of the tasks ahead is to push ahead with these 
Power-To-X processes and thus make sensible use of the surplus electricity from 
renewable energy in order to make the energy transition a success. 

4.4 Energy Efficiency 

Increasing energy efficiency is one of the leading topics of the energy transition. 
Under the motto “efficiency first”, the Federal Ministry for Economic Affairs and 
Energy published the “Green Book on Energy Efficiency” in 2016, in which various 
measures are presented to reduce the primary energy demand in Germany by half by 
the year 2050. The motivation for this is as simple as it is comprehensible: “A unit of 
energy that can be saved does not have to be generated, stored and transported.”28 This 
topic is therefore one of the main pillars of the energy transition and is particularly 
relevant for the success of the entire project. 

The big picture includes, in addition to increasing the efficiency of electrical 
appliances through EU requirements, the thermal insulation of buildings, the use of 
heat pumps for heating, but also increasing efficiency in industrial processes. One 
challenge here is to prevent certain direct and indirect rebound effects, which can

26 Cf. (2022) https://www.ewi.uni-koeln.de/de/themen/sektorenkopplung/. 
27 Cf. (2022) https://www.cleanenergywire.org/factsheets/sector-coupling-shaping-integrated-ren 
ewable-power-system. 
28 Cf. (2022) https://www.bmwk.de/Redaktion/DE/Publikationen/Energie/gruenbuch-energieffizi 
enz-august-2016.pdf. 

https://www.ewi.uni-koeln.de/de/themen/sektorenkopplung/
https://www.cleanenergywire.org/factsheets/sector%2Dcoupling%2Dshaping%2Dintegrated%2Drenewable%2Dpower%2Dsystem
https://www.cleanenergywire.org/factsheets/sector%2Dcoupling%2Dshaping%2Dintegrated%2Drenewable%2Dpower%2Dsystem
https://www.bmwk.de/Redaktion/DE/Publikationen/Energie/gruenbuch%2Denergieffizienz%2Daugust%2D2016.pdf
https://www.bmwk.de/Redaktion/DE/Publikationen/Energie/gruenbuch%2Denergieffizienz%2Daugust%2D2016.pdf
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occur, for example, when financial resources freed up by lower energy consumption 
are used for more energy elsewhere. In order to counteract these effects, political 
control mechanisms via quantity, price and legal regulations are being discussed.29 

4.5 Dynamic Tariff Design 

The spread of dynamic electricity tariffs presupposes the widespread use of smart 
intelligent metering systems. Only then is it possible for the electricity supplier to use 
the load profiles or meter readings provided by the iMSys to identify at which quarter-
hour interval the consumer has drawn which amount of electricity. For example, this 
consumption can be compared with the stock exchange price and thus a different 
price can be realised in different time intervals. In addition to the stock exchange 
price, other price signals are also conceivable, such as the currently available power 
in the electricity grid, so that the price increases if balancing energy has to be used 
within the balancing group. 

In order for the end consumer to be able to actively influence the cost of his elec-
tricity, he must know exactly when electricity will cost him how much. This could be 
controlled in a relatively uncomfortable way via a timetable that the energy supplier 
provides to the end customer so that he can schedule his consumers accordingly. It 
would make much more sense to have an intelligent control system that takes over 
this switching when a corresponding price or other situation gives the signal to do so. 
However, such a control system requires corresponding devices, as well as a control 
unit that can receive the corresponding signals, interpret them and forward them to 
the end devices. This scenario is difficult to realise on a nationwide basis in the near 
future.30 

4.6 Energy Storage 

So while there is an overall overproduction of electricity in Germany, some of which 
has to be exported for free or for a fee in order to relieve the electricity grid, the 
share of cost-intensive coal-fired electricity continues to increase. The reason for 
this is that the excess electricity is generated in the warm season, when wind and 
sun are abundant, while at the same time consumption is low. This electricity is then 
also exported, although there is no high demand for energy abroad during this time,

29 Cf. (2022) https://www.bmwk.de/Redaktion/DE/Publikationen/Energie/gruenbuch-energieffizi 
enz-august-2016.pdf. 
30 Cf. (2022) https://www.wsw-online.de/happy-power-hour/wissensbereich/wie-funktioniert-ein-
dynamischer-electricitytariff. 

https://www.bmwk.de/Redaktion/DE/Publikationen/Energie/gruenbuch%2Denergieffizienz%2Daugust%2D2016.pdf
https://www.bmwk.de/Redaktion/DE/Publikationen/Energie/gruenbuch%2Denergieffizienz%2Daugust%2D2016.pdf
https://www.wsw-online.de/happy-power-hour/wissensbereich/wie-funktioniert-ein-dynamischer-electricitytariff
https://www.wsw-online.de/happy-power-hour/wissensbereich/wie-funktioniert-ein-dynamischer-electricitytariff
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which is why this surplus then partly burdens the grid of the countries supplied. The 
Federal Ministry of Economics and Environmental Protection writes (2018): 

“Unlike apples and many products, electricity absolutely needs a consumer, as it cannot 
simply be “disposed of” and can also only be stored in small quantities. In addition, the power 
grid is only stable if feed-in and withdrawal are exactly in balance. In short: the electricity 
must be used—if necessary, even at a negative price. This is not a new phenomenon, but has 
been observed on the power exchange since September 2008. At that time, negative electricity 
prices were allowed—also at the request of many market participants—as an incentive for 
conventional power plants to adjust their electricity production to the fluctuating demand 
and weather-dependent generation from renewable energies.”31 

Thus, in order to increase the share of renewable energies in gross electricity 
consumption, a possibility of shifting between generation and consumption must be 
created (Fig. 9).

The solution to this is energy storage, which can first be differentiated into 
categories of storage duration32 : 

1. Short-term memory 

Power memory (seconds to minutes) 

– High performance to storage capacity ratio 
– for short-term fluctuations 
– especially for grid services/control power 
– Use several times per day 
– especially batteries, capacitors, flywheel accumulators. 

Shift memory (minutes to hours) 

– Especially for balancing within one day (for example PV self-consumption) 
– one to two cycles per day 
– Especially batteries, compressed air storage, pumped storage power plants (PSW). 

2. long-term memory (days to weeks) 

– for long-term slack periods/seasonal storage/back-up 
– Few cycles per year 
– Chemical storage (hydrogen/methane) and large storage hydropower plants (for 

example in Norway). 

As described here, battery storage systems are particularly useful for storing elec-
tricity for short periods of time, from seconds to hours. They are being used more 
and more in buildings to be able to use the surplus solar power generated during the 
day at night. For this purpose, storage capacities of just a few kilowatt hours (5 to

31 Cf. (2022) https://www.bmwi-energiewende.de/EWD/Redaktion/Newsletter/2018/02/Meldung/ 
direkt-explained.html. 
32 Cf. (2022) https://www.bmwk.de/Redaktion/DE/Textsammlungen/Energie/speichertechnol 
ogien.html. 

https://www.bmwi-energiewende.de/EWD/Redaktion/Newsletter/2018/02/Meldung/direkt-explained.html
https://www.bmwi-energiewende.de/EWD/Redaktion/Newsletter/2018/02/Meldung/direkt-explained.html
https://www.bmwk.de/Redaktion/DE/Textsammlungen/Energie/speichertechnologien.html
https://www.bmwk.de/Redaktion/DE/Textsammlungen/Energie/speichertechnologien.html


Smart Energy Components—Foundation of a Decentralised Energy Supply 307

Fig. 9 Example of a battery storage-supported photovoltaic system33 

10) are usually useful, as a high degree of self-sufficiency can be achieved in this 
way during the warm half of the year. 

Large storage units can be charged without any problems in summer, but the 
energy consumption in the few hours without sunlight is usually not sufficient to 
empty large storage units. In winter, on the other hand, the size of the battery storage 
unit in the home is of secondary importance, since even the largest storage unit is 
quickly empty when there is little sunlight and heavy cloud cover, and one is also 
dependent on the supply from the distribution grid. 

It is interesting to note that the two energy sources, photovoltaics and wind power, 
complement each other very well, which is why the necessary storage capacity can 
be significantly smaller if wind and solar power plants are combined into combined

33 Cf. (2022) https://www.mauinews.com/news/local-news/2020/09/two-solar-power-battery-sto 
rage-projects-are-submitted-to-puc/.

https://www.mauinews.com/news/local%2Dnews/2020/09/two%2Dsolar%2Dpower%2Dbattery%2Dstorage%2Dprojects%2Dare%2Dsubmitted%2Dto%2Dpuc/
https://www.mauinews.com/news/local%2Dnews/2020/09/two%2Dsolar%2Dpower%2Dbattery%2Dstorage%2Dprojects%2Dare%2Dsubmitted%2Dto%2Dpuc/
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Fig. 10 Storage requirements for the stabilisation of photovoltaics and wind power35 

Fig. 11 Storage requirements for the stabilisation of photovoltaics and wind power with minimal 
use of controllable generation37 

cycle power plants. For the stabilisation of solar power in Germany alone, about nine 
terawatt hours of storage capacity would be needed, for wind power even ten terawatt 
hours. If these power generators are combined, this requirement is already reduced 
to 6.3 terawatt hours to ensure a constant flow of electricity (Fig. 10).34 

The combined black line shows only relatively small fluctuations, which is why 
storage systems can be filled over months and emptied again over months. Rapidly 
reacting storage systems are therefore not needed to any great extent here. Accord-
ingly, in this case, if electricity production were increased by two gigawatts in the 
months of November to March and poduction were reduced by one gigawatt between 
April and August, the storage requirement would already be reduced to two terawatt 
hours (Fig. 11).36 

Thus, three terawatt hours of storage capacity would be sufficient to provide solar 
and wind power equally as a conventional power plant does. Nevertheless, three

34 Cf. (2022) https://sma-sunny.com/wie-viel-speicher-braucht-die-energiewende. 
35 Cf. (2022) https://sma-sunny.com/wie-viel-speicher-braucht-die-energiewende. 
36 Cf. (2022) https://sma-sunny.com/wie-viel-speicher-braucht-die-energiewende. 
37 Cf. (2022) https://www.sma-sunny.com/wie-viel-speicher-braucht-die-energiewende. 

https://sma-sunny.com/wie-viel-speicher-braucht-die-energiewende
https://sma-sunny.com/wie-viel-speicher-braucht-die-energiewende
https://sma-sunny.com/wie-viel-speicher-braucht-die-energiewende
https://www.sma-sunny.com/wie-viel-speicher-braucht-die-energiewende
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terawatt hours is an enormous amount, which of course continues to increase with 
the steady expansion of solar and wind power. This means that we are still dependent 
on large storage options that can be charged in summer and discharged in winter. 

In order to store large amounts of surplus electrical energy produced in the summer 
for the dark season, batteries are not economical due to the high costs. To store 
very large amounts of energy, physical storage systems such as pumped storage or 
compressed air storage have a clear advantage. Even though pumped storage power 
plants are technically mature and the only storage technology that can currently 
be used in Germany on a significant scale, the storage capacities of all German 
pumped storage power plants with a storage capacity of 0.085 terawatt hours38 are 
not sufficient to cover the demand. 

When planning a European solution that includes large photovoltaic plants in 
Spain, large storage hydropower plants in Norway could also be used for storage. A 
capacity of 1.4 gigawatts can be transmitted via the NordLink submarine cable, which 
connects Germany and Norway.39 This way, enormous overloads in the German 
electricity grid could be used to fill Norway’s water reservoirs in the summer and 
then return this energy in the winter. 

In order to continue to increase the potential of energy storage despite the lack 
of expansion options in the area of water storage in Germany, research is also 
being conducted into compressed air storage and power-to-gas plants. While pumped 
storage power plants have been used worldwide for decades, there are currently only 
two compressed air storage facilities in operation worldwide, one of which is located 
in Germany. 

Here, ambient air compressed to 70 bar is stored in a salt dome about 500 m deep, 
in two compressed air caverns with a total volume of 300,000 m3, to be released 
again as needed by an electricity-generating generator. Since the plant dates back 
to the 1970s, its efficiency is well below today’s standards. More than 50% of the 
energy is lost through storage, which is why researchers are trying to find a solution 
to increase efficiency. 

New turbines and an exhaust gas heat exchanger, which captures the heat generated 
during the compression of the air and thus warms up the air cooled by the expansion, 
are to help here in order to prevent the generators from icing up. In current plants, 
this heating is achieved by burning natural gas, which is why an additional loss of 
efficiency is unavoidable here (Fig. 12).40 

Another very promising solution for storing surplus energy is the generation 
of methane, the so-called Power-To-Gas process. Here, surplus electricity is first 
converted into hydrogen by electrolysis and, depending on the requirement, subse-
quently converted into methane. The great advantage here is that the gas produced

38 Cf. (2022) https://www.sma-sunny.com/wie-viel-speicher-braucht-die-energiewende. 
39 Cf. (2022) https://www.ingenieur.de/fachmedien/bwk/energieversorgung/norwegen-ist-deutsc 
hlands-largest-battery/. 
40 Cf. (2022) https://www.deutschlandfunk.de/tolle-idee-was-wurde-daraus-druckluftspeicher-
fuer-100.html.

https://www.sma-sunny.com/wie-viel-speicher-braucht-die-energiewende
https://www.ingenieur.de/fachmedien/bwk/energieversorgung/norwegen%2Dist%2Ddeutschlands%2Dlargest%2Dbattery/
https://www.ingenieur.de/fachmedien/bwk/energieversorgung/norwegen%2Dist%2Ddeutschlands%2Dlargest%2Dbattery/
https://www.deutschlandfunk.de/tolle%2Didee%2Dwas%2Dwurde%2Ddaraus%2Ddruckluftspeicher%2Dfuer%2D100.html
https://www.deutschlandfunk.de/tolle%2Didee%2Dwas%2Dwurde%2Ddaraus%2Ddruckluftspeicher%2Dfuer%2D100.html
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Fig. 12 Compressed air reservoir41 

in this way (hydrogen within certain limits, methane without restrictions) can be fed 
into the existing natural gas grid and stored in existing gas storage facilities. 

For example, the methane produced can be used together with methane produced 
from biomass in order to convert it back into electricity when needed or to use 
it for other applications, such as heating or for operating gas-powered vehicles. 
However, since this multiple conversion leads to high losses, Power-To-Gas is not 
yet an economically viable alternative.42 

Nevertheless, there are already operating plants in Germany, such as the electrol-
ysis plant in Wunsiedel, Bavaria, which will officially open in September 2022. This 
six-megawatt plant will produce up to 13,550 tonnes of green hydrogen per year in 
the future.43 Most of the green hydrogen produced in this way is to be transported by 
truck trailer to industrial and commercial enterprises in the region that need it for their 
production processes. In addition, some of it will be available for hydrogen-powered 
vehicles at an H2 filling station directly at the energy park (Fig. 13).44 

As can be seen from the existing plants, this technology is already operational and 
the resulting product is very versatile. The gas produced can be used in the already

41 Cf. (2022) https://www.sintef.no/en/latest-news/2017/air-could-be-the-worlds-next-battery/.
42 Cf. (2022) https://www.bmwk.de/Redaktion/DE/Artikel/Energie/gas-power-to-gas.html. 
43 Cf. (2022) https://www.br.de/nachrichten/bayern/bald-ohne-gas-energiezukunft-spielt-in-wun 
siedel. 
44 Cf. (2022) https://www.chemietechnik.de/energie-utilities/produktion-fuer-gruenen-wasser 
stoff-startet-in-wunsiedel-170.htm.

https://www.sintef.no/en/latest%2Dnews/2017/air%2Dcould%2Dbe%2Dthe%2Dworlds%2Dnext%2Dbattery/
https://www.bmwk.de/Redaktion/DE/Artikel/Energie/gas%2Dpower%2Dto%2Dgas.html
https://www.br.de/nachrichten/bayern/bald%2Dohne%2Dgas%2Denergiezukunft%2Dspielt%2Din%2Dwunsiedel
https://www.br.de/nachrichten/bayern/bald%2Dohne%2Dgas%2Denergiezukunft%2Dspielt%2Din%2Dwunsiedel
https://www.chemietechnik.de/energie%2Dutilities/produktion%2Dfuer%2Dgruenen%2Dwasserstoff%2Dstartet%2Din%2Dwunsiedel%2D170.htm
https://www.chemietechnik.de/energie%2Dutilities/produktion%2Dfuer%2Dgruenen%2Dwasserstoff%2Dstartet%2Din%2Dwunsiedel%2D170.htm
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Fig. 13 Power-to-gas via electrolysis45 . Author Alexander Neubaur

existing infrastructure of the natural gas grid and can therefore provide a great benefit 
to the energy supply in Germany. 
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Cities—An Accelerator of the Circular 
Economy 
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Abstract More than two thirds of the population of the European Union live in 
cities. They consume about 80% of energy and produce up to 85% of European 
gross domestic product, but they are also significant producers of waste and high 
consumption of products. Cities have become centres of innovation, new technolo-
gies, and the source of many challenges that the Union faces, from environmental 
pollution to social inequalities. Cities and regions are the most prominent contribu-
tors to persistent economic and environmental problems. Cities, however, offer new 
and more effective solutions for a better quality of life for inhabitants. The most 
efficient cities could be named intelligent cities, i.e., Smart Cities. Regional policy 
must become an accelerator of the growth of the innovative performance of cities 
and regions with a focus on key areas such as research, development and innovation, 
the business environment and the use of the potential and resources of cities and 
regions. Innovations, together with innovation policy, are conditioning the degree of 
technical and technological equipment of the region’s economy and thus complete a 
complex of mutual relations that cumulatively shape and become the organizational 
structure, and a parameter of the development of cities and regions. 

Keywords Smart cities · Regional policy · Innovation · European union ·
Sustainable solutions · Urban development 

1 Introduction 

Today, more than two thirds of the population of the European Union (EU) live 
in cities. They consume about 80% of energy and produce up to 85% of EU gross 
domestic product, but they are also significant producers of waste and high consump-
tion of products [11]. Cities have become centres of innovation, new technologies, 
but also a source of many challenges. Cities and regions are the most prominent
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contributors to ongoing economic or environmental problems, but cities offer new 
and more effective solutions for a better quality of life for people. Today, we can call 
these most efficient cities intelligent cities, i.e., Smart Cities [4, 45]. 

Regional policy must become an accelerator of the growth of the innovative perfor-
mance of cities and regions with focus on supporting key areas such as research, 
development and innovation, the business environment and the use of the poten-
tial and resources of cities and regions. Innovations together with innovation policy 
condition the level of technical and technological equipment of the region’s economy 
and thus complete a complex of mutual relations that cumulatively shape and become 
the organizational structure, as well as a parameter of the development of cities and 
regions [15]. 

2 Methodology of the Research 

The aim of the chapter is to analyse and assess innovations that have become a 
factor of the development in cities and regions with a focus on Smart City projects, 
key areas of public policies, the green economy, the area of quality education, the 
development of science, research, and innovation, ensuring health, building effective 
public administration and the use of digitization. 

The concept of smart cities makes it possible to connect all components, such as 
transport, energy, waste management and road infrastructure, which will help build 
a cleaner environment for residents and increase the quality of life. 

In the first part, we focused on the area of innovation, which is the engine of 
the development of the city and the region and represents the core of the Smart City 
concept, and we listed the key areas that are monitored by the index of the city’s level 
of intelligence. In the second part, we focused on the implementation of the Smart 
City concept in the regions of Slovakia, especially in the Prešov region. Our intention 
was to point out that the idea of a smart city can be developed and implemented in 
a border region that does not rank among the best developing ones in terms of its 
economic indicators. 

In the paper, we used the methods of analysis and synthesis, comparison, and 
generalization. We used the analysis in relation to the scientific literature related 
to smart cities in the context of circular economy and applied the synthesis when 
summarizing the information from the strategic, political, and conceptual materials 
approved at the European, national and regional level. The aim of this approach 
was to point out that the development of smart cities is primarily connected inno-
vation, its support in the development of regions, both related to regional policy, 
human resources development in regions, education markets and labour markets in 
the context of the advancing circular economy in the Slovak Republic. 

The contribution of the study lies in the fact that it pointed out the possibilities of 
adoption and the implementation of the idea of smart cities as centres of innovation 
and education, while not focusing on the capital or regional cities, but on a district 
city in the least developed region of Slovakia.
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We proceeded methodically from the definition of innovations, the survey of scien-
tific literature to the topic, which waw supplemented with the analysis of primary data, 
the application of secondary data, followed by the assessment of results concerning 
the implementation of the concept of smart cities and regions. 

3 Innovation as an Engine of City and Region Development 

Innovations have become a phenomenon of regional development. The analysis of the 
European Innovation Index 2022 indicates, the Slovak Republic was rated above the 
EU average, based on indicators concerning technologies related to the environment, 
air pollution, and the export of medium and high-quality goods. 

Indicators with a below-average rating of the Slovak Republic within 30% of 
the European Union average relate to lifelong learning, expenditure on risk capital, 
government support for business, research and development, expenditures related to 
research and development within the business sector, product innovators and business 
innovators in small and medium-sized businesses, labour mobility in HRST and, 
finally, patent applications [24]. 

3.1 Innovation—The Core of the Smart City Concept 

Innovations are defined as the successful creation, introduction, and use of novelties 
in the economic and social spheres, the renewal and expansion of the range of products 
and services and their associated markets, the creation of new methods of production, 
supply, distribution, the introduction of changes in management, work organization, 
working conditions and the qualifications of work forces [26]. Innovations are often 
referred to as the driving engine of economic development. But innovations are also 
a way to improve the quality of life, support sustainable solutions, attract talents, 
increase competitiveness, and increase GDP. 

In the case of Slovak regions, their innovation performance is assessed according 
to the IPK (Innovation Potential of Regions) index, which includes 5 domains: People 
and cooperation, Politics and funding, Infrastructure, Culture and conventions, and 
Economic performance. Table 1 shows the innovation potential of individual regions 
of the Slovak Republic.

Bratislava region has the highest innovation potential (64.03%) and Banská 
Bystrica region has the lowest (36.22%). The Bratislava region is a moderate 
innovator. Its innovative performance increased over time (3.5%). 

Western Slovakia is a moderate innovator. The innovation performance of the 
region increased over time (2.8%). Central Slovakia is a moderate innovator and its 
innovation performance decreased over time (−5.1%). Eastern Slovakia is a moderate 
innovator, and its innovation performance has increased over time (6.6%) [39].
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Table 1 Innovation potential of Slovak regions (2021) 

Source SIEA [39]

Slovakia is at the level of 81% in the Regional Innovation System (RIS) assessment 
of lifelong learning. Slovakia has maintained the best achieved score in the indicator 
of trademark applications, at the level of approximately 76% of the EU average. This 
area is an important innovation indicator for the sector of services. 

Patent applications are the worst rated indicator. In this indicator, Slovakia fell 
below 80% of the EU average. In 2021, the Slovak Republic achieved the worst rating 
in the monitored period, even though it belongs to the new innovators. It does not 
even reach 70% of the EU average. In comparison, the Czech Republic is the best 
rated country within the Vyšehrad Four countries (V4), consisting of Poland, Czech 
Republic, Hungary and Slovakia. The Czech Republic reached the 17th place within 
the V4 in the European innovation ranking in 2021, and the Slovak Republic reached 
the 23rd place. In the dimension of digitization, the Slovak Republic reached more 
than 80% of the EU average. The Slovak Republic achieved the worst result in the 
assessed area of funding and support, where it reached 30.4% [24]. 

The EU Horizon Europe program for research and innovation for the years 2021– 
2027, allocated a budget of 95.5 billion e which can help countries achieve envi-
ronmental and digital transformation. As part of the cohesion policy, more than 56.8 
billion e is invested to research and innovation capacity, digitization and skills and 
support of innovation and green economic transformation in European regions. 

Better performance in all four areas (favourable environment, human capital, 
markets, and innovation) requires eliminating regional disparities in EU countries and 
shape better competitiveness and environmental sustainability, security and shared 
prosperity. 

Effective cooperation at the national, regional, and European level is necessary to 
create a strong innovation system. According to the European Innovation Scoreboard 
2022, Slovakia, and several countries from the Central and Eastern European region
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such as Poland, Hungary, Latvia, and Croatia are ranked in the last places of the 
charts, with an increasingly widening gap between the leaders and the European 
average. Slovakia ranks as the 6th worst country in the EU in terms of investments 
in research and development. In the assessment of brain drain Slovakia achieves the 
second worst results. As a reaction to this result, the National Strategy for Research, 
Development and Innovation 2030 was adopted by the Slovak Government, with 
clear goals and milestones, for example achieving a significantly higher rating in the 
European Innovation Scoreboard or attracting 25 thousand highly qualified people 
from abroad to Slovakia. 

3.2 Modern Technologies in the Smart City Concept 

The Smart City concept focuses on the use of modern technologies and innovative 
solutions to improve the living standards of residents and efficient city management. 
However, the Smart City concept is not only about technology. It also includes 
active cooperation between local authorities, the private sector, and residents. It 
ensures transparency, participation, and involvement of residents in the decision-
making process and increases the quality of life in the city. The Smart City concept 
also creates opportunities for the development of new technologies and innovations 
in areas such as information and communication technologies, energy, transport, 
environmental technologies, and many others [38]. 

The cities of the future [44] will bring their residents a new quality of life, 
which will, however, depend on the quality of the environment and the smart use of 
resources, a smart economy aimed at the prosperity of the region and the participation 
of smart communities. 

The use of Smart solutions in urban areas includes many possibilities. The basis 
of proper functioning in cities belongs to the communication, in which full coverage 
of services is not always ensured, because there are still places where access to the 
Internet is very slow. The creation of smart cities requires an overall and complex 
approach of the parties involved [17]. 

The creation of smart cities is a process that involves various factors such as 
urbanization, demographic changes, cultural aspects and economic development. A 
city is a place where people live and work, and its success and effectiveness depend 
on how well these various factors align. Many factors must be considered when 
creating cities. The construction of the city must be planned in such a way that it 
is efficient, sustainable, and adapted to the needs of the inhabitants. The city must 
have high-quality and sufficient transport connections, medical facilities, schools, 
and other basic services. It must also have sufficient water and energy reserves and 
at the same time minimize the negative impact on the environment. 

We can present the concept of Smart City as a connection of innovative solutions 
focused on municipality (self-government in the city) and state administration. The 
concept of Smart City consists of components that imply institutional capacities and
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governance available to residents and businesses and could participate in activities 
supporting innovation in cities. 

The Smart City concept focuses on six areas such as energy and environment, 
mobility, buildings, governance and self-administration, health, and education. A 
Smart City can contain various components that aim to improve the quality of life 
of residents and make the city work more efficiently. 

The Smart City Index is applied to assess the level of city’s intelligence, i.e., 
the quantity and quality of services and technologies that the city provides to its 
residents and visitors. The index, as the first global assessment instrument of Smart 
cities, assesses urban areas based on the perception of residents. The way of how 
residents perceive the extent and the impact of efforts of the municipality to make 
their city smart is assessed based on economic and technological aspects. 

In 2017, the International Institute for Management Development (IMD) and the 
Singapore University of Technology and Design (SUTD) decided to join forces to 
create a smart cities index that offers a balanced focus on the technological and 
economic aspects of smart cities, where on the one hand the “human dimension” of 
smart cities was included and on the other hand, the index included the quality of 
life and the environment, as well as inclusion [18]. 

There are several types of Smart City indices, which differ according to their focus 
and the criteria applied (see Table 2). 

The baseline tracking index is used to measure how well an organization, business 
or municipality can focus on and track its goals. The benchmark tracking index helps 
determine whether the organization is moving in the right direction and, if not, allows 
you to quickly change tactics and improve the situation. The indexes should always 
be designed so that they can be measurably quantified, compared and analysed. 

The concept of Smart City emphasizes the principle of integrated development, 
which will apply the most effective cross-sectional solutions for experimental devel-
opment and innovation and for building smart cities in the Slovak Republic. Among 
the key challenges, which aroused interest in the development of Smart City solu-
tions, include a combination of economic, technological, and social changes to which 
the municipality must respond. In addition to innovations, the need to make these

Table 2 Basic criteria for Smart City assessment 

Area Meaning 

Smart economics The rate of use of digital technologies in business and economy 

Smart mobility Improving mobility and transport systems, as well as the use of 
information technology to improve traffic 

Smart environment Assessment of the environmental sustainability and environmental 
protection measures 

Smart human resources Assessment of the quality of education and health care in the city 

Smart governance Assessment of the level of digitization of public administration and 
interaction between citizens and local authorities 

Source Own processing 
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changes is also brought about by the densification of urban development, the aging of 
the population, higher pressure on public finances, as well as an increasing emphasis 
on the environmental aspects of everyday life [41]. 

The introduction of the smart city concept also brings other benefits, e.g., that 
every resident in the city can get a job, to access to infrastructural services, to use 
reliable and low-cost energy sources, to access to adequate education opportunities, 
to use available forms of housing and efficient transport. City residents are given 
access to the resources they need to provide for future generations. Sustainability is 
not only linked to the environment, but also to the economy. Smart cities effectively 
use natural resources, human capital, and economic resources [27]. 

In a smart city, residents have access to a healthy and clean, safe, comfortable, 
and active lifestyle, they can use convenient public transport, faster public services, 
they also have access to various entertainment and cultural events. The Smart City 
infrastructure consists of three basic pillars. They include smart mobility, smart 
energy, smart services, information and communication technologies [40]. These 
functional ecosystems can be realized through strategies that help cities achieve 
their goals in a sustainable way. 

In all pillars it is possible, for example, to introduce information and communica-
tion tools and innovative solutions that will improve aspects of the lives of residents 
in the city or in the region [10]. 

To implement intelligent solutions, it is therefore necessary to apply an integrated 
approach at the level of the city self-government or at the level of the catchment 
region, across all dimensions. Only in this way the services with high added value 
can be provided to the target group. Regarding the urban development, technolo-
gies represent a tool for meeting growing social needs. People should use them in 
ways that lead to a better quality of their lives. However, a smart city should not be 
perceived only in relation to the use of modern technologies. The goal of building 
and developing a smart city is the growth of quality in all areas in relation to the 
population. A change in attitude and behaviour is important. 

From a technological point of view, data and information have a special position, 
which is constantly shaping the city. Everyday challenges associated with the entire 
society (especially the aging population, loss of intergenerational understanding, 
constantly increasing demands for mobility, quality, and availability of services, 
etc.) require a constant search for solutions, the aim of which is the development of 
the city as a complex mechanism [3]. 

The concept of a smart city therefore requires an approach that is aimed at building 
a sustainable community, which is based on the principle of smart management. At 
the same time, it is necessary to maintain a balance between economic, social, and 
environmental aspects and to find intelligent solutions that will positively influence 
the further development of the overall urban ecosystem. 

The basis for the start of the Smart City processes and services is the safe and trans-
parent collection and analysis of data that can affect key aspects of public services 
and quality of life [38]. The goal is to increase the efficiency of the services provided. 

One of the important aspects enabling this transformation is the targeted use of 
ICT, which can provide decision-making bodies at the city level with up-to-date
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information on the state of the infrastructure in terms of traffic permeability, energy 
wastage or monitoring the necessity of repairs. This creates a monitoring system that 
further enables the efficient allocation of available resources and their release at less 
demanding times. This information is obtained through sensors embedded in critical 
locations in combination with direct input from residents [6]. 

The combination of inputs should make it possible to eliminate the main points of 
waste of available resources and to better focus on the priorities of the public adminis-
tration in the planning of public services. The management and regulation of traffic in 
the city includes cycling, and traffic with the help of traffic telematics, administrative 
measures, and the planned development of the city’s transport infrastructure. 

An important tool in this case is the European methodology of Sustainable Urban 
Mobility Plans (SUMP). One of the most affected by the development of smart 
technologies in practice is the field of personal transport. The inhabitants of the city 
therefore have more options than ever before thanks to modern technologies. These 
options also apply to personal transport, as well as the transport of goods, including 
delivery services. One of the key aspects is the development of the shared economy 
through mobile applications, which bring entrepreneurs and SMEs direct contact 
with potential customers. 

Applications in the field of transport thus helped to increase the awareness of 
customers about available alternatives to classic car transport through taxi service 
providers and alternative means of transport. As part of urban sustainable mobility, 
the priority of the Smart City is to reduce and avoid the demand for transport options 
that cause high emissions with increased mobility of citizens, goods, and information. 

Therefore, the main pillar of the smart city project is to build intelligent manage-
ment and regulation of traffic in the city, including bicycle traffic, in terms of energy. 
Another project is the construction of environmentally demanding modes of trans-
port that pollute the environment less. As part of the infrastructure for sustainable 
urban areas and the environment of buildings, it is necessary to improve the energy 
efficiency of buildings by using renewable energy sources. For example, the green 
infrastructure of the city will consist of urban and suburban greenery, which will 
be complemented by the grey infrastructure of buildings. Greenery will have urban, 
architectural, climatic, and ecological benefits. Energy, and energy infrastructure 
constitute one of the basic pillars of the Smart City concept [40]. 

In this area, smart solutions will concern the improvement of the traffic manage-
ment system and the optimization of the traffic flow, the creation of intelligent multi-
modal transport solutions, efficient parking systems, the provision of peer-to-peer 
transport information, and the construction of a city information platform. Further-
more, the infrastructure for waste management, the dynamic management of energy 
resources with standard and renewable resources will also be created and used. 

Other projects will concern public lighting or the connection of monitoring devices 
that serve to provide warning signals in the city. By incorporating innovations into 
the blockchain of smart city, it will be possible to create a cross-cutting platform that 
will connect various Smart City networks and services to each other, especially with 
a high degree of security and transparency in all processes [44].
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These solutions will try to contribute mainly to the improvement of work in local 
self-government, support territorial planning or contribute to the development of the 
economy. The Internet of Things will continue to transform residents into a super-
connected society. Artificial intelligence, big data analysis, augmented reality and 
robotics are really becoming a part of our everyday life these days. 

3.3 Smart City Support Strategy 

In 2010, the “Europe 2020 Strategy” was adopted by the European Council, with 
the objective to increase the growth potential of the EU countries and ensure a high 
level of employment [43]. The stated strategy aimed to help Europe recover from the 
crisis and transform it into an intelligent, inclusive, and sustainable economy with a 
high level of employment and productivity, social cohesion, and the European Union 
tried to strengthen itself in global governance, where the EU became the main actor. 

To speed up the processes related to connecting cities, industry and citizens, 
the European Commission initiated the platform European Innovation Partnership 
on Smart Cities and Communities, which connects sectors, cities and citizens and 
focuses on integrated urban solutions, via ICT and by means of overall solutions for 
environmental, health and social challenges. This initiative followed the Smart Cities 
and Communities initiative from 2011 and covered the areas of transport, energy, 
and ICT. The main focuses are on sustainable urban mobility, sustainable urban 
districts and building environments, and integrated infrastructure and processes, local 
solutions within the EU and global markets [8, 12]. 

The main goals include the introduction of modern methods, the effective use of 
natural resources and energy sources, the transfer of knowledge from research and 
development, and technology into practice, the production of new and improved prod-
ucts and services, the development of entrepreneurial activity in the field of devel-
opment and innovation. In this connection, intelligent regions in cooperation with 
Slovak companies and foreign companies should be developed. On May 19, 2011, the 
Territorial Agenda of the European Union 2020 was approved at an informal meeting 
of the ministers responsible for territorial planning and territorial development [48]. 

The goal of the agenda is to support polycentric and balanced territorial develop-
ment, to ensure development in the countryside, in cities and specific regions, where 
the main goals of support were focused on the development of working conditions, on 
improving the quality of life of residents and on improving public and social services 
for residents and businesses. Among the key goals were, for example, modernization 
of the primary sector through investments that use alternative sources of sectors such 
as agriculture and forestry, where the areas of maintaining the quality of arable land 
and its ecological functions have become equally key. 

Other goals include the increase of the research and its contribution to the creation 
of an innovative society as well as the improvement of the quality of human resources 
for an innovative Slovakia.
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3.4 The Indexes of Smart Cities Development 

In 2017, the International Institute for Management Development (IMD) and the 
Singapore University of Technology and Design (SUTS) joined forces to create the 
Smart Cities Index. The first edition of the IMD Smart City Index was carried out 
in 2019 by the IMD World Competitiveness Centre’s Smart City Observatory in 
collaboration with SUTD. The first top 10 cities included 1. Singapore, 2. Zurich, 3. 
Oslo, 4. Geneva, 5. Copenhagen, 6. Auckland, 7. Taipei, 8. Helsinki, 9. Bilbao, and 
10. Dusseldorf. In the chart, Bratislava was ranked 84th among the assessed cities 
[18]. The term “Smart”, i.e., intelligent, is used today to refer to such cities that make 
a real revolution in technologies that sell their intelligence to their residents. 

The Smart City concept is the core of strategic city management, or municipality 
or region where modern technologies are used. At the same time, there is development 
and a connection between various activities and public services, thanks to which the 
city functions as e.g., transport, logistics, security, energy, building management, 
etc. [40]. The Smart City Index ranks cities according to the extent of innovative 
solutions. 

In Slovakia, the Smart City index is applied, which monitors six areas, including 
economy, people, governance, mobility, environment, and housing. Each pillar 
consists of assessment facts, while the factors are recalculated by arithmetic mean. 
Alt3gether there are 31 relevant factors. The basis of the factor calculation is repre-
sented by 74 indicators, which are specific statistical data. The value of the factors 
is calculated from the indicators [42]. 

The Slovak Smart City Index monitors and compares municipalities in the so-
called intelligent characteristics that are considered relevant. These characterize 
Smart City areas, which define the level of smart solutions in each municipality. If 
municipalities decide to proceed with the adoption and implementation of the Smart 
City concept, they must accept these characteristics in their development concepts 
and fully apply and implement them. 

The main benefits of a Smart City include an increased level of city functionality, 
sustainability, an increase in the standard of living of citizens, a reduction in air 
pollution and an intelligent solution to traffic, an innovative economy, improved city 
infrastructure, and the digitization of public services: 

(a) An increased degree of functionality of the city means that the city has achieved 
a functional economy, availability of employment, access to elementary aspects 
of prosperity, interconnectedness and connectivity of infrastructure, further reli-
able, sustainable, and low-cost sources of energy, accessibility to dignified forms 
of housing, adequate access to education and effective transportation. 

(b) Sustainability: by this we understand the provision of access to citizens to the 
resources that are necessary for them regarding their preservation for future 
generations. This is a method that does not deplete resources or permanently 
destroy them. It is not only related to the environment, but also to the economy. 

(c) The increase of the standard of living of citizens: a smart city offers its citi-
zens a comfortable, healthy, safe, and active lifestyle. This includes aspects
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affordable sources of energy, mobility, quality education, healthcare, efficient 
public services, environmental cleanliness, access to various entertainment and 
cultural opportunities, and a low crime rate. 

(d) Reduction of air pollution and intelligent transport solutions are often moti-
vated by environmental measures that encourage the use of public transport or 
bicycles. The result is less air pollution. 

(e) Innovative economy brings three kinds of benefits. The first are the areas that 
help to strengthen the innovative and economic development of a city or region, 
such as innovative solutions in industry, community start-ups, and the support 
of more economically backward urban areas. The second area is the continuing 
vocational education and training of trained workforce, which will potentially 
attract new innovative business projects to the territory of the city or the region. 
The third aspect is the professional development of companies regarding high 
demands on the information and data they apply and use. 

(f) Urban infrastructure requires the ability of the municipality to improve existing 
infrastructure and develop the new one. This is probably the most frequently 
analysed area, which includes transport, energy networks, the safety of public 
space and the quality of the environment, and recently also the ecological 
impacts and the purity of natural resources. 

(g) The digitization of public services is a special aspect of urban infrastructure in 
which many cities often lag. Local self-governments include smart technolo-
gies to ensure better availability of administrative and public services to the 
population. This is, e.g., the possibility of electronic processing of mandatory 
administration within public administration [38]. 

Within the goals of the Smart City concept, investments play a crucial role, as they 
create permanent and long-term sustainable growth towards the urban environment, 
and towards companies involved in Smart City concept implementation. Investments 
bring in the most significant benefit to society—a combination of increasing know-
how, education, innovation and economic profit of public budgets or the company’s 
budget [38]. 

The document Guide to the intelligent development of cities and regions [28] 
defines 6 strategic domains through which the concept of smart cities and regions is 
most often applied. Their potential lies mainly in their mutual interconnection and 
continuity. The Intelligent Public Administration domain is a prerequisite for the 
cooperation of public, private, and civic organizations in the administration of public 
affairs and in the support of further development. Its main tools include innovative 
solutions to challenges, information and communication technologies, data-based 
decision-making and effective processes and services available in electronic form 
and through useful applications. The domain Intelligent life and services reflects the 
lifestyle and behaviour of citizens, the provision of a healthy and safe environment 
with a developed infrastructure, especially health, cultural, social, economic or sports. 

The intelligent economy optimizes and supports new trade and business models, 
production with high added value, innovation support, creation of new products, 
services, and business models [7]. Smart city is a strategic concept that is applied at
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two levels, primarily at the level of a strategic document that gives direction, goal and 
system to the development of a smart city; and at the level of development projects 
by which this concept is put into practice [2]. 

3.5 Starting Points of Economic and Social Development 
in the Regions 

We can consider the UN Agenda for Sustainable Development 2030 (Agenda 2030) 
as a key international strategic document for creation and urban development, which 
contains a summary of the global commitments of the international community in 
response to the most serious challenges of today, such as climate change, poverty, 
increasing economic and social differences. the unsustainability of prevailing patterns 
of production and consumption, etc. These are problems that are very complex and 
interconnected. The Sustainable Development Agenda contains 17 goals in the field 
of sustainable development. The Slovak Republic signed up for the implementation 
of Agenda 2030 with the document Starting points for the implementation of Agenda 
2030 for sustainable development, which was approved by Government Resolution 
no. 95/2016 [13, 14]. 

As part of the consultative process involving the government, municipalities and 
the professional public, the government resolution no. 273/2018 of June 13, 2018, 
approved the following six national priorities for the implementation of the 2030 
Agenda: 

(a) education for a dignified life, 
(b) towards a knowledge-based and environmentally sustainable economy in the 

face of demographic changes and a changing global environment, 
(c) poverty reduction and social inclusion, 
(d) sustainable settlements, regions, and the country in the context of climate 

change, 
(e) rule of law, democracy, and security, and 
(f) good health, which consider the specificities of Slovakia and are the basis of 

further strategic and conceptual work. 

These priorities also became the basis for formulating the vision and strategy 
for the development of Slovakia until 2030. These are reflected in the integrated 
development program document of the Slovakia 2030. They link the 2030 Agenda 
and regional development and represent a key tool for achieving the goals of the 2030 
Agenda across the national, regional, and local levels, in the following structure: 

1. Protection and sustainable development of natural and human resources, as well 
as cultural potential, so that they are preserved for future generations and can be 
used for further development of society. 

2. Transformation of the Slovak economy by 2030 into a competitive, innovation-
oriented, low-carbon circular economy that will effectively value education,
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human potential and resources and will be environmentally and socially 
sustainable and resistant to external and internal adverse influences. 

3. Streamlining and bringing the administration of public affairs closer to citizens 
through the construction of multi-level integrated development management at 
the national, regional, and local levels. At the same time, the goal is to effectively 
use the territorial potential of the regions. 

4. Increasing the quality of life for all social groups in regional strategic planning 
documents and ensuring the availability and quality of public services, work, 
and equal opportunities in favour of the potential of everyone, regardless of the 
socioeconomic background or disadvantage. 

At the national level, these global trends and policies are reflected in the impor-
tant strategic document Vision and Strategy for the Development of Slovakia until 
2030, which is the basic implementation document of Agenda 2030 for the Slovak 
Republic and represents the tasks of the National Strategy for Regional Develop-
ment. This document is focused on several challenges and areas that bring about 
global changes, such as climate change, mobility, and migration, increasing global-
ization, the dynamics and instability of the world economy, the rapid development 
of artificial intelligence, the deepening differences between the rich and poor strata 
of the population, the rise of extremism and an increase in distrust of democratic 
institutions. 

The document defines the following priorities for regional development: 

(i) sustainable competitive, environmentally, and innovation-oriented economy in 
regions, 

(ii) increasing the quality of life and the use of natural and human capital, and 
(iii) harmonization of regional and territorial development. 

It identifies problem areas and challenges, and defines targets expected to be 
achieved by until 2030. For example, it plans a 100% share of diverted and treated 
wastewater in agglomerations with more than 2,000 inhabitants and in all munici-
palities, a 35% share of public transport and at the same time shifting at least 20% 
of the load from road freight and passenger transport to rail transport, preference for 
rail transport and electro mobility, etc. 

3.6 Self-government and Its Competences 
in the Development of SMART Regions 

A region refers to a certain area or zone and is defined by a geographical space. A 
region is divided according to its common characteristics into a natural or geograph-
ical region, a cultural region, an economic or socio-economic region, a political or 
administrative region. 

The tasks of self-government include:
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(a) The coordination task relates to the processes of cooperation and coordination 
of activities with entities operating in its territory. 

(b) The economic-management task relates to the economic-political nature of the 
territorial self-government. 

(c) The allocation task relates to the allocation and placement of funds in the 
interests of residents. 

(d) The redistribution task relates to the redistribution of resources in the interests 
of the community [1]. 

Regional self-government is part of the self-government of a higher territorial 
unit. By the Act of the National Council of the Slovak Republic no. 302/2001 Coll. 
on the Self-Government of Higher Territorial Units (Act on Self-Governing Regions) 
eight regional self-governments were established in Slovakia [31]: 

1. Bratislava self-governing region. 
2. Trnava self-governing region. 
3. Trenčín self-governing region. 
4. Nitra self-governing region. 
5. Žilina self-governing region. 
6. Banskobystrický self-governing region. 
7. Košice self-governing region. 
8. Prešov self-governing region (see Fig. 1). 

To implement the plans in the effective management of municipalities, cities 
and regions, the SMART municipality should have a unified data base, which will 
be utilized to control public lighting in the territorial municipality, urban trans-
port, water supply, freight transport, energy supply, waste management, parking, 
open city (WiFi). Citizens should have access to information platforms, charging 
stations for SMART devices, or smart bins, etc. At the same time, people’s mobility, 
safety, and assistance will be controlled in the SMART municipality. Intelligent and

Fig. 1 Administrative division of Slovakia into self-governing regions 
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energy-economic buildings will be constructed, which will have fast internal logis-
tics, economic use of energy, and economic thermal materials will be used during 
construction or reconstruction of buildings. Intelligent and economic mobility is 
related to citizens and goods, the transport of which should be comfortable, smooth, 
ecological, safe, and economic [49]. 

From the point of view of ecology, SMART self-government should ensure the 
reduction of energy consumption, waste, carbon footprint, light smog, etc. The way 
to this could be funds invested into the improvement of energy efficiency, the use 
of low-carbon energy, infrastructure modernization and operational responses to 
the detection of monitoring data with the aim of limiting or improving the current 
passability of roads, optimizing energy in public buildings, connecting public lighting 
and flexible deployment of means that dampen negative environmental conditions. 
Promising perspectives are expected from the application of nanotechnologies, such 
as nanocoatings with photocatalytic properties of buildings or other large areas in 
the municipality, which, under the action of light, decompose organic particles into 
water and carbon dioxide, a storehouse of data information. 

Furthermore, there is a need for a virtual concept that would ensure a real-life view 
of SMART self-government, and an intelligent concept that introduces an element of 
creativity, innovation, human capital, the involvement of schools, organizations and 
citizens into the development of a smart city concept and its implementation, and a 
knowledge network requiring the support of vocational education and training, and 
qualified workforces at the time of creation of the Smart City and region. 

The long-term goal of the Slovak Republic is the development of SMART regions 
from the following aspects: 

(a) Quality of life as a superior level. 
(b) Healthy life in a healthy community, that means a healthy, supportive, 

communicative, tolerant, unbiased, dynamic and inclusive society providing 
a welcoming social climate without any prejudice and bias. 

(c) Feeling of safety—regarding the environment, performing physical activities in 
it, for example when walking, cycling and staying in company. 

(d) Freedom of decision-making and movement—mobility and accessibility, also 
for residents with health disabilities and social limitations. 

(e) Possibility of entrepreneurship of businesses and individuals. 
(f) A place for education and knowledge sharing. 
(g) Sufficient positive stimuli and motivation. 
(h) Aesthetic quality of the environment. 
(i) Suitable options for housing, leisure activities and work. 
(j) Effective implementation of housing and leisure activities. 

From the aspect of Smart environment, regions with the following characteristics 
were identified: 

(a) A region with a low-carbon economy that minimizes the consumption of 
resources and volumes of waste through the prevention of waste production,
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the system of payment for waste according to its production, the use of waste 
as a source of new materials. 

(b) A region with a circular economy, which increases the emphasis on the reuse of 
land, materials, energy, and rainwater, with the prevention of waste production. 

(c) Region increasing the use of modern technologies to provide effective services 
to the public. 

(d) Region maximizing the use of modern technologies to effective use of all local 
resources. 

(e) A region supporting the efficient use of resources through the introduction of 
modern technologies into urban life, SMART infrastructure. 

(f) Region with SMART energy networks, green buildings, Internet of Things— 
energy sensors, electro-mobility, charging stations based on local energy sources 
and infrastructure. 

(g) A region that preserves and effectively uses data systems for decision-making 
and control processes in both the public and private sectors while maintaining 
transparency and public control [28]. 

A smart economy in the regions can bring several incentives to the regions, due 
to which the regions specialize: 

(a) A region that is a magnet for international talents, creating attractive incubation 
Smart communities. 

(b) Region with an equal society. 
(c) A region that uses its resources efficiently. 
(d) A region that provides high-value job offers for efficient use of human 

resources. 
(e) A region with flexible regulation that allows maximum use of internal and 

external potential, including foreign capital. 
(f) A region with the production of goods and services with high added value and 

high quality, which reflects the needs of the inhabitants. 
(g) An economy that understands and uses the cultural and creative aspects of the 

territory. 
(h) Economy supporting the creation, distribution and dissemination of cultural 

activities, goods, and services. 
(i) A region with an economy that supports the cooperation of people with different 

skills and competencies with the intention of supporting the creation and spread 
of innovations and erasing barriers between industries. 

(j) A region integrating cultural and creative industry into its development plans. 
(k) A region with a socially inclusive economy. 
(l) A region providing a stable but flexible environment for the development of 

business activities. 
(m) A region with a favourable tax environment for residents and entrepreneurs, 

which encourages optimal and efficient use of resources. 
(n) A region with a thriving business culture; entrepreneurship culture as an 

important part of school education. 
(o) Economy using local demands for goods and services.
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(p) Economy respecting the current state and perspective of the availability of all 
resources and possible access to them. 

(q) An environment supporting the incubation and development of startups as 
engines of innovative business. institutional capacities for its residents and 
other involved entities; reducing bureaucracy through the efficiency of terri-
tory management processes and high qualification of employees, including 
investments in their professional development. 

(r) A region that effectively uses the potential of active involvement of the public 
and stakeholders in decision-making processes and other activities of the urban 
community, including the professional capacity of individuals and institutions 
in the city, e.g. humanitarian activities, mutual aid, public control, learning in 
the community, etc. 

(s) Region supporting the development of human resources capacities through 
appropriate forms of education, skills development, information dissemination, 
involvement in decision-making processes and other ways. 

(t) Region that enables residents to cooperate in research and development of 
products and services. 

(u) A region that supports creative expression and provides the necessary infras-
tructure that enables the transition between creative skills and commerce/ 
technologies, integrating cultural issues into development. 

(v) A region that accepts provocative ideas and encourages people to look 
positively at the potential of their city/region. 

(w) A region aware of the importance of its inhabitants, as they represent the main 
capital of the city; takes steps to attract people to the city and stabilize them. 

(x) A region supporting accessibility and participation in cultural life as a basis 
for creativity support. 

(y) Acceptance of creativity as a basic component of the region and its use in 
processes of change and development. A clear and attractive brand of the region, 
but also of local products and services. 

(z) A region that builds a local creative industry and evaluates its local creative 
history, which is also the main goal of the Creative City project and the 
UNESCO Creative City candidacy. 

(aa) Region increasing the use of modern technologies to provide effective services 
to the public [8, 28]. 

3.7 Regional Labour Market in the Development of SMART 
Regions 

The digitization of SMART regions directly affects the labour market. Changes in 
the structure of employment, growth of employment, transformations within the 
economy will certainly show up during the development of the business cycle [49].
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The onset of digitization will also change the labour market, for example, in an 
industrial enterprise, there will be a wider deployment of automation and roboti-
zation, and thus job vacancies, and a group of administrative workers and middle 
management, where automation systems may be deployed, may also be at risk. 

Places in technical professions, especially developers and designers, can be 
considered stable, although it can be assumed that the demands for maintenance 
workers and repairmen will decrease. 

A slight increase in jobs can be expected in the field of information technology. 
It will be expected that in the qualification structure all workers will master digital 
literacy. In public administration, a vulnerable group may be the officials whose 
routine work will be handled by automated administration systems. 

Big changes are not expected in agriculture and forestry. There may be only minor 
savings for manual workers. It is possible that the released workers will find work in 
services and telecommunications, or in the IT sector. 

In Slovakia, the sectors with the highest share of high-risk employment include 
several sectors of the processing industry, wholesale and retail, services with a small 
number of employees, activities of gambling and betting offices, legal and accounting 
activities, security and search activities, activities of restaurants, cashiers, sales-
people, business representatives and workers in warehouses. From the branches of 
the processing industry, it is mainly the production of motor vehicles, semi-trailers 
and trailers, which will need qualified assembly workers. Of the other industries, it is 
mainly the production of machines and equipment, the production of metal structures 
and metal processing [22, 25]. 

Technologies incite new jobs, mainly in the field of development, maintenance, 
and modernization, including artificial intelligence and data and infrastructures. 
However, it is difficult to estimate in advance how many such jobs will be created 
during the construction of SMART regions. 

Nevertheless, it can be assumed, according to EU countries, that the newly created 
jobs will require higher level of education, intensive use of social and interpretation 
skills and at least basic knowledge of information and communication technologies. 
Furthermore, it could be noted that the main obstacle to the automation of work is the 
human-cantered organization of work. Aspects of work that require key attributes of 
human work, such as creativity, independence, and sociability, go beyond the current 
capabilities of advanced automation. 

However, if the work is organized in a very addressable, standardized, and 
predictable way, it can be automated. Therefore, any change in the structure of 
jobs because of new technologies will require adaptation, change and modification 
of work tasks, and thus also the necessary skills and knowledge of the worker. The 
Slovak Academic Association for International Cooperation [37] notes a lack of 
digital skills in Slovakia. At present, up to one third of the EU workforce has no or 
very limited digital skills. EU employers report that large numbers of workers are 
currently unprepared to meet the growing demand for digital skills. 

The vision and strategy for the development of Slovakia until 2030 touches 
on the development of human resources in areas that are directly related to the 
recommendations for adult education, for example:
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(a) connecting the profiles of university workplaces in the regions to the labour 
market requirements and to the demands of the regional economy, 

(b) introduction of a system for verification of qualifications, which will enable the 
recognition of the results of non-formal and lifelong education, 

(c) creation of conditions for increasing the media literacy of a wide range of 
recipients of information disseminated by various, especially digital platforms 
through formal as well as lifelong education. 

The OECD also commented on adult education in Slovakia in the document OECD 
Skills Strategy for the Slovak Republic; Assessment and recommendations [22, 33]. 

To support greater adult participation in education, the OECD recommends: 

(a) coordinated implementation of the adult education policy at all levels, supported 
by updating the lifelong learning strategy and improving coordination between 
ministries and key players. 

(b) increasing the participation of adults in education off the job. 
(c) involvement of businesses and companies in adult education. Regions play an 

important role in adult education and should participate in the development 
and implementation of a modern adult education strategy together with all key 
stakeholders. 

Under the influence of recommendations and based on several strategic docu-
ments, legal acts on lifelong learning, adult education, further education, and other 
relevant acts were adopted [5, 47]. 

4 Implementation of the Smart City Concepts 
in the Regions of the Slovak Republic 

The Slovak cities were included in the Smart City Index rating for the first time in 
2017. This has confirmed the fact that the smart city concept arrived in Slovakia with 
a significant delay compared to other European cities. 

Bratislava was included in the pool of a little over a hundred assessed cities. 
Bratislava´s position improved in the following year, but it still lags in many areas. 
Other Slovak cities are just catching up and none of them has been included in the 
global assessment through the Smart City Index. There is a visible trend that several 
other cities in the Slovak Republic are trying to catch up. Unfortunately, Slovakia 
lags in this indicator, and that is because Košice, the second largest city in Slovakia, 
is still significantly behind. However, it is not the phenomenon of the larger size of 
the city that would predetermine a greater degree of implementation of the Smart 
city concept. It often happens that it is precisely smaller cities that develop a better 
approach to the Smart city concept than some cities with a larger area and a larger 
number of inhabitants. 

Slovak Business Agency presents the level of implementation of smart city 
concepts in some Slovak cities (SBA 2021) through the Smart City Index. This
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index assessed Slovak cities in six categories such as economy, people, governance, 
mobility, environment, and housing. The index provides entrepreneurs who are dedi-
cated to innovation a comprehensive view of businesses with higher potential and 
identifies an opportunity to focus on long-term sustainable development. The ranking 
pointed to the persistent difference in the approach of Slovak regions to the imple-
mentation of Smart city concepts. In the parameters monitored by the Slovak Smart 
City Index, West Slovak cities are in the leading positions. As a positive factor, we can 
include the fact that the index showed a positive trend in smart solutions implemented 
in the lives of residents living in tourist areas in the north of Slovakia [38]. 

Even though several state institutions, regions, cities, and municipalities deal and 
include the Smart city concept in their documents and strategies, there is still no 
comprehensive unified strategy that serves as a manual or guide on how to create 
Smart city concept. Intelligent cities are most often included in the planning of Slovak 
cities and municipalities in some elements of the energy, environment, education, 
and communication strategy. In more developed forms, the concept is also part of 
spatial planning or digitization schemes [38]. 

Rarely is the Smart City concept utilized in the plans and projects within the 
health and social infrastructure. More often, it is possible to see the implementation 
of smart solutions in social community projects, where the initiative of cities and 
municipalities is often replaced by the activities of non-profit organizations. 

4.1 Implementation of the Concept of Smart City 
in the Prešov Region 

The Slovak Republic is a unitary state in Central Europe, which at present consists 
of 8 regions and 79 districts. Regions are the main administrative units in the Slovak 
Republic and are responsible for the coordination and management of regional affairs. 
Districts are smaller administrative units that serve to manage and coordinate affairs 
at the district level. 

The regional aspect of Smart City concept focuses on the use of smart technologies 
and innovative solutions to support sustainable development and improve the quality 
of life of residents within a specific territory or a region. One of the key areas on 
which the regional aspect of the Smart City will focus is the development of transport 
and mobility. This can include the use of intelligent transport systems to improve 
traffic flow, reduce impermeability and emissions, and to support alternative modes 
of transport such as cycling and walking. 

In addition, the regional aspect of the Smart City concept seeks to improve environ-
mental quality and sustainability. This applies, for example, to the waste management, 
energy management, and water management. Smart solutions can help minimize the 
impact on the environment and improve its protection. In the regional Smart City 
context, it is important to work with authorities and residents at district, city and
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municipal level to achieve common goals and ensure that smart solutions are truly 
beneficial for the entire territory of the region and its residents. 

The Prešov region is in the north-east of Slovakia. It is the second largest region 
in Slovakia and has an area of 8,973 km2. The region is rich in cultural and historical 
traditions. Most of the territory is mountainous, which is considered a disadvantage 
in terms of national and international transport and communication links [36]. 

The number of inhabitants as of 31.12.2021 was 807,657 people. There is a lack 
of job opportunities in the Prešov region, so jobseekers depart to other Slovak regions 
or abroad to find work. The unemployment rate in the Prešov region has long been 
among the highest and reached 11.4%. The average salary in 2021 was e1,157 and 
was among the lowest in Slovakia. In 2021, there were 28,800 legal entities operating 
in the Prešov region, a third of which were engaged in construction and in technically 
oriented trades. There were 60.2 thousand self-employed persons and most of them 
were engaged in construction, industrial production, and trade. Regarding the GDP, 
the Prešov region is one of the less efficient regions. The gross domestic product in 
2021 reached a value of 8,985 million euros in current prices. 

There are many school facilities in the Prešov region. In 2021, 63 secondary voca-
tional schools, 38 gymnasiums (general secondary schools), 390 primary schools and 
546 kindergartens were registered [46]. The Prešov region has the longest northern 
border with Poland, in the east with Ukraine, in the south it borders with the Košice 
region and the Banská Bystrica region, and in the west, it is adjacent to the Žilina 
region. The Prešov region includes 665 municipalities, 23 of which have been granted 
city status. The regional capital of the Prešov Region is Prešov. The Prešov Region 
is administratively divided into 13 districts (Fig. 2) including Humenné, Poprad, 
Stropkov, Prešov, Medzilaborce, Kežmarok, Svidník, Levoča, Vranov nad Topľou, 
Snina, Sabinov, Bardejov and Stará Ľubovňa [36]. 

Fig. 2 Administrative districts in the Prešov region. Source po-kraj.sk

https://www.po-kraj.sk/sk/fakty/zakladne-informacie/okresy/
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Table 3 presents the current projects in transport, environment, and open self-
government, which the Prešov Region deals with. Subsidies are obtained from EU 
sources, and they help in various areas of urban development. The Prešov region is 
included among the regions that deal and work within the Smart City concept. 

The development pillars of Kežmarok municipality represent the basis for the 
improvement of the quality of life and economic growth. The pillars do vary 
in different cases, but they usually cover three categories, including economic 
development, social security, and environmental protection [29]. 

Kežmarok ranks among the first municipalities in Slovakia that started to imple-
ment the Smart City concept on its territory. The municipality self-government is 
trying to achieve a status of Smart City, i.e., to achieve the level of an intelligent city 
that uses modern technologies to improve the quality of life of its residents. One of 
the initiatives implemented by Kežmarok municipality is the creation of a unified 
information system, which would enable efficient management of the municipality 
infrastructure, improvement of public transport and provision of high-quality service 
for residents. 

The self-governing body in Kežmarok has been working to improve its envi-
ronmental profile. Of the large number of activities in the field of green and waste 
management, there is an increase residents’ awareness, especially about waste sepa-
ration, and biodegradable waste, which is composted, and wood chips, which are 
used for mulching flower beds. 

Forestry education days are organized annually, focusing on green infrastruc-
ture, nature, and landscape protection. The municipality of Kežmarok is currently 
investing mainly in public lighting and construction of Smart buildings, and at the

Table 3 Three pillars of the development of the Prešov region 
Pillar Strategic activity 

Transportation Masterplan—a strategy for the sustainable development of transport 
Public transport—purchase of new trolleybuses 
Modernization of existing and construction of new trolleybus lines, also 
reconstruction of the depot 
Creation of cycle paths and related infrastructure 
Modernization of transport hubs 
Reconstruction and modernization and construction of parking lots 
Purchase and installation of intelligent parking systems 

Environment Development of the SECAP document 
Reduction of energy consumption in public buildings 
Newly planned energy saving projects  
Modernization of public lighting 
Waste management program 
Restoration of public spaces and inner blocks 

Open self-government E-government 

Source Prešov je smart [35] 
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same time monitors energy spending and energy parameters of buildings. The munic-
ipality is currently implementing a project of a solar power plant construction and a 
project of the improvement of the energy efficiency of public buildings. 

In addition, Kežmarok municipality strives to improve its cultural and tourist 
attractiveness for residents and visitors. There are many historical monuments and 
attractions, which need to be effectively managed and made visible. A project for the 
digitalization of cultural heritage is implemented and would enable a better presen-
tation of cultural attractions. Kežmarok municipality has ambitious plans and is 
actively working to become a modern and intelligent city that can provide quality 
services for residents and an attractive environment for visitors. 

The municipality is currently adjusting the development strategies, giving priority 
to housing with low energy consumption, supporting the modification of the envi-
ronment, limiting the expansion beyond its borders and supporting the combination 
of housing and shops and services, density of population, and micromobility. 

The municipality of Kežmarok has developed a development strategy focused on 
four areas including waste management, environment and greenery, reduction of air 
pollution, adaptation, and mitigation of waste to climate change. Kežmarok focused 
on the three main pillars of the development (Table 4), the main tasks include mainly 
the increase of employment opportunities. These three pillars represent key factors 
in the development of Kežmarok. The municipality administration strives to achieve 
concrete results and create opportunities for residents in each of these areas (see 
Tables 5 and 6). 

Projects to increase energy efficiency and the reconstruction of the public building, 
social and sports centre, the reconstruction of the town hall, the completion and 
complete equipment of the winter stadium, the energy audit of the buildings, the 
renovation of the city market, the introduction of new smart technologies valued 1 
million euros and water retention measures valued1 million euros are in the process 
of implementation. 

Figure 3 presents partnerships supporting the development of the Smart City 
concept in Kežmarok. Key partners are the Digital Coalition, the European Group 
of Territorial Cooperation, the Slovak Smart City Cluster, the Covenant of Mayors

Table 4 Three pillars of the development in Kežmarok 

Pillars Strategic activity 

Environmental 
balance 

To ensure a decent quality of life for residents, visitors and tourists. The 
main task is to attract as many young people and investors as possible to 
place their investments in Kežmarok 

Economic balance Bring a new economic impetus to the development of the municipality, 
increase employment and create new job opportunities 

Social balance Fulfil the needs of target groups, including residents, tourists, visitors, 
entrepreneurs and business entities 

Source Own processing in accordance with the Program of economic and social development of 
Kežmarok for 2014–2020 [19]
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Table 5 Vision of development in Kežmarok until 2025 

Year Implementation 

2017 A concept of the Smart City was developed that fulfilled the Smart City vision and 
defined its priorities 

2018 An Action plan was created—a strategy with measurable indicators for the 
implementation of projects 

2022 Introduction and assessment of Smart City projects in Kežmarok included the assessment 
of specialist and the opinion of the public 

2025 Kežmarok has declared the ambition to rank among the best Smart Cities in Slovakia 

Source Own processing due to [9] 

Table 6 Projects in Kežmarok in 2020–2021 

Project Value in euros (e) 

Recovery of biodegradable waste 2,8 million e 

Center of integrated health care in Kežmarok 5 million e 

Complete reconstruction of the national cultural monument Reduta 0,42 million e 

Completion of basic technical infrastructure in Kežmarok 0,84 million e 

Reconstruction of the Renaissance national cultural monument Zvonica 0,5 million e 

Restoration of the fire station 0,040 million e 

Source Own processing due [9]

for Climate and Energy Europe, the Association of Cities and Towns of Slovakia, 
Urbact Driving change for better cities, Euroregion and the Union of Slovak Cities.

The municipality of Kežmarok focuses on several areas of interest that are 
considered important for the development of the town [30], e.g.:

1. Culture and tourism: Kežmarok has a rich history and many cultural attractions 
that need to be made visible and managed effectively. In this area, the municipality 
tries to improve the quality of tourist services and create new opportunities for 
the development of tourism. 

2. Infrastructure and technologies: Kežmarok tries to use modern technologies to 
improve the quality of life of residents and to manage the town efficiently. In 
this area, it focuses on the improvement of public transport, the management of 
urban infrastructure, the creation of a unified city information system and the 
improvement of the energy parameters of public buildings. 

3. Business and economy: the municipality tries to create opportunities for business 
development and improve the economic growth of the city. In this area, it supports 
small and medium-sized enterprises, jobs creation, tourism development and tries 
to attract investments. 

4. Social issues: Kežmarok municipality tries to improve the quality of life of resi-
dents. In this area, it supports socially weaker groups of residents, promotes
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Fig. 3 Partnerships of Kežmarok municipality. Source Modernization of local territorial self-
government [30]

the development of social services, the improvement of living conditions and 
provides family support.

5. Environment: Kežmarok municipality tries to protect and improve the quality of 
environment. In this area, it promotes effective waste management, improvement 
of air quality, protection of natural resources and green areas. 

These areas are extremely important for the municipality of Kežmarok, and the 
self-governing body tries to achieve specific results in each of them. The smart 
city concept is intended to bring to Kežmarok the most efficient expediency and 
improve the quality of life of residents. This includes the launch of optical Internet 
and the construction of an Internet network [34], where all organizations belonging 
to the self-government should be connected, partial replacement of public lighting, 
establishment of energy management and a unified economic system. Deficiencies 
are to be eliminated especially in energy and transport [20]. 

The concept of Smart City is focused on the utilization of financial resources of 
the municipality, the state budget, and the funds of the European Union. Currently, 
Kežmarok managed to involve employees from several companies, the public and the 
municipality officials in the beautification of the town by planting trees and permanent 
flower beds. To protect the air, the municipality supported non-motorized transport 
by building a bicycle path that leads through the historic Centre, and supported low 
emission means of transport (electromobility). 

The overall improvement of the environment positively affects the health of resi-
dents. This is the vision of the concept, according to which the dynamic, modern and 
historical Kežmarok is being built (see Table 7).

An important area is the improvement of the municipality transport and green 
mobility. For this area, Kežmarok municipality has adopted a concept implemented
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Table 7 Vision of transport and green mobility until 2025 

Year Vision and implementation 

2014–2019 Traffic lights, roundabouts, responding to increased traffic in Kežmarok 

2015 Automatic parking system with ramps and payment machines 

2014–2019 Construction of cycle paths, support of cycle tourism and reconstruction of 
footpaths 

2019 Support for electromobility, construction of a charging station, purchase of an 
electric car 

2020 Low-carbon urban public transport, integrated public transport, smart parking + 
smart traffic management 

2025 PRIORITY—Green transport 

Source Reference [9]

from 2014 to 2025. The situation in transport is constantly improving and coming 
closer to its goal annually. Table 7 shows the vision and implementation in transport 
and green mobility that the municipality wants to achieve by 2025, including the 
transition to green transport, which has become a priority. 

The funding of projects in Kežmarok is presented in Table 8. For the year 2023, 
the municipality of Kežmarok approved a budget in the amount of e27,062,516 for 
project financing in March 2023. Multi-source financing and financial support from 
several programs were utilized: 

Table 8 Funding of projects in Kežmarok 

Funding Programs 

Bilateral funds Pilot scheme for supporting development and 
innovation projects, especially for smart cities in 
the Slovak Republic (Norwegian financial 
mechanism) 

European structural and investment funds Integrated regional operational program 
Rural Development Program 
Operational program Environment 
Operational program Human resources 
Research and innovation operational program 

Cooperation with international financial 
institutions 

Tools of the Slovak state budget, 
EIB to support Smart City projects 

Financial instruments processed by the 
European Commission 

Horizont 2020 
COSME 
URBACT 

Programs of cross-border, transnational and 
interregional cooperation 

Interreg 
Central Europe 2020 
URBACT III 

Source Own processing due to [9, 16]
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(a) The pilot scheme for development and innovation projects, especially for 
building smart cities in the Slovak Republic, is financed through the Norwe-
gian financial mechanism. The aim of the pilot scheme is to support projects 
aimed at development and innovation in the smart cities in the Slovak Republic. 
Grants are intended for Slovak local governments (municipalities), civic associa-
tions, universities, and businesses. The goal of the scheme is to support projects 
that contribute to sustainable development and increase the quality of life of 
residents in all regions of Slovakia. 

(b) The Integrated Regional Operational Program (IROP) was utilized in Kežmarok 
to finance projects in areas such as improving transport connections, restoring 
cultural heritage, supporting business and employment, building energy-
efficient buildings and facilities. 

(c) The Rural Development Program (RDP) focuses on the development of rural 
areas, including the support of agriculture, forestry, and the development of 
rural towns. 

(d) The Operational program Environment supports projects that improve the 
quality of the environment and nature protection, including wastewater treat-
ment plants, waste separation and disposal, and increasing the energy efficiency 
of buildings. 

(e) The Operational program Human resources is used to support education, 
employment, and social inclusion. 

(f) The research and innovation operational program provide funding for research 
and innovation in various areas, such as the automotive industry, information 
technology and healthcare. 

Additional funds will be available from other sources in the case of relevant 
projects, such as: 

(g) The European Investment Bank (EIB) provides financing for various Smart City 
projects, such as the construction of energy-efficient buildings, the development 
of public transport and parking, the development of intelligent public lighting 
management, the use of renewable energy sources, the improvement of waste 
management and the increase of environmental quality of Smart city. 

(h) The tools of the Slovak state budget focus on the financing of projects in the 
field of energy, transport, environmental protection, and social infrastructure. 
These instruments are usually provided as co-financing of those projects, a large 
part of which is financed by the financial instruments of the European Union. 

(i) Horizon 2020, COSME and URBACT are programs and initiatives of the Euro-
pean Union that support innovation, competitiveness and sustainable develop-
ment of cities and regions. In Kežmarok, it is possible to use these programs 
to finance projects in the field of research and innovation, business support 
and local infrastructure development. Specifically, within the Horizon 2020 
program, funds could be obtained to support research and innovation in areas 
such as energy, transport, Smart City and sustainable environment. In turn,
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COSME could provide financial support for small and medium-sized enter-
prises in Kežmarok, while URBACT could be used to improve local planning 
and self-governing management. 

(j) Interreg, Central Europe 2020 and URBACT III are European programs 
supporting cooperation between regions and municipalities and cities in areas 
such as innovation, sustainable development, culture, social affairs, and others. 
In Kežmarok, these programs can be used to finance projects that contribute to 
the development of the Smart city and Smart region concepts, for example, to 
improve the quality of public spaces, to promote the creative industry, tourism 
and more. 

5 Discussion 

The content of the study focused on several theoretical and practical aspects of the 
creation and development of smart cities concept in the context of regional develop-
ment policy. These were aspects that are tangible and economically quantifiable. In 
the study, we partly paid attention to the issue of human resources development, as it 
is undoubtedly related to the mentioned issue. In the context of endogenous theories 
of regional development, human resources are irreplaceable. The authors examined 
this issue as a separate topic and found out that it is extremely complex and wide-
ranging [22, 23, 26]. Innovations are directly related to human resources, their profes-
sional education and training, further professional education and retraining during 
the productive phase of life of workers. The results of other studies (e.g., OECD 
[33]) point to the urgent need to start addressing the issue of vocational training and 
education within lifelong learning in Slovakia and to focus further training and further 
vocational education on the challenges of the circular economy. From this aspect, we 
agree with Kislingerová et al. [21] who specified the circular economy as a new social 
paradigm that reflects “broad social agreement on prioritizing those parameters of 
the economic environment that should lead to qualitatively new production cycles in 
terms of the efficiency of the use of raw materials” [21]. An equally important aspect 
is the issue of effective management of natural resources in business activities and 
the creation and development of smart regions. In connection with this, Nováček [32] 
states that “current trends include the green economy, green investments, and sustain-
able development. The business environment must respect Slovakian and European 
trends and adapt to new challenges and harmonize its economic activity with valid 
legislation” [32]. A worrying trend associated with the development of the global-
ization of the world economy is the fact that natural resources are diminishing, and 
economic goals exceed ecological goals. The author pointed out that “the Prešov 
region is relatively rich in sources of natural mineral healing waters and deposits 
of ore raw materials. There are natural sources of mineral waters such as Cigeľka, 
Salvator, and Baldovská” [32]. All mentioned aspects of economic activity relate to 
business activities, as well as with the development of regions and the development 
of smart cities and smart regions concepts. They cannot be left out in the concepts
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of smart cities and their implementation. Finally, all of them are currently part of the 
innovation index that is applied in the Slovak Republic. 

6 Conclusion 

We emphasize that it is mainly innovations that contribute to the development of 
municipalities, cities and regions and benefit residents in the form of sustainable 
solutions. Innovative ideas also find application in the management of public affairs. 
Their purpose is primarily to improve the quality of life of residents and visitors 
of respective territories. Technological innovations such as innovative technologies, 
artificial intelligence, the Internet, analytical data processing, and blockchain are 
the basis of the digital transformation of society at large. Digital transformation 
affects citizens, entrepreneurs, economic entities, and public sector entities with an 
impact on the economic, environmental, and social growth of the country and its 
regions with an emphasis on sustainable development. When supporting innovation, 
Slovakia needs to focus on supporting key areas, including data collection and data 
policy, sufficient funding, predictable regulations, and the management of retaining 
and attracting talent in various positions. It is important that all sectors cooperate 
in Slovakia and other EU member states, including the government and the self-
government, the private sector, the academic community, and the public. From the 
aspect of the real application of the concept of smart cities in Slovakia, the example of 
Kežmarok can be a suitable inspiration for how to involve the municipality, residents, 
entrepreneurs, and other economic entities in building a smart city, which will have 
an impact on the development of the district and the surrounding area. 
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The Relationship of Sustainable Project 
Management to Project 
Success—A Current Literature Review 

Kilian Weih and Michal Greguš 

Abstract This research paper employs a structured literature review to investi-
gate current publications that examine the relationship between sustainable project 
management and project success. Based on seven recent publications since 2020, 
the study addresses the research question of what influence sustainable project 
management has on project success. 
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1 Introduction 

In today’s world, it is critical to integrate sustainability into the strategies and practices 
of businesses and organizations. More and more companies are recognizing that they 
have social and environmental responsibilities and that their decisions can impact the 
well-being of people and the planet. As a result, companies are seeing sustainability 
as an integral part of their business strategy [1] and are beginning to focus on ways 
to improve their business practices to make them more sustainable [2, 3]. 

Due to its magnitude and impact, sustainability is also referred to as one of the 
twelve megatrends and is therefore a driver of change [4]. As a result, project manage-
ment had to engage with the topic of sustainability. It has since become one of the 
most important global trends in project management [5], as evidenced by a growing 
number of research and publications on this topic [6–8]. Despite growing research 
and literature on sustainable project management, there is still a need for further 
exploration of the relationship between sustainable project management and project 
success. To ensure a thorough investigation of the relationship between sustainable
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project management and project success, this study first provides a comprehensive 
review of the concepts of “project management”, “sustainability”, and “sustainability 
in project management”. Following this, a structured literature review is conducted, 
which examines the most recent publications that have investigated the relationship 
between sustainable project management and project success. Based on these find-
ings, the study aims to determine whether sustainable project management has a 
positive impact on project success. 

2 Theoretical and Conceptual Background 

2.1 Project Management 

It is not possible to attribute the invention of the term “project management” to 
a single individual, as it was developed over a period of time and emerged from 
practical experience, drawing from various disciplines. The definitions and concepts 
of project management have evolved and become more refined over time. 

To gain a deeper understanding of the term project management, a closer look 
at the word “project” is necessary. According to the German industry standard no 
69901, a project is defined as an undertaking that is essentially characterized by the 
uniqueness of its conditions, such as target specifications, temporal, financial or other 
limitations, demarcations from other projects and a project-specific organization. In 
addition, other project characteristics can be found in the literature, such as novelty, 
risk, complexity, involvement of multiple parties or uncertainty [9, 10]. In addition 
to its temporary nature, a project has both a beginning and an end. It can exist 
independently or be part of a larger program or portfolio [11]. 

The interconnection between the concepts of project and management inevitably 
raises the question of what is specifically encompassed by these terms. The Project 
Management Institute states that project management involves the effective use of 
skills, knowledge, methods, and tools to successfully meet the requirements of a 
project. It focuses on directing project work to ensure that the desired outcome is 
achieved. Project teams have the opportunity to achieve their goals through various 
approaches, such as plan-driven, hybrid, or adaptive methodologies [11]. According 
to Holzbaur, it includes all management tasks, organization, technology and resources 
for the operational implementation, monitoring and support of projects [12]. 

There are three significant standards for project management according to a study 
by Kostalova and McGratz. The standard of the Project Management Institute in 
the form of a guide for project management [11]. The second important standard 
is Projects IN Controlled Environments2 (PRINCE2), managed by the Association 
for Project Management Group Ltd. [13]. The third standard is the IPMA Compe-
tence Baseline Standard of the International Project Management Association, which 
is adapted in national competency-based standards [14]. All standards provide a
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methodology of project management [15], associations initiate research and devel-
opment of their standards, education of project managers and certification of their 
knowledge [16]. 

A study commissioned by the German Society for Project Management (GPM) 
on the “projectification” of society analyzed key factors influencing this trend. 
According to the study, the greatest trend is digitalization, followed by sustainability 
and climate change [17]. Therefore, the project management of the future must deal 
with the change of society, future trends and especially sustainability. 

2.2 Sustainability 

The concept of sustainability has its origins in forestry. As early as 1713, Carl von 
Carlowitz called for a sustainable and permanent use of forests. Cut down trees must 
be replanted to ensure that the resource base is not depleted. He spoke of the wise 
management of forests in this context [18]. The World Commission on Environment 
and Development defined sustainable development as “development that meets the 
needs of the present without compromising the ability of future generations to meet 
their own needs” [19]. In the further course, the triple-bottom line (TBL) theory has 
established itself as a concept that encompasses the environmental, economic and 
social aspects. 

The theory states that the three dimensions influence each other and cannot be 
developed independently. The economic dimension deals with financial aspects, the 
ecological dimension deals with the management and protection of natural resources, 
and the social dimension deals with the maintenance of social capital and solidarity. 
Sustainability therefore means balancing social, environmental and economic inter-
ests. Although there are over 100 definitions of sustainability, there is widespread 
agreement that the broader triple bottom line theory of sustainability must simul-
taneously balance [6, 20]. The urgency of taking sustainability into account in 
today’s society is shown by the Global Risk Report published annually by the World 
Economic Forum. Here, ecological risks have already been reported among the top 
5 global risks since 2011 [21]. Environmental risks also play a prominent role in the 
Global Risk Report 2023. 5 of the 10 short-term risks and 6 of the 10 long-term risks 
address environmental risks, with environmental risks alone occupying positions 1 
to 4 [22]. 

2.3 Sustainability in Project Managment 

A large number of different definitions of sustainable project management can be 
found in the literature. This makes it particularly clear from which different disci-
plines and different focal points the variables sustainability and project manage-
ment can be approached. In a study by Zakrzewska [8] definitions of sustainable
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project management have already been compiled. During the author’s research, 
further definitions were identified in the literature, which are summarized below 
(Table 1): 

Sustainable project management thus refers to the planning, monitoring and 
control of project delivery and support processes, taking into account the environ-
mental, economic and social aspects of the life cycle of the project’s resources, 
processes, outcomes and impacts, with the aim of realizing benefits for stakeholders. 
This is done in a transparent, equitable, and ethical manner that incorporates proac-
tive stakeholder participation [2]. In this context, Holzbaur and Fierke state that in 
order to bring sustainability into project management, a cultural change must take 
place within the companies themselves. Sustainable goals can only be achieved by 
breaking down this topic to the respective projects and in this respect requires the 
support of the executives. In the course of integrating sustainability within compa-
nies, the literature refers to sustainability principles, although there is no consensus 
in defining these principles [27]. Thus, the sustainability principles identified by [23] 
were further substantiated by Holzbaur and Fierke (Table 2):

The multitude of different definitions in connection with the increasing number 
of scientific publications, which have sustainable project management as a subject of 
investigation, also prove the influence of this topic [6–8, 28, 29]. For this reason, the

Table 1 Sustainable project management definitions 

Author Definition 

Silvius [23] “Sustainable Project Management is the planning, monitoring and 
controlling of project delivery and support processes, with 
consideration of the environmental, economical and social aspects of 
the lifecycle of the project’s resources, processes, deliverables and 
effects, aimed at realising benefits for stakeholders, and performed in 
a transparent, fair and ethical way that includes proactive stakeholder 
participation.“ 

Carboni et al. [24] “the application of methods, tools, and techniques to achieve a stated 
objective while taking into account the project outcome’s entire 
lifecycle to ensure a net positive impact environmental, social, and 
economic impact” 

Armenia et al. [25] “the managerial practice aiming at pursuing project objectives by 
maximizing economic, social, and environmental benefits through the 
proactive involvement of stakeholders, the consideration of the 
extended life cycle of resources, processes, and effects, and 
continuous organizational learning” 

Holzbaur [12] “Sustainable project management is the consideration of sustainable 
development as a goal and framework for project management in the 
project office, in the selection and definition of the project, and 
throughout the project management process.” 

Brzozowska, Pabian and 
Pabian [26] 

“an activity that consists in planning, organizing, leading, and 
controlling, carried out in accordance with the principles of 
sustainability, as a result of which the project team achieves project 
goals” 
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Table 2 Sustainability principles according to Silvius and Holzbaur [12, 23] 

Principle 1 Sustainability is about 
balancing or 
harmonizing social, 
environmental and 
economical interests 

All three dimensions of sustainability should be 
considered equally, as they influence each other In 
addition, according to the 2030 Agenda, partnerships 
should also be entered into and peace should be 
maintained 

Principle 2 Sustainability is about 
both short-term and 
long-term orientation 

Inter- and intragenerational equity The entire life cycle 
of actions should be considered, i.e. long and short-term 
effects 

Principle 3 Sustainability is about 
local and global 
orientation 

Actions have local and global impacts on all three 
dimensions of sustainability. These must be linked in 
the sense of sustainable development 

Principle 4 Sustainability is about 
consuming income, not 
capital 

Regeneration rate should not be exceeded 

Principle 5 Sustainability is about 
transparency and 
accountability 

The use of renewable resources should not exceed the 
rate of reproduction and the absorption capacity of the 
biosphere should not be exceeded (e.g. CO2) 

Principle 6 Sustainability is about 
values and ethics 

Companies must be transparent with their actions, 
decisions and measures and accountable for 
environmental and social impacts

topic of sustainability is now also referred to as a new school of thought in project 
management [30] and is one of the most important global project management trends 
[5]. 

2.4 Project Success 

Necessarily, when evaluating project success resulting from sustainable project 
management, the question arises of how project success can be measured concretely. 
Moreover, the understanding of project success has evolved over time. Initially, the 
criteria of the iron triangle were particularly used to evaluate project success. These 
have traditionally focused on time, cost and scope [31] or on time, cost and quality 
[32, 33]. In both scientific literature and practice, additional success criteria for 
projects have been identified over time, which can be considered in addition to the 
iron triangle. Ika has contrasted the development of criteria for measuring project 
success in the context of a study [34]. The development of the criteria for measuring 
project success is shown in Fig. 1 below:
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Fig. 1 Development of project success criteria based on Ika [34] 

3 Course of the Investigation 

In the following, we present the research question of this elaboration and the 
methodology. 

3.1 Research Question 

The number of scientific studies and literature reviews show that there are now a large 
number of scientific studies dealing with the topic of sustainable project management 
[6–8]. Nevertheless, there is insufficient scientific research available to investigate 
the relationship and impact of sustainable project management on project success 
[6, 35]. 

The analysis of Khalifeh, Farrell and Al-edenat [6] proves that previous studies 
have already found a positive impact of sustainable project management on project 
success, but the result was very different in the extent of the impact on project success 
[36–39]. In one study, the impact of sustainable project management on project 
success was uncertain [40]. The analyzed studies were subject to several limitations 
such as country and industry focus, research type and strategy, as well as the feed-
back received. It is concluded that future studies should rely more on surveys rather 
than case studies, as these are suitable for testing findings and hypotheses and thus 
building new knowledge. Future studies should also consider multiple stakeholders 
when assessing the success of the project [6]. The limitations and recommendations 
of previous studies, as well as the increasing importance of sustainability, invite to 
conduct a newer structured literature review and analyze the latest research find-
ings regarding the relationship between sustainable project management and project 
success. Thus, the present study aims to answer the following research question: 

RQ1: What influence does sustainable project management have on the success 
of the project?
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3.2 Methodology 

The essential in this study, a thorough and systematic literature review was conducted, 
resulting in a comprehensive selection of relevant literature. This literature was 
extracted, analyzed, and critically evaluated using transparent, well-organized, and 
repeatable steps to ensure the quality of the results [41]. The analysis was conducted 
following steps described by Fink for systematic literature review [42]. The defined 
research question RQ1 serves as a starting point. The next step is the selection of 
appropriate data sources. The main sources of literature examined are publications 
in peer-reviewed journals, with a focus on completed articles specifically related to 
the relationship between sustainable project management and project success. The 
Scopus scientific database was chosen as a source of literature due to its access to a 
wide range of publications authored by reputable scholars and experts in the field, 
making it a reliable source of scientific insights. 

The search terms used were “sustainable project management” or “sustainability 
in project management” in combination with “success” or “performance”. The focus 
continued to be on articles that reflect the latest developments on the topic of sustain-
ability. For this reason, articles were considered from 2020 until Feb. 17, 2023. This 
is also in line with the covered periods of previous studies, which covered articles 
until 2020 [6, 43]. 

The search string used in Scopus is: ( TITLE-ABS-KEY ( "sustainable 
project management"AND"success" )ORTITLE-ABS-KEY ( "sustainability in 
project management"AND"success" )ORTITLE-ABS-KEY ( "sustainable project 
management"AND"performance" )ORTITLE-ABS-KEY ( "sustainability in project 
management"AND"performance" ) )ANDPUBYEAR>2019AND( LIMIT-TO ( 
DOCTYPE,"ar" ) )AND( LIMIT-TO ( PUBSTAGE,"final" ) ). 

For data extraction of the full-text publications, scientific libraries such as 
Researchgate, MDPI, Semantic Scholar, and Academia were consulted. The initial 
population consisted of 19 studies, of which four were from 2020, ten were from 2021, 
and five were from 2022. No studies from 2023 (up to and including 17.02.2023) were 
identified that met the search criteria. In order to assess the search results further, the 
author analyzed the abstracts of the 19 studies in detail. Out of these, 15 studies were 
deemed irrelevant for this work as they did not primarily focus on the relationship 
between sustainable project management and project success. As a result, in the first 
step of the research, 4 studies were selected that had the relationship between sustain-
able project management and project success as their primary subject of investigation 
and thus were suitable for answering the research question. To expand the scope of 
our research, we also included sources of publications identified through the Scopus 
database, resulting in a total of 7 publications selected for this study. 

The identified publications were subjected to a qualitative content analysis [44] 
and were thoroughly analyzed by the author and classified under different aspects to 
provide a holistic overview and answer the research question. The classification was 
based on the following criteria:
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Table 3 Identified studies focusing on the relationship between sustainable project management 
and project success (Presentation of the author based on [35]) 

Studies Nature of 
the study 

Research method Impact 
on 
project 
success 

Industries covered Geographical 
focus 

Shaukat et al. 
[45] 

Empirical Survey (n = 323) Positive Construction, 
information 
technology, and 
telecommunication 

Pakistan 

Keshavarzian 
and Silvius 
[43] 

Empirical Survey (n = 132) Positive Across industries Netherland 

Chow et al. 
[46] 

Empirical Survey (n = 231) Positive Manufacture 
industries 

Malaysia 

Khan and 
Alam [47] 

Empirical Survey 
(n = 207) 

Positive Construction Pakistan 

Dubois and 
Silvius [35] 

Empirical Survey (n = 112) Positive Diverse Europe 

Malik et al. 
[48] 

Empirical Survey 
(n = 189) 

Positive Construction Pakistan 

Zaman et al. 
[49] 

Empirical Survey 
(n = 368) 

Positive Construction Pakistan 

1. The studies were structured according to the nature of study, research method, 
industries covered, and geographical location. 

2. The studies were structured according the impact of sustainable project manage-
ment on the project success 

The identified studies are listed in the table below (Table 3): 

4 Results 

The study by [35] confirms in this respect the conclusions of [30] that sustainability 
in projects is mostly considered in connection with the project results and should not 
be viewed in isolation from the development and management process. Sustainable 
project management is perceived as an overall construct with differentiated effects 
on the various criteria of project success. Thus, the subjective perception of the 
positive relationship between project success and sustainable project management is 
not equally strong for all criteria. It is noteworthy at this point that the relationship 
between project success and the iron triangle of project management is less clear, 
suggesting that it apparently costs money to consider sustainability [43]. 

The fulfillment of the constraints of the project success criteria Cost, Time, Quality 
and Scope (iron triangle) show a high internal consistency to the satisfaction of the
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stakeholders and the realization of the benefits [35]. However, [45] was able to find 
that the influence of stakeholder participation on the relationship between sustainable 
project management and project success is insignificant. The study also found that 
increased team building had no effect on the relationship between sustainable project 
management and project success. Other studies were also able to confirm a positive 
and significant influence of sustainable project management on project success [43, 
47–49] and argues that sustainable project management can be seen as a key deter-
minant of project success [46]. Nevertheless, at the same time, it was also found that 
the influence of sustainability on project success decreases with increasing project 
complexity [48]. 

Another study confirms that early integration of sustainability is also relevant for 
the success of a project. For example, a study of manufacturing companies confirmed 
that sustainable project planning as part of sustainable project management is an 
essential tool for project success and that this is influenced by it [46]. This makes it 
clear that sustainable project management should be considered at a very early stage 
of the project, as this can have an influence on the success of the project. 

The connection between sustainable project management and a more controlled, 
on-time, on-budget, and fit-for-purpose completion of the project, as well as the real-
ization of the planned project benefits and the satisfaction of the project participants, 
is also perceived positively by project managers. In addition, the positive impact of 
sustainable project management on preparing the organization for future challenges 
is also recognized by project managers [43]. 

Moreover, it was observed that recent studies have incorporated some of the 
recommendations made by Khalifeh et al. [6]. Survey was the most commonly used 
research method across all analyzed studies. While recent studies implemented the 
recommendation to analyze the impact of stakeholders on project success within 
the framework of sustainable project management [45], no significant relationship 
between these factors was identified. In this respect, the analyzed studies also confirm 
the results of previous studies, which, considering a wide variety of limitations and 
focuses, have provided similar trends [36–39]. Notably, the analyzed studies had 
a geographic focus on Pakistan and a sectoral focus on the construction industry, 
with four out of the seven studies concentrating on these regions and industries 
[45, 47–49]. 

In this regard, the research question raised as to how sustainable project manage-
ment affects project success can be answered to the extent that it has a positive influ-
ence on project success. Nevertheless, the relationship of sustainable project manage-
ment and project success has not yet been explored in its entirety and depth. Further 
studies need to be developed to investigate the relationship between sustainable 
project management and its financial and time impacts [43].
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5 Conclusion 

Through a thorough systematic literature review, the present study aimed to investi-
gate the relationship between sustainable project management and project success, 
drawing on the latest studies available. The analysis of the publications revealed a 
noteworthy positive correlation between sustainable project management and project 
success. This outcome provides strong support for the implementation of sustain-
able project management practices in the pursuit of successful project outcomes, 
with important implications for both academics and practitioners alike. 

The present study’s findings corroborate previous research to a significant extent, 
affirming the positive correlation between sustainable project management and 
project success. Sustainable project management should refer to the application of 
sustainability principles and strategies in all phases of the project cycle. It has been 
shown that the integration of sustainability principles into project management can 
have a positive impact on project success. It can contribute to on-time, on-budget 
and on-purpose project completion as well as the realization of planned project bene-
fits and satisfaction of project stakeholders. Ongoing monitoring identifies risks and 
uncertainties at an early stage by considering the environmental, economic and social 
impacts of the project. As a result, potential problems can be identified and resolved 
at an early stage, reducing risks and uncertainties. By reducing resource consump-
tion and increasing resource efficiency, sustainable project management can also 
contribute to increased project efficiency and effectiveness. Although some studies 
indicate that incorporating sustainability into project management may incur addi-
tional costs [43], it is important to keep in mind that the cost of (partial) failure of 
the project may be much higher than the cost of incorporating sustainability. 

Project managers and stakeholders have a common interest in ensuring that 
projects are completed successfully. It is therefore advisable to use all available 
opportunities to ensure the success of the project. Taking sustainability aspects into 
account in project management can help to increase project success. However, care 
must be taken to ensure that the overall cost of the project does not go over budget 
when sustainability is considered. Therefore, it is important to consider sustainability 
aspects as early as the project planning stage. Sustainability should be considered as 
an overall construct that spans the entire project, rather than as individual isolated 
measures. To ensure that sustainability aspects are continuously improved and devel-
oped, they should be regularly reviewed and adjusted as the project progresses. The 
consideration of sustainability in project management should therefore be seen as a 
long-term investment in the success of the project. 

However, the focus of the analyzed studies on particular geographic and sectoral 
areas underscores the need for further inquiry. There is substantial room for future 
research to explore various geographic and sectoral contexts to determine if there are 
discrepancies in the link between project success and sustainable project management 
between developed and developing countries. This study provides a strong foundation 
for future researchers to build upon, and its findings contribute to a growing body of 
literature on the relationship between sustainability and project management.
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Data Science for Social Climate Change 
Modelling: Emerging Technologies 
Review 

Taras Ustyianovych 

Abstract Climate change is one of the most acute global problems, the conse-
quences of which are becoming more and more noticeable every year and are the 
subject of scientific debate, as well as discussions in business and society. Advanced 
tools for modeling and forecasting not only the physical indicators of this problem, but 
also the social, economic, and biological-evolutionary ones are necessary to reduce 
risks and gain control over the situation. This paper focuses on the social factors 
of climate change and their modeling and assessment since it is the involvement 
of society that is crucial in the implementation and enforcement of relevant initia-
tives, policies, and legislation. A review of methods and tools for such modeling and 
forecasting will allow us to analyze their evolution and identify the most effective 
ones in terms of accuracy and resource use. Particular attention is paid to the topic 
of multimodal data fusion because the problem of climate change in many aspects, 
including social, is multidimensional and caused by the cumulative effect of many 
factors. This paper emphasizes the importance of synthesizing climate and social 
data streams for evidence-based policymaking. The presented frameworks can be 
extended to broader applications in socio-ecological modeling and decision support 
systems. 

Keywords Climate change ·Multimodal data · Data fusion · Data science ·
Social response modelling · Review 

1 Introduction 

The climate crisis is becoming more and more acute every day and requires immediate 
decisive action. This problem is multifaceted, as it depends on a set of interrelated 
factors and poses an unpredictable threat [1–3]. Accordingly, climate change assess-
ment and modeling requires a consolidated approach that takes into account all or
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at least most of the key factors, which will allow for an assessment of causes and 
consequences from different perspectives. One of the crucial aspects is the readiness 
of public institutions to take measures to overcome the climate crisis, which involves 
a transition to a sustainable and environmentally friendly way of life. Artificial intel-
ligence systems can become an effective tool for modeling both physical climate 
processes and the level of public awareness and perception of the problem. Thanks 
to their data processing capacities, such systems are able to analyze huge amounts 
of information and identify hidden connections. However, the use of only one type 
of data does not provide a holistic view of the depth of the climate crisis. Therefore, 
it is critical to consolidate data from different formats and sources that directly or 
indirectly affect climate change and integrate them using artificial intelligence and 
machine learning [4, 5]. 

The problem of climate change has resonated with society, which is manifested 
in the publication of posts on social media and web communities, scientific and 
popular science works, the implementation of climate policies and legislation, the 
media, podcasts, and art [6–11]. This serves as another confirmation that this problem 
has become a matter of global discussion. However, understanding the trends in the 
creation and dissemination of these types of information, their perception in society, 
and their real impact on the climate situation often remains unclear. Of course, well-
established climate initiatives often contain calculations with the specified environ-
mental impact and contribution to solving the climate crisis. At the same time, the 
real situation is much more complex than a certain model and contains an error. 
It is worth noting the need to take into account the public perception of a certain 
initiative and understanding of the expected number of people involved in order to 
bring about real climate change. Accordingly, validating the error, supplementing it 
with external data, and studying public opinion and reaction will allow the creation 
and implementation of realistic and at the same time significant eco-initiatives and 
projects to solve the problem. 

Given the availability of data and information on climate change, physical indi-
cators and metrics, as well as documented discussions on the Internet and various 
types of publications, analytics are carried out using a variety of methods and tools, 
including artificial intelligence. At the same time, the potential of this data is signifi-
cant, and the number of tasks that need to be solved continues to grow. In particular, 
specific modelling tasks for the climate problem and its aspects require innovative 
and integrated approaches. These include the usage of large language models and 
multimodal data fusion [12, 13]. 

From the perspective of studying social perceptions of climate change, primarly 
single-modal data sources (e.g., social media posts) are taken into account for text 
mining [14]. Multimodal data fusion using deep neural networks has been success-
fully used or to solve such practical problems related to climate change as wildfire 
detection and water biodiversity research [15, 16]. Therefore based on the analysis 
of certain studies in this subject area, most studies focused on social indicators of 
the climate crisis using multimodal data are either absent or theoretically oriented. 
Therefore, the application of climate information fusion for social perceptions, eco-
initiatives, legislation, and publications research will help improve the efficiency
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of modeling physical, social, and economic indicators of climate change. Thus, the 
forecasting accuracy will improve, since the fusion of data from different sources 
improves the quality of training sets for climate models. The presence of multi-
modality will allow the prediction of a wide range of features depending on the 
fusion result and not be limited to a single set of dependent variables. For example, a 
multimodal dataset consisting of text publications and satellite imagery and geospa-
tial data related to a particular natural phenomenon will facilitate the solution of the 
following tasks using data science technologies: 

(1) identify hidden and non-obvious relationships between textual, social, and 
climate data—combining weather, environmental, media, and social data can 
highlight non-obvious correlations; 

(2) model the impact and perception of information in the media depending on the 
spread of a natural phenomenon caused by climate change; 

(3) generate content for publication based on predictive models of natural 
phenomenon trends and previously published content. 

The purpose of this article is to provide a comprehensive review of state-of-the-
art methods and models using multimodal data fusion to address climate change, 
to study public perception and public discussion of this issue, and to analyze and 
calculate the effectiveness of public eco-initiatives, legislation, and events related to 
this topic. To achieve the research goal, the following tasks are to review methods 
and tools for multimodal fusion of metric, text, image, video, and sensor data for 
analysis of climate change perspectives and sentiment; to formulate requirements 
for sets and sources of information for multimodal fusion of climate and social data; 
to identify leading computational algorithms and models for processing multimodal 
data on the climate crisis and its social perception; to compare the effectiveness and 
accuracy of the results obtained in current works. 

The result of this study is to identify the requirements, methods, and tools for 
multimodal data fusion to address climate change and model its social perception. 
The current picture of scientific solutions and developments in this area is formed 
and the features of those works that give the maximum result are highlighted. The 
author proposes advancements based on the studied works for multimodal fusion 
and social factors modeling for optimization of the environmental situation. 

2 Materials and Methods 

A fundamental work that substantiates the need and ways to involve society in 
addressing the climate crisis is presented in the study by Otto et al. [17]. It contains 
a clear definition of the social tipping dynamics, intervention (STI), and element 
(STE) terms. An important focus is made on the latter two, as STI is a tipping point 
triggering drastic and breakthrough changes in a specific process (global greenhouse 
gas emissions reduction), while STEs are sectors of the planetary socio-economic 
system integrated into society that play a role in the climate situation (industrial
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complex, norms and values systems, financial markets). STI can influence STE and 
vice versa, making these two variables interdependent. Their usage is promising in 
the climate change subject for modeling, analysis, and forecasting tasks using data 
science, data fusion, and deep learning. These technologies will improve our knowl-
edge of leverage points where small changes can catalyze system transformations. 
This knowledge is crucial to addressing the urgency of climate change through social 
action. So, the identified social tipping elements highlight opportunities for fusing 
multimodal data like social media, remote sensing, and surveys to model system 
evolutions. Predicting the occurrence of social tipping intervention under specific 
input parameters of the system will allow for timely response in a limited time frame 
to prevent the onset of critical climate anomalies. Therefore, solving such problems 
requires data multimodality to comprehensively cover various social tipping elements 
and combine climate indicators. Therefore, this research lays an vital foundation for 
leveraging data science and multimodal data integration to identify social leverage 
points and guide the rapid systemic change needed for climate mitigation and adapta-
tion. The framework presented generates valuable insights and research questions to 
further the application of computational methods for understanding climate-society 
dynamics. The review of studies related to the research topic involves searching for 
them in scientific databases, journals, and with search engines. At this stage, a search 
query will be formed to select the most relevant research papers. The found publica-
tions are proposed to be selected using the PRISMA methodology. Relevant publi-
cations are reviewed with the extraction of key results, used and developed methods. 
Particular attention should be paid to (1) the data collection procedure and informa-
tion resources used; (2) the fusion of multimodal data; (3) the presence of modalities 
related to the social perception of the climate problem; (4) computational algorithms 
and models; (5) the results obtained and their practical application. Most of the studies 
in this research field focus on predicting physical and climate-related indicators with 
the help of mathematical, statistical, and deep learning models. Whereas studies 
with primary focus on the social aspect of cliamte change study public discourse 
lack multimple modalities and data science background. 

The social stance towards climate change is becoming even more relevant today, 
where the consequences of the abovementioned climate problems are tangible on a 
daily basis, there is a tendency to increase the average temperature of the Earth’s 
surface, and natural disasters occur. At the same time, geopolitical events (Russian 
aggression against Ukraine, and Israeli military operations in the Gaza Strip) not 
only harm the environment but also have a direct or indirect impact on social percep-
tion of environmental issues and the energy sector. These events are a significant 
factor and driver of social processes related to the climate crisis. Certain legisla-
tive eco-initiatives and innovations receive social feedback, which will help convey 
a message to the target audience, and take into account opportunities for climate 
policies improvement. Such move, in turn, will contribute to building a climate 
problem-aware society that is engaged in solving the climate crisis and caring for the 
environment. The ability of artificial intelligence methods and tools to process rele-
vant data will be improved using multimodal fusion, allowing for better modeling



Data Science for Social Climate Change Modelling: Emerging … 365

and understanding of social processes, predicting tipping points that will have a 
breakthrough impact on handling the climate situation and reducing CO2 emissions. 

The PRISMA method was used to comprehensively and thoroughly review scien-
tific papers relevant to the topic of social research on climate change using data 
science, machine intelligence, and multimodal data processing. The search was 
conducted in the scientometric and research databases Scopus and IEEE Xplore. 
These resources were chosen for the following reasons: very large databases of peer-
reviewed literature covering science, technology, medicine, social sciences, arts, 
and humanities; provide regular updates of newly published literature; include jour-
nals, conference proceedings, books, patents; offer usable and advanced search and 
filtering capabilities; a variety of publications related to the research subject. IEEE 
Xplore is considered a leading scientific database for electrical engineering, computer 
science, and related fields, whereas Scopus has conscientiously reviewed content 
from more than 7000 publishers. 

The following search query was used to search SCOPUS: 

((TITLE-ABS-KEY (climate) OR TITLE-ABS-KEY(ecology) OR TITLE-
ABS-KEY("sustainable development")) AND (TITLE-ABS-KEY("data 
science") OR TITLE-ABS-KEY("machine learning") OR TITLE-
ABS-KEY("machine intelligence") OR TITLE-ABS-KEY("language 
model") OR TITLE-ABS-KEY("artificial intelligence") OR 
TITLE-ABS-KEY(multimodal) OR TITLE-ABS-KEY("deep learning")) 
AND (TITLE-ABS-KEY(social) OR TITLE-ABS-KEY(society) OR 
TITLE-ABS-KEY(human))) AND PUBYEAR > 2018 AND PUBYEAR < 2025 

The results of the PRISMA search are shown in the figure below (Fig. 1).
The IEEE Xplore database has a separate section dedicated to climate change 

called the IEEE Climate Change Collection. Additional filtering of the results by 
years of publication from 2019 to 2024 inclusive has been performed. 

Using the PRISMA method, we managed to select 51 papers, the results of which 
are summarized in Table 1 below.

Based on the analysis of these papers, the following conclusions have been drawn 
about recent research in the use of Data Science for climate change research:

• the target audience for using the results in most studies is policymakers who 
formulate regulations and laws to address climate change and interact with the 
public;

• studies with a focus on text processing are limited to a single modality, usually 
discussions of social media users, publications in news and scientific journals;

• the main NLP tasks solved with text climate data are topic modeling, classification, 
and sentiment detection;

• predictive models using multimodal data are aimed at solving practical prob-
lems and issues related to the climate crisis (wildfire detection, extreme rain-
fall forecasting, air quality assessment, natural disasters prediction, food security 
modeling);

• 36% of the analyzed papers use or propose the usage of multimodal data, and text 
data is one of the modalities;
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Fig. 1 PRISMA records identification methodology for Scopus and IEEE Xplore databases

• the main data types in multimodal fusion are satellite imagery, geospatial data, 
and metric data;

• the study of social perception of the climate problem is based on data from social 
media discussions and surveys;

• five pieces of research apply mathematical modeling to determine information 
impact, social awareness, and support the decision-making in the development of 
climate policies and the implementation of sustainable technologies. 

Figure 2a shows a breakdown of the generalized methods used in the analyzed 
studies for data processing. Each paper could use several approaches, and each of
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Fig. 2 a Methods and b data types used in the reviewed studies of data science research for social 
climate change 

them was taken into account when preparing these statistics. According to the results, 
classical machine learning methods are the most common (23.9%), as they are well 
suited to solving data classification and clustering problems and do not require signif-
icant computing power. Deep learning was applied in 19.3% of the analyzed papers, 
including state-of-the-art NLP transformers, which were often combined with data 
fusion approaches (15.9%). Also, deep learning was used in studies to analyze 
satellite imagery and geospatial data, as it is a suitalbe and advanced technology 
for intelligent processing. Mathematical (12.5%) and statistical (6.8%) modeling 
remain helpful tools for comparing the performance with other methods and devel-
oping decision-making support models. Data Analysis methods account for 18.2% 
and include the study of scientific publications, policies and regulations, are used 
to calculate descriptive statistics and perform basic mathematical operations and 
aggregation. 

The distribution of data sources used in the studies is shown in Fig. 2b. The 
most common data type was metric data (30.6%), collected using sensors, laboratory 
equipment, or other devices and mostly presented in tabular form. They are helpful for 
analyzing patterns and trends in the dynamics, such as rainfall over a certain period, 
air quality, economic, social, and physical indicators related to climate change. Social 
media data (25.8%) also accounted for the lion’s share and included posts, comments, 
and media content from platforms such as Twitter or Reddit. This source is crucial for 
examining social perceptions of climate change. Also, social media data can serve 
as vital source of events and new information about certain climate disasters and 
provide real-time information about the climate situation in a particular region. The 
correlation of such data with physical climate indicators is a valuable addition to 
study both in the short-term (e.g., the spread of forest fires or other climate disasters) 
and long-term (the impact of social trends on climate policymaking, the initiation and 
development of global climate initiatives) perspectives. The third position belongs 
to text data (22.6%), which primarly includes documents of state policies in the 
field of climate change, news articles, and scientific publications. This data type



Data Science for Social Climate Change Modelling: Emerging … 371

presented separately from the previous one, as its writing and presentation styles, 
features, and the target audience may differ. Thus, these text data are valuable as an 
additional modality that serves as a resource for studying and modeling the climate 
situation in scientific, business, social, and public environments. Satellite images 
and geospatial information were processed in 9.7% of the analyzed papers. This data 
sources provides a direct ability to observe the effects of climate change and measure 
its physical indicators. As mentioned above, the correlation of these data types with 
social media and text data will allow us to assess whether there are effects from 
climate policies and sustainable solutions and how they affect the environment and 
reduce greenhouse gas emissions. The smallest share (8.1%) consisted of data from 
surveys on climate change issues and other data types (3.2%), such as video data and 
expert information. 

The following contingency table in the form of a graph in Fig. 3 with percentage 
values demonstrates the distribution of data types and methods usage between each 
other. Based on this information, the following observations can be made: 

Fig. 3 Contingency table presented with percentage values between methods and data types used 
in the analyzed studies
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• Metric data was most often processed using machine learning, mathematical and 
statistical modeling methods. It is worth noting that this data type was also used 
in data fusion tasks.

• Satellite imagery and geospatial information were used with approximately equal 
frequency for data fusion and training of deep neural networks.

• Machine learning and deep learning are leading the way in processing social media 
data. Traditional data mining has also been applied as a way to extract knowledge 
from this data type, but somewhat less frequently than the previous two methods.

• Data analysis and mathematical modeling were used to process the survey data.
• Text data has been subjected to a variety of processing approaches: from 

data fusion methods for integrating data and forming datasets to analyzing, 
modeling, and predicting with data analytics, machine learning, and deep learning 
techniques.

• Other data types can also be a valuable source for fusing data and performing 
climate research. 

The value of the studied works is their representation of a historical and up-to-date 
pictures of the climate problem public understanding. However, there are no tasks 
where the perception information is fused with the actual climate situation, fore-
casting its development trends and abrupt changes in the long-term, or determining 
the conditions for the onset of such a change or the social tipping intervention. The 
methods that data science has in its arsenal are primary and the most suitable for 
conducting such research and solving relevant problems. The development of scal-
able algorithms will allow not only qualitative and quantitative assessment of current 
social stance, but also forecasting the involvement of society in eco-initiatives and 
model their impact on the climate situation depending on the input parameters. 

3 Results 

The results of the review of works that reflect the types of data and methods allow us to 
form a picture of the most common approaches for theoretical and practical research 
using data science for social climate change. Based on the information studied, it is 
proposed to pay more attention to the consolidation of heterogeneous data through 
the development of new data fusion methods, which will create more representative 
and informative data sets. As of now, multimodal fusion is mainly used to study 
physical indicators. Therefore, it is advisable to expand the use of multimodal data, 
in particular the combination of textual, metric, visual and geospatial information, 
and social media data for in-depth analysis and study of cause and effect processes. 

More attention should be paid to the development of specialized workflows and 
frameworks for analyzing social media data in the context of climate change research. 
This will allow for more structured data processing, data merging, and knowledge 
mining about public attitudes and the effects of climate change. According to the 
analyzed studies, mathematical modeling has proven to be a promising and reliable
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method in supporting decision-making in the development of climate policies and 
initiatives. Their use, along with machine learning algorithms and large language 
models, can prove to be an effective assistant in addressing climate change. The 
results of the research analysis indicate a lack of comprehensive practical implemen-
tations using a multimodal data types and approaches to the analysis and extensive 
study of social climate issues. 

4 Conclusions 

A careful study of recent trends in data science for social climate change research 
has led to the following general statements:

• hybrid approaches combining multimodal data sources, mathematical models, 
and AI methods are promising for integrated climate-social analysis;

• strategic climate policy formulation requires evidence from both simulation 
models and empirical data synthesis;

• multimodal data frameworks enhance early warning and preparedness for climate 
hazards and can be effectively used to identify critical social tipping points and 
help promote climate-friendly approaches. 

Further research in this area will ensure the qualitative identification and modeling 
of social tipping points and ways to achieve them. Increasing social engagement 
through data science technologies, statistical and mathematical methods is tangible. 
This will deepen the understanding of social tipping elements, their relationship 
to the climate situation and social perception and understanding of interconnec-
tions, systems, and issues. Legal regulation of the environmental situation and the 
climate crisis that takes into account this information, as well as data on events 
and consequences related to the climate crisis, will ensure high-quality decision-
making to respond to anomalies and formulate appropriate initiatives and increase 
public engagement and positive feedback. Advanced technologies of large-scale 
language models can contribute to the development of an effective policy to respond 
to the climate crisis through the analysis of public opinion. The issue of assessing 
and modeling the effectiveness of implementing eco-initiatives in society regarding 
climate change, in particular how it affects the minimization of CO2 emissions, 
remains open. Therefore, a holistic view of a multifaceted problem can be achieved 
by combining social, economic, and climate data, which provides a comprehensive 
and inclusive view of the subject matter. Harnessing synergies across tipping inter-
ventions and elements could help overcome barriers and accelerate the sustainability 
transformations needed to mitigate climate change. Significantly, this study under-
scores the urgency of multimodal data processing with an account for the social 
aspects of the subject to guide intentional systemic change toward climate-resilient 
futures.
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Examining the Impact of COVID-19 
on Private Healthcare Providers: Elective 
Procedure Volumes and Consequences 

Michal P. Przewlocki and Zuzana Stolicna 

Abstract This global paper examines the impact of the COVID-19 pandemic 
on elective surgeries and surgical departments globally. It highlights the need to 
analyze the challenges faced by the healthcare sector in addressing evolving health-
care demands and resource allocation, focusing on enhancing preparedness and 
addressing vulnerabilities. The paper also emphasizes the role of the private sector 
in complementing public healthcare during the pandemic. The study reviews studies 
published worldwide, mainly in Austria, Belgium, the United Kingdom, and the 
United States. In Austria, the reduction in surgical interventions during the second 
wave was less severe compared to the first wave, despite higher infection rates and 
ICU admissions. In Belgium, there was a significant decrease in elective knee surg-
eries and outpatient visits during the lockdown period. In the United States, hospitals 
lost approximately between US$1430 and US$1700 an hour for same-day surgery. 
Globally, an estimated 28.4 million elective operations were canceled or postponed 
during the 12-week peak of the pandemic. The economic impact of these cancella-
tions underscores the importance of careful planning and strategies to address the 
backlog of surgeries after the pandemic. 
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1 Introduction 

1.1 Background and Context of the COVID-19 Pandemic’s 
Impact on Healthcare Systems 

The global health crisis of the COVID-19 pandemic, initiated by the novel coron-
avirus SARS-CoV-2, has exerted widespread impacts on healthcare systems world-
wide [1, 2]. It emerged in late 2019 in Wuhan, China, and quickly spread internation-
ally. On March 2020, it was announced by World Health Organization [3] a pandemic 
as the virus rapidly infected people across continents. This pandemic has presented 
an unprecedented and distinct challenge, reminiscent of the Spanish flu pandemic of 
the early twentieth century. As a response, various public health policies were devel-
oped, and governments issued a multitude of recommendations to curb transmission 
[4]. Some of these measures involve mandatory use of personal protective equipment 
(PPE such as KN95 masks, goggles, and gowns), social distancing, contact tracing, 
and regular testing for healthcare workers. 

According to Bernacki et al. [2], the effects of COVID-19 were evident across 
various stages of care within the “universal” care pathway. One of the most signif-
icant impacts of the pandemic on healthcare systems was the potential for over-
whelming medical infrastructure. This health challenge has led to a fundamental 
shift in the priorities of medical and surgical procedures, prompting numerous health-
care systems to suspend their customary screenings and routine services. The focus 
shifted to managing and treating COVID-19 patients, potentially disrupting routine 
medical care for other conditions [5]. It is important to mention that the pandemic’s 
impact on mental health became a significant concern [6]. These psychological effects 
undermine and debilitate healthcare professionals who, due to suboptimal working 
conditions, face heightened risks of exposure. 

Furthermore, experts in the realm of economics are delving into an investigation to 
ascertain whether this pandemic is an extraordinary event or if it signifies an increased 
probability of future pandemics within our globally interconnected environment. The 
development, distribution, and administration of COVID-19 vaccines posed addi-
tional challenges for healthcare systems, associated with timely administration, high 
costs, and efficient tracking of doses. Healthcare systems encountered financial strain 
due to escalated costs related to medical equipment, workforce, and improvements in 
infrastructure aimed at handling the pandemic. Ongoing studies have examined the 
economic transformations and resource allocation necessary to address the evolving 
healthcare demands, healthcare workforce needs, and fluctuations in material costs. 

1.2 Aims of This Review 

As the pandemic emerged, there was a widespread suspension of “elective” surgeries 
to curb virus transmission and allocate resources effectively. However, this temporary
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halt had significant consequences, shedding light on the essential nature of these 
procedures [7]. 

To our knowledge, there are few reports published in this field, mainly in Europe. 
The main purpose is to assess the potential shifts and difficulties that will confront the 
healthcare industry in the forthcoming decades. This will aid both private and public 
entities in pinpointing key areas that demand focus and financial readiness to alleviate 
the repercussions of future pandemics. The background and context of the COVID-19 
pandemic’s impact on healthcare systems reflect a complex interplay of challenges, 
adaptations, and changes. In this line, we aim to investigate the volatility of these 
new challenges and assess the allocation of funds, considering whether the focus 
should be on enhancing overall preparedness or addressing specific vulnerabilities 
exposed by the current pandemic. 

One of the sections of this paper focuses on the analysis of shifts in demand 
for elective surgeries and the ongoing need for research and discussion in this 
domain. The ultimate goal is to provide a foundation for the development of tools and 
frameworks that can support small and medium-sized private healthcare providers 
in contributing to public sector goals, particularly in improving the availability of 
essential services and infrastructure for pandemic preparedness. The implementation 
of a private care framework can help manage sudden increases in demand and other 
fluctuations that public hospitals may encounter. The COVID-19 pandemic has high-
lighted the essential role of the private sector in complementing public healthcare 
by providing crucial infrastructure, such as testing facilities, to alleviate the strain 
on overwhelmed public healthcare services. This framework has proven invaluable 
in relieving the burden on overburdened public hospitals and addressing the unmet 
demand for elective surgeries and preventative care, which were often deprioritized 
during the peak of the pandemic. 

This topic is considered of great importance for small practices, clinics, poly-
clinics, and highly specialized medical centers that receive funding from public 
sources or the private sector, including private health insurance providers. 

In this line, we will focus on specific countries to understand the dynamic of 
increases and decreases in elective procedures, mainly from Austria, Belgium, the 
United Kingdom, and the United States. The objectives of this review encompass 
investigating the repercussions of COVID-19 on private healthcare providers, specif-
ically focusing on the impact on elective procedure volumes and the resulting conse-
quences of this pandemic. Economic losses and interesting data published regarding 
this field will be explained in detail in the next sections.
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2 Importance of Elective Surgeries and Their Role 
in Healthcare 

Elective surgical interventions refer to those procedures that are scheduled in 
advance, distinct from those necessitated by emergent and life-threatening condi-
tions [8, 9]. It’s important to clarify that “elective” does not mean that these surgeries 
are merely optional or with reduced clinical importance. Instead, they are defined by 
the flexibility in their timing, not by their medical significance. 

To our knowledge, elective surgeries present a lot of benefits. These procedures 
are typically performed to improve a patient’s quality of life, address chronic condi-
tions and relieve pain. Procedures like joint replacements, cataract removals, and 
cosmetic surgeries can significantly improve patients’ well-being. They present also 
an important role in disease prevention (for example, prophylactic mastectomy for 
individuals at a heightened risk of breast cancer). 

The scope of elective surgeries covers a wide range of medical fields, as follows:

• Ophthalmological Procedures: An example is cataract extractions, which aim 
to correct vision impairments.

• Orthopedic Interventions: This includes joint replacement surgeries, like hip or 
knee replacements, often sought by patients with deteriorative joint conditions to 
regain function and alleviate discomfort [10].

• General Surgical Procedures: Among these are hernia repairs, designed to 
correct physiological abnormalities even if they aren’t posing an immediate threat 
[8, 9].

• Otolaryngological Surgeries: Procedures such as tonsillectomies can be essential 
for treating recurrent infections or breathing obstructions—a common pediatric 
procedure.

• Cosmetic and Reconstructive Surgeries: Surgeries such as rhinoplasty or breast 
augmentation. While sometimes viewed as elective, they can significantly affect 
a patient’s well-being, both physically and psychologically. 

The term “elective” should not be misconstrued as a commentary on the impor-
tance or influence of the procedure on an individual’s overarching health trajectory 
[4]. Rather, it references the ability to strategically manage the timing of the proce-
dure, harmonizing the patient’s clinical requirements with logistical factors. Usually, 
the resolution to advance with an elective surgical intervention emerges after thor-
ough consultations between the patient and the attending physician, requiring a deep 
understanding of the procedure’s risks and benefits. 

2.1 Their Role in Healthcare Providers’ Financial Stability 

To our knowledge, elective surgery cancellation is considered a fundamental problem 
in health care services. Selective surgeries play a crucial role in the financial stability
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of healthcare providers. According to Koushan et al. [11], “it causes considerable 
disruption to patient flow, further eroding often already stretched operating capacity, 
and consequentially reduces both hospital performance and patient satisfaction.” 

Moreover, elective surgeries contribute to better efficiency and cost-effectiveness 
as they can optimize resource utilization, including operating rooms, medical staff, 
and equipment. Elective procedures frequently yield significant income, playing 
a crucial role in upholding hospital operations, supporting staff retention, and 
facilitating investments in medical advancements and infrastructure development. 

To our knowledge, American Hospital Association [12] analyzed and aimed 
to quantify the financial impact of COVID-19 on American Hospital systems, 
comparing with data from Medicare inpatient and outpatient claims files and the 
AHA Annual Survey Database (2018). The data analyzed showed the scope of the 
financial burden that the hospital systems had to endure between March and June 
2020. The net financial impact of COVID-19 hospitalizations was estimated at $36.6 
billion over the four months. The AHA [13] also estimates that due to the COVID-19 
pandemic, non-federal hospitals were expected to lose about $161 billion of revenue 
over the measured period, or over $40 billion per month. This number included 
“canceled surgeries, various levels of canceled non-elective surgeries and outpatient 
treatment, and reduced emergency department services.” 

The report also calculated in-direct costs that were significant such as Personal 
Protective Equipment (PPE) and healthcare support for front-line workers. The 
costs of personal protection equipment were calculated at $600 million per month. 
Front-line workers were provided with additional support such as childcare, medical 
screening, and COVID-19 treatment. The additional support costs were significant, 
amounting to $550 million per month [13]. 

According to this Association, these costs might not show the full picture. Due 
to limitations of data that AHA had publicly available, some costs weren’t included 
[13]. We considered the following four aspects: 

1. Drug shortage costs 
2. Wage labour costs 
3. Non-PPE medical supplies and Equipment costs 
4. Capital costs. 

3 Austria’s Case: Influence of the Pandemic on Elective 
Surgery Activity 

The impact of COVID-19 on elective surgery during the second wave in the fall 
and winter of 2020/2021 was examined by Gasteiger et al. [9] based on data from a 
tertiary university hospital in Austria. This study examined surgery statistics during 
the second wave of the pandemic in comparison to the same period over the last 
five years. Additionally, it compared the decrease in surgical procedures during the 
second wave to the decrease seen in the first wave in spring 2020.
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According to the same authors, the findings showed higher 7-day incidence of 
COVID-19 infections and a higher number of patients needing Intensive Care Unit 
(ICU) treatment during the second wave. Interestingly, surgical interventions only 
decreased by a modest 3.22% during the second wave, contrasting sharply with the 
significant drop of 65.29% witnessed during the initial outbreak. During the first 
wave, elective surgical interventions plummeted by an alarming 88.63%, but this 
reduction was a mere 1.79% in the subsequent wave. Likewise, the downturn in 
emergency and oncological procedures was quite pronounced during the first wave, 
registering at 35.17% and 47.59%, respectively. Yet, during the second wave, these 
numbers tapered to 5.15% and 3.89%, respectively. 

The study suggests that the reduction in surgical activity was less pronounced 
despite the higher occupancy of ICU beds. The authors speculate that a better under-
standing of the disease, adequate supply of disposables, and improved interdisci-
plinary management of surgical and ICU resources may have contributed to this 
improvement. 

To our knowledge, the decline in elective surgeries resulted in financial challenges 
for healthcare providers, including reduced revenues from these procedures. 

4 Belgium’s Case: Elective Surgeries and Patient Visits 

A recent study performed by Tan et al. [14] aimed to provide the orthopedic commu-
nity with insights into the recovery of elective care in Europe. The researchers 
conducted surveys among members of the Belgian Knee Society (BKS) to eval-
uate the resumption of elective surgeries and outpatient visits in the first six months 
after the initial COVID-19 lockdown. The study also assessed the implementation 
of the ESSKA COVID-19 Guidelines and Recommendations for Resuming Elective 
Surgery among Belgian knee surgeons. 

During the seven-week lockdown period, there was a drastic decrease in elective 
knee surgeries, with a 97% reduction compared to the same period in the previous year 
(Fig. 1). Outpatient visits also decreased by 91% during this time. Video consultations 
were utilized by 93% of participants to maintain patient care.

Upon the restart of elective care, the availability of operating room (OR) time 
remained limited, with only 14% of participants having full access to OR time after 
four weeks (Fig. 1). The mean number of elective surgical procedures during the 
first month after the restart decreased by 33% compared to pre-COVID-19 levels. 
Additionally, waiting times for surgery increased for almost 60% of participants, 
primarily due to a lack of operating room personnel, hospital beds, and general 
resources. Outpatient clinic visits gradually increased after the resumption of care, 
reaching 81% of pre-COVID-19 levels after four weeks. However, 59% of partici-
pants reported a decrease in demand for outpatient visits compared to pre-pandemic 
times. The use of video consultations decreased over time, with 41% of participants 
no longer utilizing them after one month.
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Fig. 1 Elective knee surgeries per week based on Tan et al. [14] research

At 21 weeks after the restart of elective care, the mean number of surgeries 
performed had recovered to 89% of pre-pandemic levels, indicating a gradual 
improvement (Fig. 1). However, it should be noted that not all surgeons experienced 
a decrease in surgical procedures, with 7% of surgeons reporting an increase. 

This study highlighted the substantial decrease in elective orthopedic surgeries 
and outpatient visits during the COVID-19 lockdown in Europe. It underscores the 
challenges faced by orthopedic departments in resuming care and implementing 
guidelines. 

5 Global Overviews of Elective Surgeries: Data, 
Cancelation, and Impacts 

To our knowledge, different studies were published worldwide related to this field. 
After the COVID appearance, different guidelines were proposed reinforcing the 
widespread cancellation of elective surgeries worldwide [13, 15]. The global elective 
surgery schedules have been heavily disrupted by the COVID-19 pandemic. Many 
countries have taken the step of deferring or canceling elective procedures to conserve 
resources, curb the spread of the virus, and effectively manage hospital capacities. 
As a result, redistribution of resources, adjustments in the workforce, and changes in 
capacity to meet pandemic-related requirements were some of the implications for 
healthcare systems. 

According to De et al. [16], it is estimated that approximately 28,404,603 elective 
surgeries for adults were postponed during the 12-week peak period, globally. This 
translates to an average of about 2,367,050 surgeries being delayed each week, with 
over 2 million cases affected weekly.
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During the COVID-19 pandemic, hospitals worldwide experienced significant 
disruptions, leading to the cancellation of elective surgeries [5]. A study conducted 
by Collaborative [17] focused on estimating the volume of these canceled operations 
and their economic impact. Researchers employed a Bayesian β-regression model, 
along with surgical case mix data and country-specific surgical volume estimates, to 
estimate cancellation rates for 190 countries. 

The study revealed that approximately 28.4 million elective operations were 
canceled or postponed globally during the peak 12 weeks of the pandemic [17]. 
This corresponded to a weekly cancellation rate of around 2.4 million operations. 
Most cancellations (90.2%) were for benign conditions, followed by cancer surg-
eries (8.2%) and obstetric procedures (1.6%). These cancellations had a signifi-
cant economic impact, with potential long-term consequences for population health, 
productivity, and society. 

Understanding the volume of canceled operations and their economic impact is 
vital for healthcare systems to plan for post-pandemic surgical recovery effectively. 
The study emphasizes the need for careful planning and strategies to address the 
backlog of canceled surgeries once the pandemic subsides. Failure to address this 
backlog may result in negative health outcomes, reduced quality of life, unnecessary 
deaths, and significant economic burdens. 

The findings of this study provide valuable insights for decision-making and 
resource allocation in mitigating the consequences of disrupted surgical services 
caused by the COVID-19 pandemic [17]. The Bayesian β-regression model serves 
as a robust tool for estimating cancellation rates and can contribute to future planning 
efforts in healthcare systems worldwide. 

On the other hand, we can consider Hong Kong’s situation. According to Wong 
and Cheung [10]’s research, a comparison was performed between patients treated 
in the early stages of the COVID-19 pandemic (January 25 to March 27, 2020) and 
a control group over the previous four years. Importantly, this is the first quantitative 
study of the impact of COVID-19 on orthopedic services. In this research, 43 public 
hospitals and 122 outpatient clinics in Hong Kong were analyzed, covering a popu-
lation of 7.5 million residents. The analysis encompassed a total of 928,278 patient 
episodes, including data on operations, hospital admissions, and outpatient clinic 
visits. Orthopedic operations experienced a significant decline of 44.2%, with a shift 
in the ratio of emergency to elective procedures. Procedures related to fractures and 
joint replacements exhibited reductions ranging from 20 to 84%. However, surgeries 
for orthopedic infections remained stable. Hospitalizations decreased by 41.2%, and 
clinical outpatient visits decreased by 29.4%. Despite these reductions, patients did 
not face longer wait times for emergency operations and consultations. The findings 
underscored the ongoing demand for orthopedic care despite substantial reductions 
in various metrics during the pandemic, emphasizing the need for strategic resource 
allocation and staffing considerations by healthcare professionals. 

To our knowledge, physician well-being is the cornerstone of every well-
functioning health system because it “improves the quality of patient care, increases 
patient satisfaction, and decreases medical errors” [4]. The mental health of health-
care professionals was affected during the pandemic, specifically in China, based
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on intense psychological experiences, traumatization, and various mental health 
disorders among healthcare workers. 

To our knowledge, in Brazil, the elective surgical backlog surpassed 900,000 
cases by December 2020 [18]. Considering Europe’s situation, various European 
countries implemented measures to curb the spread of the virus, including postponing 
or canceling non-urgent medical procedures. These cancellations aimed to allocate 
resources, including healthcare staff and facilities, to manage the influx of COVID-19 
patients. The prevalence of these cancelations depends on the country and hospital. 
Consequently, it has highlighted significant gaps such as limited resources in public 
health, outdated technology, and data sharing challenges [19]. 

6 United Kingdom’s Case: Elective Surgeries Cancellations 
and Impact 

Regarding the UK, this country has the greatest death toll in Europe and is third in the 
world after the United States and Brazil [20]. Moreover, a prospective observational 
study was conducted by De et al. [16], focusing on adult patients who underwent 
elective surgeries in a COVID-free setting. The research encompassed 303 partici-
pants, categorized based on anesthesia type, surgical specialties, and the American 
Society of Anesthesiologist Grade. Impressively, 96% of patients were discharged 
on the same day, and the compliance rate for pre-operative COVID-19 testing was 
100%. Notably, there were no instances of mortality or significant respiratory compli-
cations within the 30-day post-operative period. In conclusion, by carefully selecting 
patients, involving pre-assessment and anesthesia teams concurrently, and adhering 
strictly to pre-operative protocols, it is possible to offer secure elective surgical 
services under reasonably controlled community transmission [16]. Additionally, 
ensuring meticulous post-operative care to address potential COVID-19 infections 
is of paramount importance to uphold safety standards. Nevertheless, maintaining a 
COVID-free and secure environment is especially critical for the success of these 
elective procedures. 

According to an interesting study performed by Dobbs et al. [21], the number of 
canceled surgical procedures in England and Wales during the COVID-19 pandemic 
is at least 2.4 million by the end of 2021, which represents more than 6 months of 
normal surgical activity.
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7 United States’ Case: Economic Impacts on Healthcare 
Providers 

Focusing on the US, “the estimated total annual cost of elective inpatient and outpa-
tient surgical procedures was $147.2 billion, and estimated total hospital reimburse-
ment was $195.4 to $212.2 billion” [8]. Moreover, “cancellation of all elective proce-
dures would result in estimated losses of $16.3 to $17.7 billion per month in revenue 
and $4 to $5.4 billion per month in net income to US hospitals”. 

According to Meredith et al. [7], the economic stability of the healthcare system 
represents around 20% of the US economy. Delayed screenings and treatments have 
been reported, with potential long-term effects on survival rates for conditions like 
breast and colorectal cancer. 

Furthermore, up to 71.8% of live donor kidney transplants were completely 
suspended [4]. Tonna et al. [22] mentioned that elective cases related to muscu-
loskeletal, circulatory, and digestive systems make up 33% (amounting to $447 
billion) of the total revenue in the US. According to the same authors, if all elective 
surgeries are canceled, the excessive load on ICUs would decrease from 160 to 130%. 
In order to manage capacity after the pandemic, most hospitals choose to postpone 
elective surgeries. 

An article published by Mazzaferro et al. [23] explores the financial impact of 
halting elective surgeries, the immediate period after resuming surgeries, and the 
effects of continuing surgeries during the second wave of the pandemic. The study 
focuses on the Department of Surgery at a large academic institution, analyzing real-
world financial data to understand the consequences of the COVID-19 pandemic on 
surgical departments. 

The study examined financial data from the Department of Surgery and additional 
surgical departments at the University of Pennsylvania Health System (UPHS) during 
the pandemic [23]. Revenue and work relative value units (wRVUs) were compared 
between the first and second wave of COVID-19 cases and the corresponding periods 
from the previous year. Hospital census decay rates were calculated to assess the 
decline in cases during each wave. 

The results revealed significant revenue losses across all surgical departments 
during the first wave, with the department of surgery experiencing the greatest net 
revenue loss. Comparing 2020 to 2019 over five months, the health system’s net 
revenue loss amounted to $99,674,376 accounting for 42% of the total revenue loss 
during that time. 

Specifically, the Department of Surgery suffered a net revenue loss of $58,368,951, 
representing 25% of the health system’s total loss. Following the department of 
surgery, orthopedic surgery, neurosurgery, otorhinolaryngology, and oral maxillofa-
cial surgery also experienced substantial revenue declines. Analyzing the revenue 
loss further, a significant difference was found between the first and second waves. 
During the first wave, the median net revenue loss per month per division was higher 
compared to the second wave. Similarly, the percent change in revenue during the first
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wave was greater than during the second wave when compared to the corresponding 
months from the previous year [23]. 

The comparison of revenue between the two years revealed a significant decrease 
in net revenue during the first wave. However, there was no significant difference 
in net revenue between corresponding months during the second wave. Notably, the 
months directly impacted by the elective surgery shutdown, namely March, April, 
and May, experienced a significant decrease in net revenue during the first wave. In 
contrast, subsequent months of the first wave and all months of the second wave did 
not exhibit significant differences. Additionally, the study examined the changes in 
wRVUs during the two waves. A significant difference was observed in the change 
between the first and second waves compared to the corresponding month from the 
previous year. The first wave experienced a larger drop in wRVUs and a greater 
percentage decrease compared to the second wave [23]. 

These findings underscore the substantial financial impact of the pandemic on 
surgical departments, with significant revenue losses and reductions in wRVUs during 
the first wave. The slower recovery and smaller revenue decline observed in the 
second wave highlight the need for effective management strategies to mitigate the 
financial implications faced by healthcare institutions. 

Moreover, Khullar et al. [24] also identified numerous financial challenges that 
are faced by healthcare providers in the United States. Due to the rapid increase in 
COVID-19 patients, hospitals faced a strain on their capacity, Consequently, they 
had to close outpatient departments and postpone elective visits as well as surgery 
procedures. However, these changes pose a threat to hospitals’ financial viability, 
especially for those already facing financial difficulties and relying heavily on revenue 
from outpatient and elective services [24]. 

Elective procedures, particularly orthopedic and cardiac surgeries, are highly prof-
itable for hospitals, and the closure of these services leads to a significant loss 
in revenue. While increased hospital occupancy due to COVID-19 patients and a 
potential surge in services after the pandemic might partially offset the losses, it may 
not be sufficient or evenly distributed among hospitals. Hospitals in some regions 
will experience increased revenue but also face higher costs for additional staff and 
resources, while others will mainly suffer from lost revenue due to restrictions on 
nonessential services [24]. 

These authors explained that since 2018 many hospitals have limited liquid assets 
and are not prepared to handle substantial financial shocks while responding to the 
pandemic. The financial position of hospitals varies, with larger hospital systems 
generally having positive operating margins, while smaller and rural hospitals face 
significant financial challenges. The COVID-19 pandemic exacerbates these finan-
cial difficulties, and one in five rural hospitals is at risk of closure due to financial 
problems. Hospitals with lower financial liquidity are often small, rural, and have 
lower occupancy rates, and critical access status. On the other hand, those with higher 
liquidity are more likely to be nonprofit hospitals, teaching hospitals, or affiliated 
with health systems. 

The article recommended lump-sum payments to help hospitals prepare for and 
respond to COVID-19 surges, funds to offset losses from reduced revenue, and state
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governments allocating funds based on local assessments of financial consequences 
[24]. 

Interestingly, in regions like Louisiana, Michigan, San Francisco, and Virginia, 
disparities are evident, with higher death rates and infection rates among communi-
ties of color [25]. These data can be explained by the presence of pre-existing condi-
tions which amplify the susceptibility to COVID-19 (such as hypertension, diabetes, 
and obesity). These authors considered that limited access to healthy lifestyles and 
healthcare affects communities of color representing another aspect to take in mind. 

7.1 US Hospitals and Their Ability to Adapt 

Financially, hospitals have suffered significant losses, resorting to cost-shifting 
practices to cope in the US [7]. 

A recent research published by Mattingly et al. [26] analyzed the COVID-19 
elective surgery problem from a different viewpoint. The authors mention that the 
United States lacked a framework, systems, or protocols to address an abrupt reduc-
tion in surgical procedure volume. However, just 35 days after the American College 
of Surgeons (ACS) advised reducing elective procedures, a collaborative statement 
was issued by the American Society of Anesthesiologists, the Association of pre-
operative Registered Nurses, and the American Hospital Association. This statement 
offered guidance for the resumption of elective surgical procedures. Hospitals took 
steps to reopen access to elective surgical procedures. 

For instance, in Veterans Affairs hospitals, surgical procedures across various 
specialties rebounded between May and June 2020, although not reaching the 
previous year’s levels. As the volume of COVID-19 patients surged during the 
subsequent months, known as the second wave, the regulation of surgical procedure 
scheduling was delegated to states and individual hospital systems [26]. 

According to the same research, drawing from a comprehensive collection of surg-
eries across 3498 Current Procedural Terminology (CPT) codes, the study compares 
surgical trends from 2019 until the first month of 2021. The aim is to capture 
the immediate aftermath of the pandemic’s onset and its continued repercussions 
into the following year. A broader analysis provides a sense of scale: in 2019, the 
U.S. saw 6,651,921 surgeries in total. However, by 2020, this number had plunged 
to 5,973,573, with January 2021 further registering 483,073 surgeries. The sharp 
descent, amounting to 678,348 fewer surgeries in 2020, translated to a 10.2% dip, 
giving a stark indication of the disruptions caused. 

Contrary to popular misconceptions, the term ‘elective’ does not necessarily 
denote surgeries that are optional or unnecessary. Instead, it typically refers to planned 
surgeries that aren’t emergencies, allowing for a certain degree of flexibility regarding 
their scheduling. Given the pressing demands of the pandemic, many medical facili-
ties opted to either postpone or cancel these elective procedures to conserve resources, 
a strategy evident in the drop in numbers. The beginning of 2020, marking the initial 
pandemic shutdown, saw surgeries plummeting by 48.0% compared to the same
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period in 2019. Within this decline, elective surgeries bore a significant brunt of the 
reductions. Cataract surgeries, primarily elective, decreased by a staggering 89.5%. 
Similarly, elective ENT procedures were down by 70.1%. Musculoskeletal surgeries, 
often consisting of treatments like knee and hip replacements, which are commonly 
elective, witnessed a 63.7% reduction [26]. 

Elaborating on specific elective procedures provides a clearer picture. Cataract 
repair, a surgery that often falls under the elective category due to its nature, expe-
rienced a precipitous 89.5% drop during the initial shutdown. Bariatric surgery, 
a treatment option for obesity, fell by 90.8%. Knee arthroplasty and hip arthro-
plasty, common procedures for osteoarthritis patients, were reduced by 86.8% and 
79.9%, respectively. These figures emphasize how elective surgical treatments, 
despite their significance to patient well-being, were substantially affected during 
the pandemic. These deferrals weren’t made lightly; they stemmed from a combined 
effort to optimize available medical resources to combat an overwhelming and 
then-little-understood viral threat [26]. 

Nevertheless, the latter months of 2020 witnessed a subsequent rise in COVID-19 
cases, leading to a resurgence in elective surgeries [8, 25]. While surgical numbers 
neared those of 2019, some elective procedures like knee arthroplasty and certain 
abdominal repairs still lagged. An interesting observation during this period was 
the blurring relationship between COVID-19 incidence rates and elective surgery 
volumes. In the initial shutdown, higher rates directly correlated with reduced surg-
eries. Yet, as the pandemic wore on, many states showcased an ability to conduct 
near-normal or even higher rates of elective surgeries despite the looming presence 
of the virus. 

The elasticity displayed by the healthcare sector in resuming elective surgical treat-
ments highlights its inherent adaptability. However, there’s an underlying concern 
regarding the postponed or canceled procedures from earlier in the year. While the 
study illuminates the magnitude of the decline, it does not investigate deeply the 
subsequent health ramifications for those who had their elective surgeries delayed. 
In this line, it’s imperative to reevaluate the true costs of care, implement robust 
testing protocols, and foster a sense of shared responsibility to ensure the continua-
tion of nonemergency surgeries while navigating the complexities of the COVID-19 
era [7]. 

8 Economic Consequences and Strategies 

As a result of the COVID-19 pandemic, there has been the emergence of chal-
lenges like a surgical backlog due to postponed procedures and financial pressures 
on healthcare institutions. 

The cancellation of elective procedures during the coronavirus disease pandemic 
has had a substantial economic impact on the worldwide hospital system [15]. For 
example, only in US hospitals, do elective procedures account for approximately 
$195.4 to $212.2 billion in revenue and $48.0 to $64.8 billion in net income per
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year [8]. Moreover, Koushan et al. [11] mentioned that US hospitals lose between 
US$1430 and US$1700 an hour for same-day surgery, approximately. 

In this line, hospitals have postponed and canceled elective surgeries. The reasons 
behind surgery cancellations can vary across hospitals. The main aim was a substan-
tial increase in hospital, resources, and ICU bed capacity, though this will vary 
between states, and at significant financial cost. This organization was adjusted 
according to simulated trends of COVID-19 incidence [22]. Elective inpatient surg-
eries account for 27% of hospital and ICU beds and 43% of gross revenue, which 
varies substantially by specialty. The most postponing elective surgeries (33%) were 
related to procedures involving the musculoskeletal, cardiovascular, and digestive 
systems. 

However, other factors such as the unavailability of operation room time or inap-
propriate scheduling policies could be considered [11]. According to the same 
authors, patient-related causes, such as patient absence and patient refusal, also 
contribute to cancellations, although in less prevalence. 

It is important to note that the effects are not only economic ones but also on 
both hospital performance and patient contentment. It is a fundamental challenge 
within healthcare systems, resulting in significant disruptions to patient pathways. 
Additionally, cancellation creates psychological and financial hardships for patients 
and families as their daily life is disrupted [11]. Moreover, the mental health of 
healthcare professionals was affected during the pandemic [4]. 

As we mentioned previously, these substantial reductions in elective procedure 
volumes result in several significant observations. These financial pressures arise 
from a decrease in income, heightened expenses, and difficulties in upholding 
operational viability. 

In this line, adaptive strategies are required in the healthcare field, ensuring the 
continuation of quality patient care while addressing the economic challenges posed 
by the pandemic. The pandemic has spurred innovative changes in the realm of 
elective surgeries. For example, the adoption of regular virtual healthcare practices 
is a positive effect on this field [5]. Telemedicine, virtual consultations, and remote 
pre-operative assessments have surfaced as alternatives for conventional procedures, 
reducing direct physical interactions, and enhancing the efficient use of resources. 
Moreover, a holistic approach is imperative for financial stability, optimizing resource 
allocation, and fostering innovation in healthcare service delivery. 

9 Conclusions 

In summary, elective procedures hold immense significance for the financial health 
of healthcare providers for several compelling reasons. The observations drawn from 
the analyzed studies underscore the aftermath of the COVID-19 pandemic on elective 
surgeries and the subsequent financial implications for healthcare systems. As previ-
ously noted, there are various compelling arguments favoring a deeper exploration 
of the advantages of elective healthcare for healthcare providers globally.
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Firstly, Revenue Generation stands out as a critical factor. Elective surgeries make 
substantial contributions to the revenue streams of healthcare providers. The reduc-
tion or elimination of these procedures during the pandemic led to significant revenue 
shortfalls in surgical departments. 

Moreover, Cost Coverage is pivotal. Elective surgeries often yield higher profit 
margins, allowing healthcare providers to offset fixed costs such as salaries, facility 
maintenance, and administrative expenditures. This financial buffer supports the 
stability of healthcare institutions by generating revenue that can be allocated to 
essential resources for maintaining quality care. 

Equally important is the role of Elective Surgeries in balancing healthcare services. 
While prioritizing emergency and essential care remains paramount, elective surg-
eries play a complementary role in achieving a comprehensive healthcare ecosystem. 
Conducting such surgeries not only generates supplementary revenue but also 
subsidizes essential services that might not be financially self-sustaining. 

The perspective of Infrastructure and Resource Utilization is also notable. 
Executing elective surgeries often necessitates specialized infrastructure, like oper-
ating rooms and surgical equipment. By optimizing these resources through elective 
surgeries, healthcare providers can maximize efficiency and returns on investment, 
bolstering the financial sustainability of healthcare operations. 

Lastly, Elective Surgeries contribute to Economic Recovery and Growth. Sound 
financial standing empowers healthcare providers to contribute to economic expan-
sion through job creation, technological investments, and support for various sectors. 
The resurgence of elective surgeries post the pandemic is pivotal in recovery strate-
gies, restoring financial stability and fostering overall economic well-being within 
different regions. 

As we mentioned, the COVID-19 pandemic had a lot of consequences on private 
healthcare providers, not only economic losses but also changes in psychological 
consequences. Both patients and professionals were affected. The study focused on 
substantial reductions in elective procedure volumes and highlights several signifi-
cant observations. This research offers valuable perspectives on how the pandemic 
has influenced surgical operations, including cancellations and financial conse-
quences. New strategies must be implemented in order to control this situation for 
future pandemics. As the pandemic continues to exert its influence, the findings 
emphasize the importance of resilience, flexibility, and collaborative efforts among 
private healthcare providers to mitigate the adverse effects and navigate the path 
to recovery. Effective planning, resource allocation, and management strategies are 
crucial for mitigating the consequences of disrupted surgical services caused by the 
pandemic. 

In light of the COVID-19 pandemic, the narrative surrounding “elective” surgery 
has evolved, underscoring its indispensable role in the healthcare ecosystem.
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Management of Small and Medium-Sized 
Enterprises During the COVID-19 
Pandemic in the Slovak Republic 

Ľubomíra Strážovská and Branislav Borecký 

Abstract The COVID-19 pandemic has affected our entire business life. This was 
particularly noticeable in the business sector and especially small and medium-sized 
enterprises. We watched daily what problems this important part of the national 
economy was going through. For many businesses, the two years of the COVID-
19 pandemic have been devastating. On the contrary, new enterprises were created 
that began to deal with a different subject of activity. The choice of the topic of 
the chapter is topical because it maps the current state of the COVID-19 pandemic. 
The aim of the chapter is the impact of the COVID-19 pandemic on the business 
sector in the Slovak Republic. The scientific research methods used were analysis 
and synthesis, deduction and a questionnaire survey that showed the problems of 
small and medium-sized enterprises in Slovakia. The results of the chapter represent 
proposals for the renewal and revitalization of small and medium-sized enterprises 
in Slovakia. 

Keywords Small and medium-sized enterprises · COVID-19 pandemic · Business 
management · Economic impact · Family businesses · Slovakia economy 

1 Introduction 

The development and dynamics of small and medium-sized businesses and their 
economic results is an essential element of the development of every country. Small 
and medium-sized enterprises as well as family enterprises have characteristics such 
as flexible, progressive, motivating, stimulating and are also carriers of employment
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[2]. On the other hand, they are also a sensitive indicator of all political, environ-
mental, legal, and economic changes, to which they react very quickly and sensitively. 
Especially in the current era marked by the COVID-19 pandemic. 

In the ongoing process of modernization and digitization of the national economy 
of Slovakia and its adaptation to global trends as well as globalization trends, small 
and medium-sized as well as family businesses became an important element of the 
Slovak national economy [27]. Every day we are aware of the importance of these 
businesses precisely because of the various factors that we will mention in this thesis. 

Well-developed management in small, medium, and family businesses is a 
part of functioning businesses in the national economy. Business management 
consists of many actions that a manager must perform. These are activities such 
as: leading people, making decisions, controlling, hiring employees. Especially in 
family businesses, e.g., admission process very important. 

Small and medium-sized entrepreneurs began to receive significant attention in 
the European area after 1971, when the so-called The Bolton Report, which defined 
small and medium-sized enterprises in general with the following characteristics: 

1. small and medium-sized enterprises have a relatively small share of the market 
and practically cannot significantly influence the market in any way, 

2. small and medium-sized enterprises are managed by business owners, families, 
owners, or co-owners, and not mediated through a formal management structure, 

3. small and medium-sized enterprises are independent enterprises, they do not 
form part of another larger enterprise [9]. 

This act changed the public’s thinking about this type of business. More attention and 
emphasis began to be paid to them. We can assume that there has been a significant 
shift in interest in this type of business since World War II. 

The forecasts for the performance of the Slovak economy for 2020 and 2021 were 
less favorable. Slovakia’s economy was mainly affected by the economic effects of 
the COVID-19 pandemic. The economic recovery therefore depended to a large 
extent on the development of the epidemiological situation, the revival of foreign 
demand, as well as the ability to adopt support measures and the rate of drawing 
financial aid intended for business entities whose economic activity was stopped or 
limited by the impact of taking measures to mitigate the coronavirus pandemic in 
the (Fig. 1) Slovak republic [28].

1.1 Relevance 

The COVID-19 pandemic has affected the entire entrepreneurial life. It marked 
primarily the business sector and mainly small and medium-sized enterprises. We 
watched daily what problems this important part of the national economy was going 
through. For many businesses, the last two years have been liquidation. On the 
contrary, new enterprises were created that began to deal with a different subject of
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Fig. 1 Industry structure of small and medium. Source [39]

activity. The whole company seems to have changed and we are still following its 
development as well as the development of the business environment. 

The choice of topic is very important because it maps the current state of the 
COVID-19 pandemic and its impact on the business sector in the Slovak republic. 
It should be noted here that the situation was also marked by the start of the war 
between Russia and Ukraine. The purpose of the goal was to map the situation in the 
business sector in Slovakia during the COVID-19 pandemic and to make proposals 
for the renewal and continuation of small and medium-sized businesses as well as 
family businesses [46]. 

The contribution contains interesting and up-to-date information in the business 
sector in Slovakia and comparisons with Germany as a developed economy. 

The aim of the paper is to propose measures to reduce the adverse impact of the 
COVID-19 pandemic based on the conducted survey. The survey was conducted 
during the difficult period of the pandemic as well as the beginning of the fighting 
between Russia and Ukraine. 

1.2 Goals and Objectives 

The goal of the contribution was to express one’s own opinions and proposals in 
the field of business environment management in Slovakia after the period of the 
COVID-19 pandemic. 

Since the current situation in the last three years was significantly affected by the 
COVID-19 pandemic, we considered it necessary to look at the state of business in 
Slovakia compared to the advanced economy of Germany. We think that our country
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could adopt several measures that could restart businesses from a more advanced 
economy. Measures in the field of management and business management are also a 
matter of course. 

The sub-goals are as follows: 

– study of professional domestic as well as foreign literature and professional 
sources, 

– analysis of all sources and selection of sources, 
– description of the current situation in the business sector during the COVID-19 

pandemic, 
– description of the form of businesses—family businesses, 
– characteristics of the state of family businesses during the COVID-19 pandemic 

in Slovakia, 
– carrying out a questionnaire survey on a selected sample of respondents. 

To fulfill the goal of the work, we will use basic scientific methods such as: analysis 
and synthesis, deduction as well as induction. In the third chapter, we will use the 
descriptive method, where we will describe the current situation in the business 
environment from the manager’s point of view, under the influence of the COVID-
19 pandemic. To better ascertain the situation, we conducted a survey where we 
found out the problems of small and medium-sized as well as family businesses. 

It was necessary to personally go to the respondents and address them. In the 
end, it was possible to fill out 36 questionnaires together with the respondents. Not 
all respondents answered all questions [41]. Overall, due to saving time, conditions, 
and the willingness of the respondents, we shortened the survey to 11 questions, 
with which we fulfilled the goal of the diploma thesis. Finally, we made our own 
suggestions based on the results. 

We conducted the survey between 10.6.2021 and 30.3.2022 through a question-
naire that was sent to respondents by email or in person. Personally, because (as 
we mentioned) the businesses did not operate in normal mode and it was also more 
difficult to contact the owners or managers. Enterprises operated in a provisional 
mode. We obtained the survey sample by a targeted selection of respondents, so that 
the sample for our final diploma thesis was as diverse as possible, in terms of age and 
education. A total of 36 respondents filled out the questionnaire. Most respondents 
were between 40 and 50 years old, the least between 30 and 40 years old. We used 
a quantitative survey to gather information. The source for obtaining information in 
the research part was the aforementioned questionnaire. Its completion was anony-
mous and voluntary. The questionnaire contained 11 questions. Respondents had the 
opportunity to choose one of several options. The questionnaire also contained open 
questions, which gave us a good overview of the issues under investigation [48]. 

The questions were created on the basis of finding out the current situation in the 
Slovak business environment, and the current situation of small and medium-sized 
as well as family businesses in Slovakia. We honestly selected the respondents based 
on the following criteria:
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• Whether the enterprise is a small and medium-sized enterprise or a family 
enterprise,

• Whether the respondent is an owner/manager or an employee,
• What problems accompanied the company during the COVID-19 pandemic. 

Four research questions were asked for the survey: 

1. How has the COVID-19 pandemic affected managers/owners? 
2. What is the opinion of managers/managers on the development of business 

culture? 
3. What products could companies offer after the end of the covid-19 pandemic in 

Slovakia? 
4. How did customer priorities change during the COVID-19 pandemic? 

We summarized the questions as well as the answers into groups according to the 
topic and into individual sub-chapters and sections [32]. We alternated the evaluation 
graphically as needed, using pie charts, column charts, bar charts or contingency 
charts. We left the questions in the text under the original designation. We did not 
mark the images, as they are the work of the author of the diploma thesis. 

2 Theoretical and Conceptual Background 

In theory as well as in economic practice, there are many definitions of small and 
medium-sized as well as family businesses. There is no universally accepted or used 
definition in the world. It is primarily due to the heterogeneity of small and medium-
sized enterprises. In theory, we can see or study different definitions according to 
size structure by individual authors [5, 49]. 

Several criteria are adopted for the classification of small and medium-sized enter-
prises. But only some are used in economic practice. We present the criteria used in 
our thesis as well as in the first chapter. 

The most frequently used criteria in economic practice are qualitative and 
quantitative criteria. We will also characterize them in the following subsections 
(Table 1). 

Quantitative or numerical criteria of small and medium-sized as well as family 
businesses have the following definition in European countries:

Table 1 Criteria for small and medium-sized enterprises 

Quantitative criteria Qualitative criteria 

More commonly used as quality criteria More difficult to assess or difficult to assess 

More precise than qualitative criteria They can be inconsistent 

Uniform criteria in EU countries They can be biased 

Source [6] 
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• number of annual sales achieved;
• value of investment property;
• size of production;
• market share size;
• number of employees;
• amount of invested capital or value of assets. 

At this point, we must state that the most frequently used criterion is the number 
of employees. This criterion is used in all countries of the European Union. This 
criterion can sometimes be misleading due to the size of the company, or the sales 
achieved in the company. At this point, however, it should be noted that the individual 
states of the European Union may still have their own special specifics when being 
included in individual categories [3]. 

For further definitions, we can look at the European Commission (EC) defines an 
enterprise as, an entity that carries out economic activity, regardless of its legal form 
[10]. 

The determining factor is the economic activity, not the legal form. For this reason, 
according to the EC, self-employed persons and family businesses that carry out craft 
or other activities, commercial companies, partnerships, or associations that regularly 
carry out economic activity can be classified as enterprises [25]. 

Based on the recommendation of the European Commission 2003/361/EC on 
the definition of SMEs, the group of small and medium-sized enterprises includes 
business entities that employ less than 250 people and whose annual turnover does 
not exceed 50 million Euros and/or the total annual balance sheet does not exceed 
43 million Euros. The individual size categories of SMEs are determined according 
to the threshold values of the above-mentioned criteria, while we distinguish three 
categories [10]. 

The following Fig. 2 illustrates the division of enterprises into individual 
categories of micro, small and medium-sized enterprises according to various criteria. 

As we mentioned above, the comparability of individual criteria and individual 
approaches to the quantitative definition of SMEs in different countries is made

Fig. 2 Division of enterprises. Source [47] 
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difficult by the fact that, as a rule, there are several definitions in each country 
according to purpose [34]. 

In the practical application of numerical criteria for the definition of SMEs, we 
encounter certain limitations, and they are as follows: 

– Distinguishing between business entities and facilities based on their legal as well 
as economic independence. 

– Criterion according to the number of employees—it is necessary to define whether 
they are permanent employees, part-time employees. 

– Criterion of achieved sales—this indicator is very variable depending on the phase 
in which the specific industry is located, it depends on seasonal as well as cyclical 
influences. 

– Industry differences [33]. 
– Market share size criterion—often depends on other criteria as well as external 

influences. 

2.1 Qualitative Definition of Small and Medium-Sized 
Enterprises 

The qualitative criteria or verbal criteria according to which the size criteria of 
enterprises can be defined include:

• organizational factors;
• legal factors;
• social factors. 

The exact addition or characterization of a certain characteristic of an SME is not 
possible, because a characteristic typical of an SME can also appear in a company 
that in other characteristics corresponds to the category of a large company [30, 31]. 

When qualitatively defining small and medium-sized enterprises, in our opinion, 
there are basically two ways to proceed: 

1. By compiling a set of characteristics that are atypical for. If a given enterprise 
shows a specified minimum number of characteristics typical for the SME group, 
it can be included in this category of enterprises, 

2. By the method of cluster analysis, in which enterprises are differentiated 
according to the accumulation—a cluster of characteristics. 

World-renowned and scientifically oriented authors used the following elements to 
determine differences and differences as well as specifics:

• Management process.
• Organizational process.
• Sales and production.
• Research and development.
• Supply and material management.
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• Financing and Research.
• The staff [44]. 

Other quality criteria that can also be measured or used as non-measurable criteria 
are the following:

• Work productivity.
• Size of sales.
• Profitability. 

Here it must be stated that among the classic factors or characteristics for quality 
criteria we can consider the following:

• Type of management.
• Organizational structure.
• Form of ownership.
• Industry and type of market.
• The impact of the enterprise on the wider environment or the immediate vicinity 

of the enterprise.
• The role of the company in the region or the employment of workers from the 

vicinity of the company [7]. 

2.2 Characteristics of Family Business 

Family business is the oldest form of business. This is evidenced by historical records 
as well as historical channels. Among the countries where this type of business has 
lasted the longest are the following countries: Japan, Italy, Germany, Switzerland, 
Spain. It is also due to the appropriate political environment [53]. 

Family business is a significantly used type of business in individual countries 
of the continents. The family is the foundation of the state. In Slovakia, attention 
was paid to this form of business only in the years 1900–2000, when many defunct 
family businesses followed up on the interrupted activity. As the author Ľubomíra 
Strážovská states in her publications, in the given years there was no professional or 
scientific literature on the given type of issue in Slovakia [43]. 

For family businesses, we would summarize the qualitative characteristics in the 
following points:

• Personality of the owner, work behavior of family members employed in the 
company.

• Distribution of the authority of the business owner among the family members 
employed in the business.

• Behavior of the family business owner towards non-family employees,
• Ethical and moral values in a family business. 

Overall, we can also conclude according to the Les Henokiens organization that we 
can define over a hundred-year-old family businesses as businesses that have:
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• “suitable” political situation;
• masculinist culture;
• religious roots. 

This association unites more than a century-old family businesses all over the world. 
Companies join the association voluntarily for the purpose of support and exchange 
of experience in management and business [38, 37]. 

They place substantial knowledge as well as substantial emphasis on the exchange 
of generations and emphasis on the quality of leadership as well as the readiness of 
the incoming generation to lead the company. 

Family businesses existed in Slovakia until 1947, later they were expropriated, 
and they were the businesses that operated in various industries most often:

• tourism;
• construction industry;
• banking and others. 

Management as a scientific discipline is defined by Kajanova et al. as follows: … 
represents an accumulated and logically organized set of knowledge about the prin-
ciples, methods and procedures of management and organizations in the conditions 
of a market economy, which are developed based on experience and the results of 
scientific disciplines [24]. 

American authors base their theory of management on technology, German 
authors base their theory on people, joint decision-making by workers, cooper-
ation between capital and labor. Japanese authors develop management theory 
because of the peculiarity of Japan’s historical development and culture. The 
Japanese management system was born as a counterweight to American or Western 
management. 

There are both common and different features in the theoretical area. In the USA, 
the lack of influence on business activity by the government is characteristic. In 
Japan, highly qualified central regulation of the economy ruled, but its scope is 
gradually decreasing. Japanese management draws on people’s experience, respects 
their moral, aesthetic, and emotional side. 

There are both common and different features in the theoretical area. In the USA, 
the lack of influence on business activity by the government is characteristic. In 
Japan, highly qualified central regulation of the economy ruled, but its scope is 
gradually decreasing. Japanese management draws on people’s experience, respects 
their moral, aesthetic, and emotional side. 

The theoretical definition of the content of the economic category of manage-
ment can be found in the well-known author and management experts Kajanová and 
Nováček [23]. We quote from his work: Management is a process focused on the 
effective achievement of goals, the content of which is: 

– planning; 
– organizing; 
– leading of people; 
– control.
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These categories also express the basic functions of management. In the scientific 
works, the well-known expert Ján Rudy finds other definitions of the authors, which 
bring closer the understanding of the essence of this economic category, emphasizing 
effective integration, coordination of resources, monitoring of the achievement of 
goals, decision-making enabling the achievement of a set goal through other people. 

It follows that this is an important process organized in the life of human society. 
Some authors emphasizes that it is a dynamic process that starts with defining goals, 
planning, implementing other functions and ending with control [13, 12]. 

Our task is to focus on management as a scientific discipline. The authors empha-
size that it has an interdisciplinary nature. The disciplines from which it draws, as well 
as its own research and activities, enable the creation of new scientific knowledge, 
the application of which can support the growth of efficiency. 

The world-famous author Ľubomíra Strážovská states that the management and 
development of businesses and their consequences are primary [47]. In this context, 
it is necessary to deal with the starting points and characteristics of management, 
the decision-making and information process, planning and control, organizing and 
organizational structure, leading people [42]. 

The content of the economic category management (term) is multifaceted and in 
the field of pedagogical process we perceive it as: 

(a) science—theory, 
(b) a specific activity carried out by a specific group of people. 

In the current era, marked by constantly improved technologies and the COVID-19 
pandemic, many skills and qualities are needed that a good manager should master. 

According to Oláh et al. managers have never had to know so much before. 
Nowadays, every business and management process consist of the need to know 
as much as possible about the customer and to know a lot of activities as well as 
information [40]. Managers trying to run a business are subject to an abundance of 
information from endless sources of cybernetics. In a universal world, the advantage 
is on the side of universal leadership [25]. 

The task of a modern manager consists in more effective activities based on more 
effective knowledge. Hajduova et al. stated in his publication that many managers 
do not continue to learn and act like they already know everything. The authors also 
emphasizes that a business can only survive if it becomes a learning organization 
[50, 19]. 

The industrial age opened the door to the age of computerization. Currently, all 
forms of computerization are being activated as well as approaches to organizations 
are changing. According to Kononenko et al. old and well-established certainties are 
disappearing, and boundaries are breaking down. More and more it is becoming clear 
that the character of future generations and organizations is determined by people 
and their speed to learn everything new [29]. 

Computerization brought better information not only to managers but also to 
customers [18]. They then have greater demands on the quality and price of the 
product.
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Rapid convergence in computer and telecommunications technologies means that 
information can flow through multiple channels of an organization at the same time. 
Many owners of family businesses find it unnecessary to employ managers in various 
functions. At present, the cumulation of functions and the non-sharing of positions 
are preferred [35]. 

3 Characteristics of the Business Sector in the Slovak 
Republic During COVID-19 

3.1 Slovak Business Environment During COVID-19 

In this part, we would like to characterize and describe the situation in the Slovak 
business environment of family businesses during the COVID-19 pandemic and also 
compare it with German family businesses. 

By describing the categories already mentioned, we would characterize the current 
situation in Slovakia as well as the state of SMEs over the past two years, during the 
COVID-19 pandemic. For comparison, we will describe and characterize German 
established family businesses, which also must try to survive in the current problems 
with the COVID-19 pandemic. Slovak businesses could be inspired by German family 
businesses in terms of surviving or just surviving current problems. 

In addition to the health effects, the coronavirus also has according to Čajková et al. 
a significant economic impact as well as an impact, especially on entrepreneurs and 
employers [51]. In the current situation, there are a few measures that entrepreneurs 
can take immediately to mitigate the economic effects of the state of emergency at 
least partially. 

From a long-term perspective, the position of small and medium-sized enterprises 
(hereinafter referred to as “SMEs”) in the national economy is significant, especially 
from the point of view of contributions to total employment, added value and support 
for the development of the economy [8]. 

According to Mimoso and Azevedo the importance of small and medium-sized 
enterprises can also be observed in the structure of economically active business enti-
ties [31]. In the monitored year 2020, the COVID-19 pandemic was an unreservedly 
central factor in the economic environment [4]. The decline in economic activity did 
not occur only in the Slovak republic but was also characteristic of other countries. In 
the European Union as a whole, the performance of the economy decreased mainly 
due to the collapse of important EU economies. The effects of the new type of coro-
navirus were also reflected in the economic performance of the sector of small and 
medium-sized enterprises. The unfavorable economic situation in Slovakia affected 
the development of the monitored economic indicators of SMEs [21]. 

The year 2020 was exceptional from the point of view of the development of exoge-
nous factors, which changed the development of the Slovak and global economy in 
an extraordinary way. The COVD-19 pandemic was an unreservedly central factor
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in the economic environment in 2020. The year 2020 was characterized not only by 
a significant drop in economic performance. The spread of a new type of coronavirus 
in 2020 was also largely associated with a relatively high degree of uncertainty and 
risk, which was primarily based on the development of the epidemiological situ-
ation, which is also related to the economic activity of business entities [1]. Due 
to the pandemic, the performance of the Slovak economy collapsed after years of 
continuous growth [16]. 

The recorded decline was the sharpest in the second quarter of 2020, in which 
a decrease of almost 11% was recorded. In the second half of the year, the Slovak 
economy was able to moderate the pace of its decline. The drop in GDP in the second 
half of the year was significantly lower (in the fourth quarter it was −2.1%). The 
decline in economic activity did not occur only in Slovakia but was also characteristic 
of other countries. In the European Union as a whole, the performance of the economy 
decreased by 6.1%, mainly due to the collapse of important EU economies [30]. 
Among the V4 countries, the lowest year-on-year decline in economic performance 
was recorded in the case of Poland. Slovakia and Hungary were placed behind Poland 
with a significant distance. As a result of the complex pandemic situation, the Czech 
Republic experienced the deepest slump among the countries of the Vyšehrad Group 
[36]. 

3.2 The Situation of Small and Medium-Sized Enterprises 
in the Slovak Republic 

The employer is not obliged to notify the employee if the hiring, transfer to another 
workplace, assignment or transfer to another job, introduction of new technology, 
new work procedure, or new work tool occurred during an extraordinary situation, 
state of emergency or state of emergency declared in in connection with the disease 
COVID-19 (hereinafter referred to as a crisis situation) and if it is objectively impos-
sible to fulfill this obligation; however, failure to fulfill this obligation must not 
immediately and seriously endanger life and health. The employer is obliged to 
inform the employee as soon as possible, at the latest within one month from the day 
of the withdrawal of the crisis. 

The period, the end of which falls on the duration of the crisis, rests during the 
duration of the crisis situation. The deadline, the end of which falls within one month 
from the date of the withdrawal of the crisis, is preserved if the employer fulfills the 
notification obligation within one month from the date of the withdrawal of the crisis 
situation at the latest [36, 42]. The provisions of the first sentence and the second 
sentence apply only if it is objectively impossible to fulfill the notification obligation 
within the original deadline; failure to fulfill the notification obligation within the 
original deadline must not, however, immediately and seriously endanger life and 
health [45].
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Own resources are limited, the support policy must be precisely determined. It 
is expected mainly with the help of European funds. The most threatened are the 
culture and tourism sectors, but also industrial companies [52]. 

Occupancy of accommodation capacities is extremely low, corporate clients who 
have not yet canceled booked events are doing so now. Given the limitation of own 
resources, the policy must be precisely targeted. Eurofunds are the bearers of a strong 
fiscal stimulus [14, 15]. The hottest candidates for such help are the culture, sports 
and accommodation sectors. Industrial companies blamed this on the low limit of aid 
per employee, which was, for example, EUR 880 under the Kurzarbeit scheme. Help 
to maintain employment must come immediately and forcefully. The government 
will not avoid compensations. 

3.3 Proposals for Measures to Mitigate the Effects 
of the COVID-19 Pandemic 

Measures presented by the government: 

1. The state reimburses 80% of the employee’s salary to all companies whose opera-
tions are compulsorily closed. Companies have been closing operations by order 
of the state since March 12, 2020. 

2. If the company’s sales fall by more than 20%, the state will contribute to the 
company and self-employed workers’ salaries according to the amount of the 
losses. The government would like to start paying the contributions as early as 
April 15, 2020. 

3. Provision of bank guarantees in the amount of 500 million euros per month. The 
reason is that banks are willing to lend money to entrepreneurs and companies. 

4. For employees in quarantine and parents in nursing care, the state will always 
pay 55% of their gross salary. While in the past the maximum period of receipt 
of sick leave could be ten days, now the length has moved up to 101 days. 

5. Postponement of the payment of levies for the employer if his sales fall by more 
than 40%. 

6. Postponement of income tax advances in the event of a decrease in sales by more 
than 40% [26]. 

If the unions and employers do not agree on a new minimum even in 2020, it will be 
decided by the formula determined by law by the previous government. According 
to him, its new amount will be 656 euros. 

According to Jančíková and Pásztorová in 2020, the minimum wage valid for 
2021 will be set. Until 2019, the minimum wage was set by the state, unless the trade 
unions and employers reached an agreement. And they practically never agreed, 
that’s why the state decides on the level of the minimum wage [22]. 

If, even in 2022, the unions and employers do not agree on a new level of the 
minimum wage, which is very likely from experience, it will be decided by the
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formula determined by law by the previous government, according to which the new 
minimum wage will be 656 e [17]. 

We are currently entering a recession due to the coronavirus pandemic. The 
formula is supposed to determine the value of the minimum wage until “bad times” 
based on data from “good times”, and that is dangerous [42]. 

There is no consensus in the Slovak republic or abroad about the impact of 
minimum wages on the economy. There are areas in which the growth of minimum 
wages causes positive development, in others its impact can be understood negatively. 
The nature of these conflicting influences cannot be unequivocally determined. Some 
are oriented more towards the market and business environment, others towards the 
cohesion and social stability of the population or the reduction of regional disparities. 
The opinion on the minimum wage is thus naturally different depending on which 
values are given greater weight [51, 20]. 

4 Results of a Questionnaire Survey 

4.1 Questionnaire Survey 

The selected small and medium-sized enterprises and their managers had difficulty 
keeping the business running, or surviving with the business, so they were not very 
willing to fill out the questionnaire. It was necessary to personally go to the respon-
dents and address them. In the end, it was possible to fill out 36 questionnaires 
together with the respondents. Not all respondents answered all questions. Overall, 
due to saving time, conditions and the willingness of the respondents, we shortened 
the survey to 11 questions, with which we fulfilled the goal of the diploma thesis. 
Finally, we made our own suggestions based on the results. 

We conducted the survey between 10.6.2021 and 30.3.2022 through a question-
naire that was sent to respondents by email or in person. Personally, because (as 
we mentioned) the businesses did not operate in normal mode and it was also more 
difficult to contact the owners or managers. Enterprises operated in a provisional 
mode. We obtained the survey sample by a targeted selection of respondents, so that 
the sample for our final diploma thesis was as diverse as possible, in terms of age 
and education. 

A total of 36 respondents filled out the questionnaire. Most respondents were 
between 40 and 50 years old, the least between 30 and 40 years old. We used a 
quantitative survey to gather information. The source for obtaining information in 
the research part was the aforementioned questionnaire. Its completion was anony-
mous and voluntary. The questionnaire contained 11 questions. Respondents had the 
opportunity to choose one of several options. The questionnaire also contained open 
questions, which gave us a good overview of the issues under investigation. 

We used Forms to fill out the questionnaire. We deliberately did not indicate 
the percentage. The questions were created on the basis of finding out the current
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situation in the Slovak business environment, and the current situation of small and 
medium-sized as well as family businesses in Slovakia. We honestly selected the 
respondents based on the following criteria:

• whether the enterprise is a small and medium-sized enterprise or a family 
enterprise;

• whether the respondent is an owner/manager or an employee;
• what problems accompanied the company during the COVID-19 pandemic. 

Four research questions were asked for the survey: 

1. How has the COVID-19 pandemic affected managers/owners? 
2. What is the opinion of managers/managers on the development of business 

culture? 
3. What products could businesses offer after the end of the COVID-19 pandemic 

in Slovakia? 
4. How customer priorities changed during the COVID-19 pandemic? 

We summarized the questions as well as the answers into groups according to the 
topic and into individual sub-chapters and sections. We alternated the evaluation 
graphically as needed, using pie charts, column charts, bar charts or contingency 
charts. We left the questions in the text under the original designation. 

4.2 Value Co-creation from a Second-Order Perspective 

One of the initial questions was the age of the respondent. Most respondents were 
between 40 and 50 years old. The least was 20–30 years old. We displayed the 
result of the question on a pie chart as well as a column chart. We did not state the 
percentage. We have highlighted the largest sample of respondents in bold. 

The question of the highest education came out as follows: the most respondents, 
15, have a university education, and the result of primary education is interesting—9 
respondents. We found that even respondents with basic education own and manage 
a business. Even basic education was not a problem for entrepreneurs or managers 
of micro or small construction companies who had to hire employees during the 
COVID-19 pandemic, because there was a lot of interest in their products. During a 
personal interview with the respondents, we learned more and that the respondents 
with basic education are micro or small construction companies, where skill and 
practical experience are more important than education. We display the results on a 
pie chart as well as a column chart. 

The given question was asked to the respondents personally, as it preceded the 
explanation. The questions related to problems in the respondent’s company, namely 
the dismissal of employees, the hiring of employees, or directing the employee to 
an agreement on the performance of work or the termination of business activity. 
The results were as follows: up to 13 respondents had their employees dismissed,
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or 9 respondents had to close their business. In six of the respondents’ compa-
nies, employees had to switch to a work activity agreement. In essence, the survey 
confirmed the situations that were also reported in the media, that small and medium-
sized enterprises, as well as family businesses, had to fire their employees or legally 
modify their contracts. The complete termination of business activity was also a sad 
state. Only four respondents saw that they had to hire employees during the Covid-19 
pandemic. 

From internal interviews, we learned that these are micro and small enterprises 
operating in the construction industry. 

Question number 5 was asked simply. We asked whether the respondents consider 
state aid or support for businesses to be sufficient. 28 respondents stated that they 
did not consider the assistance to be sufficient. Since the respondents were business 
owners or managers, we consider this answer sufficient. 

The sixth question was aimed at the biggest negative phenomenon during the 
Covid-19 pandemic, namely the termination of business or the closing of retail 
establishments. Respondents registered the termination of business activity as well 
as the closure of retail operations of businesses in their vicinity. As they personally 
expressed during the survey, the reasons were as follows:

• subsequent departure to a better and safer workplace;
• less interest of customers as well as end consumers to buy products;
• In some cases, also the death of the owner or manager because of the COVID-19 

pandemic [11];
• lack of requested (customer) goods. 

The issue of business culture is very important, and the state has been dealing with it 
for a long time. That is also why we included it among the questions in the question-
naire. We were interested in how the COVID-19 pandemic affected relations between 
entrepreneurs, whether they improved or worsened. 

From the open question in the questionnaire, we can infer very diverse answers 
or opinions of entrepreneurs. Overall, we can conclude that two types of answers 
prevail:

• Entrepreneurs/respondents state that business ethics have not changed even due to 
the impact of the pandemic and relations between entrepreneurs are still negative.

• Respondents state that due to the pandemic, relations are improving, and 
entrepreneurs are trying to improve their business environment. 

Some answers were interesting and influenced by the subject of the activity. As, for 
example, a manager in the IT industry praised that time because he had a larger 
number of orders than before. 

One respondent had an interesting and thought-provoking opinion, stating that 
the business sector has been cleared of non-payers and expects that the younger 
generation will have better manners in business. 

We have seen the opinions on the open question in this sub-chapter, and after 
reading it, we can conclude that managers and even entrepreneurs have diverse 
opinions on the given issue.
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5 Applying Survey Results 

5.1 The Way the COVID 19 Pandemic Affected Small 
and Medium-Sized Businesses in the Slovak Republic 

The last question was still mentioned as a discussion question in the media as well 
as on social networks. Almost every small and medium-sized as well as family 
business was marked in some way. In the following open question, we found out 
how the pandemic affected the investigated company. 

Many respondents expressed themselves in the same way, and we summarized 
their answers (according to frequency) into the following points:

• managers/owners had to fire their employees,
• it was also related to a decrease in sales and a decrease in customer interest in the 

product being sold,
• the owners had to outsource their own employees to the Agreement on performed 

activities,
• craftsmen as well as IT experts, on the other hand, had more orders and their sales 

increased,
• in some cases, the owner also resorted to private financial resources to maintain 

the business,
• in four cases, the owner had to end business activity,
• if the owner somehow managed to maintain the business even with the dismissal 

of employees, he now has a problem finding trained employees. It plans to employ 
Ukrainian citizens. 

5.2 Changes in Customer Behavior 

Another question was aimed at changes in customer priorities. The respondents, 
managers, or business owners felt changes in customer behavior and shopping 
during the COVID-19 pandemic. It was also reflected in the sales of their busi-
nesses. Changes must be considered and dealt with. The war between Ukraine and 
Russia also brought or will bring changes. 

Regarding the answers to the open question of the respondents, they expect new 
relationships between customers, new products as well as new ethical principles in 
business.
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6 Conclusion 

6.1 Synopsis 

In previous subsections as well as sections, we commented on the results of the 
survey and evaluated the individual questions of the questionnaire. 

We started from the goal of the work as well as the research questions, which 
were as follows: 

1. How has the COVID-19 pandemic affected managers/owners? 
2. What do managers/managers think about the development of business culture? 
3. What products could businesses offer after the end of the COVID-19 pandemic 

in Slovakia? 
4. How did customer priorities change during the COVID-19 pandemic?. 

We can conclude that we have received answers to our research questions. 
The COVID-19 pandemic has significantly affected both business owners and 

managers. We found out that the owners but also the managers, sometimes in one 
person, had big problems during this period. We can briefly summarize them in the 
following points: 

A. They had to lay off a certain number of employees, 
B. In the case of family businesses, they had to reach into family resources to keep 

the business afloat, 
C. They had to reorient themselves to a different product that customers were 

buying, 
D. Some had to end their business activities, 
E. Businesses that provided IT services, on the other hand, had to hire new 

employees due to the greater interest of customers in their products, 
F. If the company ended its business activity, then after releasing the cautious, on 

the contrary, it had to look for new employees. 

In the research question as well as the question in the survey about the development 
of business culture, interesting opinions and assurances also appeared. Most respon-
dents claimed that the business culture improved, as it were, by cleaning up relations 
between businessmen. They considered it natural that after a difficult period, rela-
tions between entrepreneurs improved. There is a certain percentage of respondents 
who do not deal with business culture, but they are few. 

This research question produced interesting results. Because the answers to the 
questions seemed to signal a return to the original values. The respondents answered 
as follows what products they would like and what they would buy: 

1. Quality Slovak food. 
2. High-quality Slovak home products. 
3. Nutrition and health products. 
4. Domestic Slovak products.
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As for the open question regarding business culture during and after the pandemic 
(events in the east of Ukraine interfered with the writing period of the thesis), 
managers or owners stated that business culture in Slovakia has slightly improved. 
In personal interviews with the respondents, they expressed themselves as follows: 

1. The manager/owners paid their financial obligations. 
2. The manager/owners respond to emails faster. 
3. The manager/owners communicate more directly and openly. 
4. Manager/owners value orders for goods more. 
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51. Čajková, A., Šindleryová, I.B., Garaj, M.: The covid-19 pandemic and budget shortfalls in the 
local governments in Slovakia. Sci. Pap. Univ. Pardubice Ser. D: Fac. Econ. Adm. 29(1), 1243 
(2021). https://doi.org/10.46585/sp290112436 
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