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Abstract

Next necessary and sufficient conditions for the existence of faster convergent se-
ries with different types of their terms are found. A faster convergence of certain
Kummer’s series is proved in this paper.
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1 Introduction and preliminaries

The goal of this paper is another generalization of the affirmation that Kum-
mer’s series are faster convergent, and especially, the elimination of the con-
dition lim AS” a # 0. Accordingly to these facts, in this paper we study

n—oo A

faster convergence of infinite series Z a, than Z b, without the condition

n=1 n=1
lim 2 — (. First we show that there exist convergent infinite series

n—oo0 Asn(b)

(o) (o) (0] o0
> an, > b, such that Y a, is faster convergent than Y b, and either

n=1 n(:)l n=1 @ (@) n=1
Asp(a) Asn a) . Asp(a . .
nh_r)rgo An®) = C # 0 or hm i) — 00 or TLh—I>Iolo Ao (0) does not exist. It is

o0
shown that for a certain set of faster convergent series > a, than a given
n=1

Asp(a)

0 Aod) = 0 are the best of

series Z by, the series satisfying the condition hm

the glven set.

Strictly speaking: if Z ay, is faster convergent than Z by, Z ¢y, 1s faster con-
n=1
vergent than Z bn, lim ii"%a)) = 0 and either lim 22” 9 £ () or lim 2

n—oo Osn(b)

does not exist, then Z a,, is faster convergent than Z ¢, (Lemma 6). In Lem-
=1

mas 8-10 we found equlvalent COHdlthnS for the ex1stence of faster convergent

infinite series Z a,, for a given series Z b,, such that either hm AS"(a =c#0

Asn
n=1 n=1
or lim 229 does not exist or hm Lsnla) — g The consequences of these
n—oo0 Asn(b) n—oo Lsn(b)

Lemmas are presented in Prop081t10ns 11, 13-16. The most important conse-

o
quence is Lemma 17, which says that the Kummer’s series Z b, are faster

convergent than Z a, for a certain set of convergent infinite series Z ,,
n=1

Asp(c)

Asn(a)

Z Cn, despite of the fact that the lim need not exist.
n=1 n—00

We denote by N the set of all positive integers and by R the set of all real
numbers. Let {a,}72; be a sequence of real numbers. In what follows, if we
say that nh_)rgo a, exists, we admit also the cases nlg& a, = 400 (—o0) and we
will suppose that terms of all infinite series are real nonzero numbers.

Definition 1 /2] Let i% A, i% b, be convergent series such that s(b)—s,—1(b) #
n=1 n=1
0, n € N. The series § ay, 1s called faster convergent series than § b, if
n=1 n=1
lim £@=sn-1(@) _ o

n—oo s(b)—sn—1(b)

We will write "fcst” instead of ”"faster convergent series than”.



Lemma 2 [10] Let Z Qnp, Z b, be convergent series with positive terms. If

lim M =0 then Z a, is fest Z b.

n—oo Sn(b)—s

Lemma 3 [4] Let %O: ap, § b, be convergent real series. Let s(b) — s,_1(b) #
n=1
0 for alln € N. Let l;(a) = hmmf s(a)—sn_1(a)

sn(a)—sn—1(a)
] $(b)—sn—1(b)
1;(b) = lim inf | 2=t

)—sn—1(a)

) be(e) =

s(b)—sn—1(b)
7%(1))78”_11@)’. Then

9

, ls(b) = limsup

- . sn(a) — sp_1(a) _ - : -
(a) if Ils(a) <oo, li(b) >0 and lim 5o(0) —sia (D) 0, then Z an 1is fest Z by,

(b) if s(a) —sp—1(a) #0 forall neN, I(a)>0, I[ib) < o; and
)

G . > . Spla) —sp_1(a
ay 18 fest b,, then lim
Z > L N0

=0.

2 Main results

Lemma 4 Let ioj b, be a convergent series such that s(b) — s,—1(b) # 0,
n=1
n € N and let ¢ € R\ {0}. The following are equivalent:

sn(a) = sn-1(a)
(a) there exist a, fest b, such that lim > =c,
nzl nzl n= 5n(b) = sn-1(0)

(b) there exists a convergent sequence of real numbers {r,}>", such that r,, # 0,

n e N, nhl;gorn =7 7§ 0 and Z (5n<b> - 5n71<b)>7’n

n=1 S<b) - Sn*1<b)

18 @ convergent Series.

Proof. (b) = (a). Put ¢, = Z M +pB3 and A, = ¢,B,, n € N
where B,, = s(b) — s,_1(b), n E N Let p € R\ {0} be such that A,, # 4,41

and g, # 0, n € N ( such p exists because the number of conditions for p is
countable). Put a,, = A, — A,+1, n € N. It is clear that T}LIEIO A, =0, A, #0,

n €N, lim S@=sn-1(e) _ 13y An — () Since

n—oo S(b)—sn—1(b) n—oo Bn
Sn(a) - Sn—l(a> 5an - gn—l—an—l—l Bn
fy = &n e — n—%&n - 1
Sn(b> - Snfl(b) Bn — Bn+1 © +1+Bn - Bn+1 <€ © +1) ( )
o Bn - Bn+1 3 Bn
- (( 7an ) nc+p<B Bn—i—l)) Bn_Bn+1 +€n+17



we have that lim M =c.

n—oo Sn(b)—sn—1(b)

(a) = (b). Put &, = 29=22=1 and B, = 5(b) — 5,1(b), n € N. From (1) we

(n — €ns1) = ¢ # 0. Hence there exists nyg € N such that

have lim
n—oo Bn— B n+1

B
_ n0+n
for every n > ng, €, — €541 # 0. Put c,p4n = m(%wn — Engtn+1)

n € N, then ¢, 1, # 0 and nhr{)lo Cno+n = C. From the previous equality for ¢, 4,

n
Bngti—Bng+i+1 . .
we get Enginil = Epgt1l — Zl WCTLM—J" Since nh_g)lo g, = 0 we have
]:

)
brg+j

o0
Bn0+j_Bn()+j+1 I
that 2 Cno+j = 1= bro+iFbng i+t

Bn0+j

Cno+j 18 a convergent series.

We define sequence {r,}5°, as follows: r, = 1if n < ng and r, = ¢, if n > ny,
n € N. So Z (ﬁ"féf;)) rp 18 a convergent series. [
Lemma 5 Let Z b, be a convergent series such that s(b) — s,—1(b) # 0,

n € N. The followmg are equivalent:

sn(a) — sn-1(a)
there exists a, fest b,, such that hm = 400
(a) Z f Z n—00 5, (b) — $p_1(b)

(i 2=t ‘O°> |

(b) there exists a sequence of real numbers {r,}>°, such that r, # 0, n € N,

Kt n b) — n— b n .
lim 7, = +oo (lim 7, = —00) and ) 5n(b) = s (O)r s a convergent
n—00 n—00 b) — Sn—l(b)
series.

Proof. The proof of (b) = (a) is similar to the proof of (b) = (a) of Lemma 8.

It is sufficient to put &, = § Lj“)” +pB3, n € N. The proof of (a) = (b)

n

J:
is similar to the proof of (a) = (b) of Lemma 8. [J

Lemma 6 Let %O: b, be a convergent series such that s(b) — s,—1(b) # 0,
n=1
n € N. The following are equivalent:

does not exist,

(a) there exists Z ay, fest Z b, such that lim sp(a) — sp—1(a)

n=1 n=1 e Sn b) — Sn_l(b

5n(b) — Sn-1(D)
s(b) = sp-1(b)

(b) liminf

n—oo

o

Proof. (a) = (b). Put v, = 22— where B, = s(b) — s,_1(b), n € N and

anBn+17
— _ : iy S@=sn—1(a) _ yin An () sn(@)=sn-1(a) _
put A, = s(a) = sp—1(a) . Since lim Jp=r=tg = lim g2 = 0, Srp=e=rn =




By — Bn+1 n+1 BnJrl n—oo n(b) Sn—1 (b

quence {v,}>2; is not bounded. Hence lim_ golf m in % = 0.
(b) = (a). Suppose that {~,}°°, is not bounded. One of the following cases
holds:

L) lim 7y, = +oo,

An=Ant1 "“ +'yn( - A"“) and lim 22@=8=1(8) qo6g not exist, the se-

n

IL.) dim 5, = —oo,

II1.) there are subsequences {«,}°°; and {5,}°°; of {7,}22, such that
nli_)rgloan =a € R and nh—>nc>106” = +00,

IV.) there are subsequences {a,}22, and {3,}52, of {7,}°°, such that
lim o, = a € R and hm 0B, = —00.

n—oo

I.) Let hm Yo = 400. Suppose first that Z i = 4o00. We construct the

sequence {r,}>°,, where r, € {—1,1}, n € N such that Z is a convergent

series. By the induction we define an increasing sequence {nm}ﬁzl, Ny € N

n
Choose any s € R, s > W—llandput ny = min nGN;Z$>s , Mg =

j=17

min {n > nq; Z L

n
- » L s}. Suppose that we have n; < ny < ... <
J

Vi

7j=1 Jj=n1+1
Nm—1, M > 2. If m = 2k + 1, k € N we put
. ni 1 n2 nak 1
nm:mln{n>n2k;27— S 7+ S 7_’_ Z 7>5}
j=1" j=ni1+1 " j=nap_1+1 7 j=nap+1 "
if m = 2k + 2 we put
. ni 1 ng N2k+1 1 n
M = min{n > nopr; 3. - — X 4.+ Y = 3 - <sh
j=1" j=ni+1 " J=nge+1 Y Jj=nagy1+1 Y

Define {r,}°°, as follows: put ng = 1, then r, = (=1)™* if n,, 1 <n < ny,

(e.)
n € N. Since 3. + = +o00 and lim -+ = 0 we have that > ™ is a conver-
n—1 n n—oo Tn n—=1 Tn

gent series. Define ¢, = Z Tj +pB2, n € N, where p € R, p # 0 such that
en 0, e,B, # €n+1Bn+1; n € N. ( such p exists see proof of Lemma 8 ). Put

A, =¢e,Bp, a, = A, — Api1, n € N. Then nhrgo% = nhnolo == 0 and
; sn(@)=sn—1(a) _ Ap—Any1 _ sn(a)—sn—1(a)
since 3=ty = " B B = Ens1 7+ pBy (Bn,+ Bni1), A )

does not exists. If Z - is a convergent series then Z > (Gl
n=1 n

gent series because 7, > 0 for n > ng, ng € N. If we put = (=1)", n €N,

is agaln a conver-

the proof is similar as in the case % = +00.
n=1'""
I1.) The proof is similar as in I.)

II1.) There exists a subsequence {~,, }32; of {7, }32, such that hm 0 Yy, = +00.

as above.

Put A = {ny; k € N}. We define {r,, }3>, by the behavior of Z

"k



Put

€n — 2 p(B2—B2,,) for n>1,ne A

Ent1 =
—p(B:—B%,)) forn>1n¢A

[e.e]

where 1 = Y 7"’6 +pB2, p is determined as above and the proof is similar to
k=1

the above part.

IV.) The proof is similar as in III.) O

It is easy to show that there exist convergent series > b, with s(b)—s,_1(b) #

n=1

0, n € N such that Z LS’”(E))) is convergent series. There also exist con-

vergent series Z bn, $(b) — sp—1(b) # 0, n € N and sequences {r,}°, such
n=1

that r, #0,n € N, lim r, = 400 ( lim r, = — )andE%is
n—oo n—oo n=1 n

convergent series.

Proposition 7 Let Z a, be fest Z b, and let lim M =c #0.

n—oo Sn(b)=sn—1(
sn(b)—sn— 1()
Then lim “G=5w = 0

Proof. The proof follows from Lemma 8. [J

Lemma 8 ( Lemma 2.2[}] ) Let i% an, ioj b, be convergent real series with

positive terms. Let nh_)r&% exzst Then JLI&% =0 if and

only if Z ay 15 fest Z by,
n=1 n=1

Proposition 9 Let Z a, be fcst Z b, and let lim M =c # 0.

n—oo n(b) Sn— 1

ThenB+_{n€Nb >0} B,_{nENb < 0}, A+_{n€Nan>0}
A_ ={n € Nj;a, <0} are infinite sets.

Proof. By the way of contradiction we suppose that one of these sets is fi-
nite. Then there exists ny € N such that sign(a,) = sign(a,,), and sign(b,) =
sign(bm) ( where sign(x) =1 if x > 0 and sign(z) = —1 if < 0 ) for every

n,m > ng. From Lemma 2.2 [4] we get lir m% = 0, a contradic-
tion. [

Proposition 10 Let Z a, be fest Z b, and such that lim Sn{@=sn=1(@) j3y, sn(b)=sn-1(b)

n—oo sn(b)=sn—1(0) ’ n =500 s(b)—sn—1(b)
sn(a)—sn— 1(a)

- < 00. Then liminf M = 0.
s(a) sn—1(a)

n—oo | sn(b)—sn—1(b)

n—:o0

Proof. It follows from:
s(a)—sp—1(a) _ s(a)—sn—1(a) sn(a)—spn—1(a) sn(b)—sn—1(b)
s(b)fsn,i(b) 5n(a) sn,ll(a) sn(b)fsn,i(b) s(b)fsn,ll(b) and from Lemma 10. [




Proposition 11 Let § b, be convergent series such that s(b) — s,—1(b) # 0,

n € N and lim inf M > 0. Let Z a, be fest Z b,. Then lim ‘Z"(a)is”l() =

n—00 n—oo Sn(b)—sn—1(b)
0.

Proof. The proof follows from Lemmas 9,10,11. [

Proposition 12 Let > b, be a series such that b, = q"c,, ¢ # 0, |q| < 1,

n=1

0 < ki < |ca| < ko, K ks € R, 5(B) — $,1(b) £ 0, n € N and let 3> a, be a
n=1

X sn(@)=sn-1(a) _
fest > bn. Then Hm es==w = 0-

sn(b)—8n—1(b)

Proof. The inequality |s(b) — s,—1(b)| < k2 llq“q' ) ‘ >
(1—]q|) n € N. So by Lemma 15 lim M—O O

n—oo Sn(b)—sn—1(b)

n € N implies

Lemma 13 Let % b, be a convergent series such that s(b) — s,—1(b) # 0,

n=1

nENand%o:bn:a Let lim

n—oo

2| = oo, Let 3 ey be a con-
sn(c)=sn-1(c)

50 (0)—sn_1(b) be a

vergent series with a sum c. Let limsup

n—oo

Kummer’s transformation of Z b,, and Z cn Such that a, # 0 forn > 2 and

s(a)=sn-1(a)

sn(@—sna(@)| < ThenZan—aandZanzsafcstzb

n—oo

Proof. Put A, = s(a) — s,_1(a), B, = s(b) — s,_1(b), n € N. From g—z =
An_AnJrl A’ﬂf‘ganl
Bn_Bn+1 B,

Bn—Bn+1
0. O

and from assumptions of the lemma it follows h Oog— =

n

The above lemma is useful, for example in the case that the sum a is unknown
and the sum c is known.

o [o¢]
The next example shows that there exist Kummer’s series Y a, fcst Y b,
n=1 n=1

such that nll_{go % need not exist and the terms of both series need

not be positive.

(o]
Example 14 Let Y b, be a convergent series such that by > 0, by, = m,
n=1

n € N. Let Z ¢n be a convergent series such that c; € R\

_ 1
bant1 = =gt

s(b)—sn—1(b)

-1
{0} Cop = 2n2@Bn3—1) Cont1 = 2n2’ ne N sn(b)—sn—1(b)

Sn(C)—SrH( )

sa(b)=sn1(0) < +oo and

+00, b, # 0, s(b) — s,_1(b) # 0, n € N, limsup

n—oo




oo o0
lim =510 goes not exists. Put ¢ = 3. ¢,. The series . a,, such that
n=—c0 $n(b)—sn—1(b) n=1 n=1

G, = b, + ¢y, n > 2 and a; = by + ¢1 — ¢ is a Kummer’s series which fulfills

Ss(“)_si"*l(a) < 400, s(a) — sop—1(a) > 0 and s(a) — sa(a) < 0, for

n(a)=sn-1(a)

n > 2. By the above lemma Y. a, is a fest Y. b, and it has the same sum as

n=1 n=1
o0
> bn.
n=1

lim sup

n—oo
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