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Abstract
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methodologies — the wavelet approach and Bayesiantde regression. By
observing these four countries, we can assess eh@tflation targeting (IT)
plays significant role in curbing inflation, becaushree Visegrad group coun-
tries adopted IT almost two decades ago, while Russrted to conduct IT
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hand, in the case of Russia, the transmission teffesm money to inflation
is much higher, and it goes around 40% in low itidla conditions, when M1
aggregate is observed, and around 78% in low iidtatconditions, when M3
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grad group countries, since excessive money groashlittle or no effect at all
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Introduction

Understanding the connection between money afationf is an enduring area
of research in macroeconomics. In the context efkbynesian-Monetarist de-
bate of the 1970s, Friedman (1968) famously claithatl“inflation is always and
everywhere a monetary phenomenon”. According tty esindies, such as Pigou
(1951), inflation changes with money supply in Hane direction and propor-
tion which confirms the perspective of the tradiibquantity theory of money
(QTM). This theory proposes that relationship bemwenoney supply growth
and inflation is unity in the long-run, whereby ghiexus is based on purely
monetary forces. According to Budina et al. (2006gh inflation cannot persist
unless it is caused by an excessive money creatiafe Nelson (2008) asserted
that money provides useful information for monetagjicy. On the other hand,
Duczynski (2005), Telatar and Cavusoglu (2005) &midvath, Komarek and
Rozsypal (2011) claimed that the role of money tmetary policy conduct has
been greatly disputed in recent years, thus adugiidence is needed.

This paper tries to contribute to the literatuyeihvestigating the causal rela-
tionship between money supply growth and inflailofour Central and Eastern
European countries (CEEC). Three of them are themes of the Visegrad
group, which kept monetary neutrality — the Czeepulic, Poland and Hungary,
whereas the fourth one is Russia. We decided tlysm#hese markets because
the selected countries have many common featuresther words, they jointly
underwent a transition to a market economy, whiddpced similar changes in
both price-setting and inflation expectations. Dauelramatic structural changes,
these countries have a major challenge to understentrue nature of inflation
(see Baranowski and Malaczewski, 2016; Gajewski820In addition, accord-
ing to the OECD statistics, narrow money (M1 aggteghas grown 7.7, 20.1,
24.3 and 178.3 times in the period between 199618 2n the Czech Republic,
Poland, Hungary and Russia, respectively. Figudedicts outstanding money
growth in the selected countries in the period leetw1995 — 2018.

Figure 1
Monthly Index Growth Path of Narrow and Broad Money of the Selected CEEC
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Oomes and Ohnsorge (2005) explained why Russiautfistremendous money
growth. They asserted that Central bank of Ru€ikB) has been fighting pres-
sures for rouble appreciation due to recovery b&wd metals prices since 2000,
which is accompanied by current account surplus@assia. In that effort, CBR
has conducted non-sterilized foreign exchange @&y which resulted in rapid
growth of monetary aggregates. Also, it shoulddid that the selected Visegrad
group countries pursue prudent anti-inflationaryigyp and in that sense, they
introduced inflation targeting (IT), as a disinitat strategy, two decades ago in
roughly the same time — the Czech Republic in Déeem 997, Poland in Sep-
tember 1999, and Hungary in June 2001. On the dttied, Russia adopted IT
strategy much later, in a wake of huge oil pridsigfin January 2014. This time-
discrepancy in IT introduction between Russia dred\lisegrad group countries
gives us an opportunity to test how rapid moneymnoaffects inflation in two
different conditions, i.e. when central bank ishtygdedicated to keep inflation
low via IT strategy (Visegrad group countries) and whentre¢ bank pursue
a relatively non-ambitious disinflation path (RagsiFigure 2 shows empirical
dynamics of inflation for the selected countriebeve vertical line indicates the
month in which IT strategy was implemented. As barseen, all Visegrad coun-
tries adopted IT at the beginning of our samplejevMRussia did it at the end of
the sample. Due to the fact that majority of sanfpleVisegrad countries is
under IT regime, whereas the Russian sample isimdé¢r IT in the most part,
we can test the validity of the traditional QTMtimo different systems.

Figure 2
Empirical Dynamics of Deseasonalized Inflation fothe Selected Countries
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Having in mind aforementioned, we perform a thglo@analysis on the se-
lected CEEC, taking into account different timeibons (short-term, midterm
and long term) and different levels of inflatioml, moderate and high). The
idea to do research in this way is related to thpeps of Rua (2012) and De
Grauwe and Polan (2005). The former author claithed money growth and
inflation can vary across different time-horizonsiile the latter authors asserted
that the strong link between inflation and monegyvgh is present in high-infla-
tion countries, but this nexus in low-inflation edtes is weak. To be more de-
tailed in the analysis, the money supply in thiglgtis observed by two different
theoretic monetary aggregates — narrow money (Md)txoad money (M3). In
order to find a credible answer on the questiomwimich extent the inflation
movements can be explained by a growing money gup@ combine two in-
novative, non-traditional methodologies that hasrbeelatively recently devel-
oped — wavelet signal decomposing method and Bayegilantile regression.
Different time-horizons are observed by using thwewelet scale-signals, while
the accurate measurement of these effects in eiffenarket conditions is esti-
matedvia the Bayesian quantile regression.

Wavelet methodology has many appealing charatitexig-or instance, De-
wandaru et al. (2014) highlighted that wavelet gsialhas significant advantage
over the well-known Fourier analysis, especiallyewtiime series are non-sta-
tionary or locally stationary. Danan (2012) explained that wavelets are power-
ful signal-processing tool, which can decompose titme-frequency relation-
ships between observed variables and help researnchgrasp whether the rela-
tionship varies across frequencies and evolves twer. In other words, this
model-free approach enables researchers to sepihlatdynamic dependence at
different time-horizons, while it overcomes the lgsm of sample size reduction
and loss of valuable information at the same tifmem our perspective, wavelet
methodology is useful in providing an answer fornetary policy-makers how
money supply affects high, medium and low frequewasiations of inflation.
Numerous recent studies used wavelet methodologyuidy various economic
phenomena in different time-horizons (see e.g. Bi&rand Vacha, 2013; Ke-
rova and Pornkova 2015; Lee and Lee, 2016; Altar, Kubinschi &adnea,
2017; Zivkov, Balaban arBluraskvi, 2018).

In addition, our goal is to gauge as accuratelpassible the extent in which
money supply affects inflation under different lisvef inflation (low, moderate
and high) in the selected countries. In that effar¢ insert the decomposed
wavelet signals into the Bayesian quantile regoes$QR) framework, which
uses MCMC (Markov Chain Monte Carlo) in the estimmatprocess, providing
in that way an exact inference about the quantleumeters. This is the case
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because Bayesian QR technique decreases the lehgitle credible intervals
and increases the accurateness of the quantiteages in comparison with the
traditional quantile regression approach of Koented Bassett (1978). We
choose Bayesian quantile regression technique,ubecia can produce highly
statistically significant parameters, even in loatadsetting, such as odr&e-
sides, quantile regression is a powerful tool icogrizing the deviations from
normality and it gives reliable estimates in thérexe value environment. In
other words, the usage of quantile regression inmesearch is justifiable because
of the presence of outliers in the empirical infiattime-series, as Figure 2 indi-
cates. Therefore, applying the wavelet-based Bageasiantile methodology, we
can address all aforementioned issues and acquiegable insight about the
validity of traditional QTM in the selected couesi To the best of our know-
ledge, this paper is the first one to investigatedughly the influence of money
growth on inflation in the selected CEEC, combiniwg innovative methodolo-
gies — the wavelet approach and Bayesian QR.

Besides introduction, the rest of the paper igcstired as follows. Section 1
gives brief literature survey. Section 2 explaisedi methodologies — wavelet
approach and Bayesian quantile regression. Segfmasents dataset. Results of
the estimated multiscale quantile parameters améatted in the fourth section.
The last section offers concluding remarks.

1. Brief Literature Survey

Horvath, Komarek and Rozsypal (2011) assertedthigatooming question is
not so much whether money matters, but rather @t wktent it matters. Various
papers tested this contention, and this sectiaflppresents their findings. For
instance, Budina et al. (2006) used the cointemnatiethodology to examine the
equilibrium relations between real money, outpud arflation in Romania, in
the period between 1992 — 2000. They reportedthiesthree variables are linked
in a cointegrating relation. Based on the resulisy concluded that inflation
was largely a monetary phenomenon in Romania. Zené and Polan (2005)
considered a sample of 160 countries in ordergotbe quantity theory relation-
ship between money and inflation. They found a ifigant positive relation
between long-run inflation and the money growtte réut this nexus is not pro-
portional. They asserted that the strong link betwaflation and money growth
is present in high-inflation countries in the saepDn the other hand, the link
between inflation and money growth for low-inflatiocountries is weak.

L A total number of montly observations for the Vgad countries is 288, whereas this
number for Russia is 282.
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Thornton (2008) examined the long-run money-indlatrelation for 36 African
countries using cross-section and panel data asalys reached similar conclu-
sion as De Grauwe and Polan (2005). He claimedsdtinahg positive link be-
tween money and inflation is typically inherenthigh-inflation countries. Also,
he found weak long-run relation between money dgnoand inflation when
money growth and inflation are below 10%. Hall &t(2009) researched the
causal relationship between money and price foretlm® area using quarterly
data for the period 1980 — 2006. They found a edadional causal relationship
between money and prices.

Canova and Menz (2010) studied whether money giltistically and econo-
mically significant role for cyclical fluctuationsf output and inflation in Japan.
They argued that money is important for inflatiostetmination both directly,
through the Phillips curve, and indirectly, throuthie Central Bank determina-
tion of the nominal interest rate. Rua (2012) resteed the relationship between
money growth and inflation in the euro area, butohserved the validity of
QTM in different time horizons. His findings indiea that stronger link be-
tween inflation and money growth is present in trdime horizons. Paul, Rather
and Ramachandran (2017) compared the performandeaditional Phillips
curve approach against the P-star model in ordexamine the role of money in
explaining inflation in India. They concluded thi#ie P-star model with real
money gap has an advantage over traditional Phidipve in forecasting infla-
tion. In addition, they contended that the changegal money gap play a cru-
cial role in explaining inflation in India. MakirRobson and Ratnasiri (2017)
investigated the connection between money suppB dybregate) and inflation
in Australia in the period 1970 — 1915. They deiaed that excess money
growth has been the main cause of Australia'stioflaalthough it became less
important during the inflation targeting era.

2. Research Methodologies
2.1. Wavelet Approach

We try to investigate how/whether money impaclaitién in different time-
horizons in the selected CEEC. In that processcamsider a two-step wavelet-
based Bayesian quantile regression procedureelfirti step, we transform the
empirical time-series in the several wavelet timegfiency signals. In particular,
wavelet technique can decompose time-series im0 time-frequency compo-
nents, allowing researchers to study whichever@oimphenomenon in different
time-horizons. Nikkinen et al. (2011), Madaleno &hdho (2012) claimed that
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wavelets can provide an appropriate trade-off betwesolution in the time and
frequency domains, which traditional Fourier aniglggnnot do. Wavelet theory
knows two key wavelet functions: the father wavégtand the mother wavelet
(v) (see e.g. Zivkov, MatiandPuraskové, 2019; Wang and Li, 2020). Father
wavelets augment the representation of the smootbve frequency parts of
a signal with an integral equal to 1, whereas tbhéhar wavelets can describe the
details of high frequency components with an irdéggual to 0. In other words,
father wavelet describes the long-term trend dverstale of the time series, while
the mother wavelet delineates fluctuations in lead. The functions of father
waveletg , (t) and mother wavelay,, (t) are generated as in equation (1):

%,k(t)zz_J/ZW[t_z—kajv " (t)= 2/21//(t_zj kj )

2I

For our research, we utilize the maximum overleguréte wavelet transfor-
mation (MODWT) algorithnf, which is based on a highly redundant non-ortho-
gonal transformation. In that sense, a signal-dgosing procedure in MODWT
is given in the following way:

SJ(t)zzk:%,k(ﬂJ,k( b (2)
D, (t)=>D; ., (t) i=12,.3 (3)
k

where symbolsS; () and D, (t) stand for the fluctuation and scaling coeffi-

cients, respectively, at the j-th level wavelet tiewonstructs the signal in terms
of a specific frequency (trending and fluctuatiammponents). Accordingly, an
empirical time serieg(t) can be expressed in terms of those signals as:

y()=S(9+ D (9+ D (9+...+ O(Y (4)
2.2. Bayesian Quantile Regression

After the construction of the several wavelet aignia MODWT procedure,
we embed those signals in the Bayesian quantitessign framework.Quantile
regression (QR) methodology was originally introeilidy Koenker and Bassett
(1978), and this technique extends the mean reagressodel to conditional
guantiles of the response variable. This approachigies a more detailed view
of the relationship of the dependent variable dreddovariates, because it can

2 \Wavelet transformation was done via 'waveslim’lgage in 'R’ software.
3 Bayesian quantile parameters were calculated aige'tQR’ package in 'R’ software.
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estimate how a set of covariates affect the diffeparts of the distribution of
regressand. Also, according to Benoit and van de#l R2012), parameter esti-
mates of QR are not biased by a location-scal¢ aghihe conditional distribution
of the dependent variable. This particular charetie of QR has been found ap-
pealing by many researchers from various theotatisaiplines (see e.g. Maestri,
2013; Dybczak and Galedk, 2013; Vilerts, 2018; He, Xu and Men, 2020).

In order to explain the Bayesian QR methodology,start with the standard
linear model as in equation (5):

Y =u(x%)+s (5)

where dependent variabje is inflation, whilex; can be either narrow money
(M1) or broad money (M3) aggregate. According ton@e and van den Poel
(2017), if Med(&Kk) = 0 is assumed, thep(x ) is a conditional median func-

tion, while a linear conditional median model iwvegi by Med(y; [x)= x5.

According to these authors, the regression coefficcan be found by solving
equation (6):

argmini y — ){,6" ; BOR (6)

i=1
Quantile regression extends the median case totladlr quantiles, and these
guantile parameters can be estimated by the faligwguation:

B(x) =argmind o, ¢ - %), BOR @)
i=1

where7(0,1) is any quantile of interest, whilg, (z) = z{7 - I( z<0)) and | (.)

stands for the indicator function. The quantﬁ’(}t) is called ther™ regression

guantile, while in the case where=0.5, it corresponds to median regression.
Benoit and van den Poel (2012) explained that Keerlad Machado (1999)
found that likelihood-based inference, which usedependently distributed
asymmetric Laplace densities (ALD), is directlykia to the minimization prob-
lem in equation (7). This finding was a startingnpdor Yu and Moyeed (2001)
to commence the development of the Bayesian-basaatite regression. Yu and
Zhang (2005) proposed a three-parameter ALD wighsttewness parameter that
can be used directly to model the quantile of adgras equation (8) suggests:

N

g g
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where
o, (y)=y(r-1(y<0)) 9)

Benoit and van den Poel (2012) contended thattequé®) is identical to the
loss function in the optimization problem in eqoati(7). Therefore, according
to these authors, minimizing equation (7) is edemato maximizing a regres-

sion likelihood using ALD errors with = x 5 . First step of the implementation
of the Bayesian quantile regression involves thim&tion of a likelihood, which

involves the independent asymmetric Laplace dessitith 1/ = x 3, specifying

the quantile of interest), and placing priors on the model paramefgesd o.
The model parameters are then estimated by cowovenhtBayesian procedure,
which implies the usage of the MCMC algorithm (MarkChain Monte Carlo),

which produces exact estimates of the quantilemﬂers,[;’(t). Sriram, Rama-

moorthi and Ghosh (2012) asserted that crucialrgega of the Bayesian quantile
regression comparing to the conventional QR apprigathe fact that 95% Bayesian
credible interval contains the true parameter vk of the time. These authors
also claimed that with increasing sample size, @& improves and the length of
the credible intervals decreases. This implies dgjuaintile parameters, which are
estimated with traditional OLS and MCMC estimateould probably be different
in the magnitude as well as in the statistical ificgmce. We want to test this
assertion, and for that cause, we estimate QR gaeasnin both ways, i.e. with
OLS and MCMC procedures. These results are presantbe fifth section.

3. Dataset and Preliminary Analysis

Dataset used for this study comprises monthlyxrdiga of monetary aggre-
gates M1 and M3 as well as consumer price indeX)(GPfour Central and
Eastern European Countries — the Czech Republian®oHungary and Russia.
All indices are transformed into natural logarithrascording to the expression:

Iy :1OO><(PH /F?t_l) , where P, stands for the selected indices. In other words,

all the time-series are observed as growth rates.shmple ranges from January
1995 to December 2018 for Visegrad group countaied from July 1995 to
December 2018 for Russia due to unavailabilityhef émpirical data before July
1995. Monthly data indices for monetary aggregatescollected from the OECD
statistics, while CPI indices are retrieved frora tMF World Economic Outlook
database. Before wavelet transformation, we seligomdjust all time-series,
using filter-based methods of seasonal adjustnkantyn as X11 style method.
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Figure 3
Wavelet Details of the Czech Inflation and MonetaryAggregates M1 and M3
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In order to perform the assessment of QTM validitydifferent time hori-
zons, we transform all empirical time-series irethivavelet scales. First scale
corresponds to the short time-horizon (2 — 4 qus¥tesecond scale is treated as
midterm horizon (4 — 8 quarters), while third scabserves the long-term hori-
zon (8 — 16 quarters).

In order to preserve space, we present three efasebles of M1, M3 and
inflation of the Czech Republic in Figure 3, whilk other wavelet decomposed
series can be obtained by request. As can be sdeigure 3, all wavelet time-
series contain outliers and heavy tails, which metrat our wavelet-based
Bayesian QR approach is appropriate to tackle tfemires. This is the case
because the wavelet method successfully deals ewtteme movements and
outliers in empirical signals (see Ahroum and Adighn press), while QR es-
timators are robust to deviations from normalityd dan performs very well in
extreme value environment.

Table 1 contains descriptive statistics of quértgrowth rates of monetary
aggregates (M1 and M3) and inflation for all thiested countries. It is obvious
that Russia has the largest money growth ratede W average rate of infla-
tion is also the highest in Russia. Standard deviatindicate to erratic dynam-
ics of the majority of the selected time-serieq] #ris feature is the highest in
the cases of Russia for all the selected time-sefik kurtosis values are higher
than benchmark value of 3, while in some casesethalues are particularly
high. Due to high skewness and kurtosis valuesju@aBera test suggests
nonnormality for majority of the selected time-gstiTable 1 does not contain
unit root tests, because we do our calculations Wit wavelet decomposed
series, which are stationary by default.

The reliability and validity of the estimated Baijen QR parameter can be
verified by the use of a visual inspection of th€€MIC chains convergence,
which signals the evolution of the MCMC draws ovke iterations. For our
research, we use 3000 iterations. Figure 4 disptaysrace-plots of the MCMC

chain of the median quantileﬁ(t) =0.5, for three wavelet scales, taking into

account the transmission effect from M1 to inflatio the Czech Republic. All
three trace-plots suggest a good performance, whadms that the effect of the
initial values of the MCMC chains wears off vergtfawhile the MCMC sampler
quickly moves to the stationary distribution. Théigeings give us an assurance
about the trustworthiness of the estimated medmyeBan quantile parameters.
Due to space parsimony and the fact that all offtaere-plots are very similar
across all quantiles, we present in Figure 4 ordgd-plots for the Czech M1
aggregate in three wavelet scales, whereas alt tthee-plots can be obtained
by request.
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Table 1
Descriptive Statistics of Monthly Data for M1, M3 and Inflation
| Mean | St. dev. | Skewness | Kurtosis JB
Czech Republic
M1 in % 0.763 0.931 -1.990 14.270 1714.2
M3 % 0.599 1.018 -3.886 36.396 14 108.5
Inflation in % 0.263 0.565 2.585 14.109 1801.6
Poland
M1in % 1.116 0.988 —0.055 4.715 34.6
M3 % 0.977 0.789 0.537 3.492 16.4
Inflation in % 0.354 0.593 1.845 8.596 526.1
Hungary
M1 in % 1.094 0.979 -0.419 4.683 41.4
M3 % 0.842 0.818 -0.297 3.350 5.6
Inflation in % 0.503 0.689 1.650 8.028 423.6
Russia
M1in % 1.889 2.277 1.255 11.576 934.9
M3 in % 2.030 1.606 1.068 8.131 361.7
Inflation in % 1.202 2.545 11.618 165.944 317 185.6

Note:JB stands for Jarque-Bera test of normality.
Source Authors’ calculation.

Figure 4
Trace Plots for the Median Quantile of the Czech MJAggregate in Three Wavelet Scales
Czech Republic - Trace plot (D1) Czech Republic - Trace plot (D2)
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As a preliminary analysis, we calculate Grangersadty test in order to see
what classical and relatively simple methodology &l us about the nexus, and
these results can be compared later with more stigded approach — the
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wavelet-based Bayesian QR. Table 2 contains thatseS&ranger causality tests
the hypothesis that M1 and M3 aggregates does nanddr cause inflation,
while F-statistics and p-value suggest whether ligisothesis is confirmed or
refuted. Taking into account that p-value under 1®%ans that hypothesis is
refuted, it can be seen that the results are hggasous. For instance, in the case
of the Czech Republic, Granger causality test etéig that M1 aggregate affects
inflation only in midterm, whereas M3 aggregate aaffect on inflation in all
three time-horizons. We find that M1 and M3 aggteganfluence inflation only
in long-term horizon, in the Polish case. In thengfarian case, we do not find
causality link between M1 and M3 aggregates andtioh, whatsoever. On the
other hand, in the case of Russia, in four ouboirstances, we find that money
growth affect inflation. However, it should be s#dt Granger causality test can
provide very limited information about the connentbetween money and infla-
tion, since this method only can tell whether calisk exists between the two
variables, without any indication about its magdéu These results also need
to be taken with great caution, because this metbgg is very rudimental in
its basis. Therefore, the next section presentsrékalts of a very elaborate
approach — wavelet-based Bayesian QR, which giwbemr and more reliable
results than Granger causality test.

Table 2
Granger Causality Test Between M1 and M3 Aggregateand Inflation

Scale| Causality direction | F-statistics | p-value | Scale| Cauadity direction | F-statistics | p-value
D1 CZE: M1 - inf 2.289 0.103 D1| POL:M1- inf 0.428 0.651
D2 CZE: M1 - inf 4211 0.016 D2 | POL:M1- inf 1.461 0.234
D3 CZE: M1 - inf 0.684 0.505 D3| POL: M1 inf 3.084 0.047
D1 CZE: M3 - inf 7.544 0.001 D1| POL:M3- inf 0.177 0.838
D2 CZE: M3 - inf 5.189 0.006 D2 | POL:M3 - inf 2.289 0.103
D3 CZE: M3 - inf 3.000 0.051 D3| POL:M3 - inf 3.706 0.025
D1 HUN: M1 - inf 1.567 0.210 D1 | RUS:M1- inf 11.573 0.000
D2 HUN: M1 - inf 0.073 0.930 D2 | RUS:M1- inf 1.765 0.173
D3 HUN: M1 - inf 0.097 0.907 D3| RUS:M1- inf 4.354 0.014
D1 HUN: M3 - inf 0.380 0.684 D1| RUS:M3- inf 9.412 0.000
D2 HUN: M3 - inf 0.591 0.554 D2 | RUS: M3- inf 2.675 0.071
D3 HUN: M3 - inf 0.694 0.500 D3| RUS: M3- inf 2.081 0.127

Note: All Granger causality tests are performed with tags.
Source Authors’ calculation.

4. Empirical Results

This section tries to answer how/whether moneybugrowth influences
inflation in the selected CEECs in different tim@riaons and in different market
conditions, i.e. in the cases when inflation is Jomoderate and high. The results
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are presentedia quantile parameters, which are estimated with M@MC and
OLS methods. Tables 3 and 4 contain these quagdiienates, regarding the
transmission effect from M1 and M3 aggregates fiation, respectively. As we
have said previously, all quantile parameters eg#eoh with MCMC algorithm
are highly reliable and statistically significaahd this conclusion is drawn from
the visual inspection of the trace plots, presemtethe previous section. The
results of MCMC quantile parameters are showedaimePA in both Tables. On
the other hand, we find mixed results in quantdgression results estimated
with OLS method, in terms of their statistical sfgrance. As a matter of fact,
almost 50% of the QR parameters estimated with @leSstatistically insignifi-
cant in Table 3, while in Table 4, this percentgges beyond 50%. In addition,
it is noticeable that the magnitude of the statidly significant OLS quantile
parameters are higher than their MCMC counterpatis suggests that MCMC
method produces better results than OLS, and &lsoug a vindication for the
Bayesian QR usage. Therefore, in the following,cemment only quantile pa-
rameters estimated with MCMC algorithm. A visuaight about the size of the
estimated QR parameters MCMC algorithm is presented in Figures 5 and 6.
As for the spillover effect from narrow money tdlation, it can be seen that
estimated QR parameters bear both positive andtimegsigns in the selected
CEEC. Negative signs indicate that growing monegpsulowers inflation. In
other words, it means that money supply does rfettainflation, whereby the
presence of QTM tenet can be rejected. Table 3estgithat negative QR parame-
ters predominantly exist in the cases of the CRgbublic and Hungary, across
the quantiles and wavelet scales. Bayesian qugrdilameters are in line with
Granger causality test for Hungary, and this addie robustness of the Hungarian
results. However, this cannot be said for the Czmade, because Granger test
suggests that money affect inflation. Therefore, fime a deviation between
Granger and Bayesian QR results in the Czech taesince Bayesian QR is
more trustworthy method, we have to give more weligtthe latter. On the other
hand, the size of the estimated positive parametdrgese two countries is really
small, almost negligible. Therefore, the findingsr out that excessive money
growth in the Czech Republic and Hungary does awelan effect on inflation in
these countries, whatsoever, and probable reaadd be found in the fact that
these countries are fully committed to conduct @dpnt and responsible anti-
inflationary policy. This assertion stands in Iwéh the fact that these countries
have adopted IT strategy almost two decades agharelconducted it relatively
successfully ever since (see &02008). According to some authors, IT moder-
ates the level and volatility of inflation (Abo-Zhand Tuzemen, 2012; Su et al.,
2016), anchors inflation expectations (Blinderlet2008), and increases transpar-
ency and credibility of monetary policy (Babeckyricelli and Horvath, 2009).
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Table 3
Quantile Estimates for the Transmission Effect fromM1 to Inflation
Wavelet Quantile estimates
details " o5th[ 0.25th] 0.5-th] 0.754th 0.954h 0.05kth eBg 0.5-th | 0.750 0.95
Panel A: Quantile parameters estimated MCMC algorithm
Czech Republic Poland
D1 -0.017 | 0.018 | 0.005}-0.019 |-0.046 | 0.051 | 0.061| 0.049 0.059 0.079
D2 1-0.082 }-0.092 |-0.088 }|-0.096 |-0.097 | 0.065 | 0.047| 0.032 0.024 0.013
D3 -0.026 |-0.044 |-0.084 |-0.092 |-0.054 | 0.074 | 0.070| 0.073 0.108 0.053
Hungary Russia
D1 0.000 | 0.010 |-0.001 |-0.009 |-0.004 | 0.085 | 0.047| 0.058 0.065 0.107
D2 1-0.005 | 0.004 | 0.007}-0.014 | 0.006 | 0.187| 0.056f 0.036 0.031 84€.0
D3 +0.217 }0.108 [0.007 [-0.024 |-0.153 | 0.408 | 0.213| 0.223 0.174 0.352
Panel B: Quantile parameters estimatad OLS
Czech Republic Poland
D1 1-0.079 | 0.033 [0.003 [0.031 0.179 | 0.156 | 0.100 | 0.071 | 0.097" | 0.212"
D2 1-0.098" [-0.156" |-0.110 [-0.124" |-0.074" | 0.159" | 0.068 | 0.050 | 0.026 | 0.033
D3 0.024 |0.053" 0.125" |-0.166" |-0.087 |-0.006 | 0.112 | 0.118| 0.166" | 0.153
Hungary Russia
D1 1-0.051 | 0.037 | 0.032}0.0520 | 0.005 | 0.12T | 0.012 | 0.084| 0.095 | 0.275"
D2 10.012 |-0.010 | 0.021 [-0.052 | 0.059 | 0.236| 0.054 | 0.026 | 0.034| 0.12§
D3 1-0.483" |-0.196" | 0.021 }0.067 |-0.405" | 0.538" | 0.256" | 0.242 | 0.200" | 0.347

Note:***p < .01; **p < .05; *p < .1.
Source Authors’ calculation.

Our Bayesian QR results concur very well with fimelings of some other
authors, who studied inflation phenomenon in sorB&C, which adopted infla-
tion targeting policy. For instance, Baxa, Plagitl &/as¢ek (2015) reported that
intrinsic inflation persistence decreased substiytn the Czech Republic a few
years after the adoption of inflation targetingtliis country. Besides, Horvath
(2008) asserted that inflation target is a majoemainant of inflation expectations
in the Czech Republic, and these inflation expextatdecrease notably in re-
sponse to stricter monetary policy and lower iidlatarget in the Czech Republic.
Also, Ouyang and Rajan (2019) investigated 54 awet) economies over the
period 1980 and 2015 and claimed that IT framewat&arly reduced inflation
rates in developing economies regardless of tred Ehfinancial development. On
the other hand, our results do not coincide to sdegree with the assertion of
Baxa, Plasil and Va&k (2015). They contended that inflation targetiag rela-
tively low impact on inflation dynamics in Hungasyhile our results indicate that
money supply growth does not have any impact datioh in Hungary, since QR
parameters are either negative or very low. Howetierclaim of Baxa, Plasil and
Vasitek (2015) was focused on significant inflation ence in Hungary, where
they found that past inflation bears relevant imfation for the formation of infla-
tion expectations. They offered an explanation that could be associated with
the significant role of the exchange rate in thaguwian monetary policy.
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gure 5

Plots of the Estimated Bayesian QR Parameters — Thigransmission from M1
to Inflation
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Russia - from M1 to inflation (D2) Russia - from M1 to inflation (D3)

Note: The shaded area indicates credible intervals @e®&ent probability.
Source Authors’ calculation.

Contrary to the Czech and Hungarian results, we fiositive Bayesian QR
parameters in the cases of Poland and Russia,saitregjuantiles and wavelet
scales. Also, it is noticeable that QR parameterthé third wavelet scale (the
longest time-horizon) are the highest in both cdest These results are in line
with Granger causality test in D3 scale for Poland Russia, because this test
clearly indicates that M1 aggregate affects infiatin the long-term horizon.
The findings coincide with the traditional QTM torse extent, since this theory
is in a position that relationship between moneywgh and inflation is unity in
the long-run. However, our findings are far fronistperfect connection, and
they rather suggest that narrow money have relgtivedest influence on infla-
tion in Poland and significantly higher impact imdRia, but it is not one to one
ratio at all. More specifically, the results shdvatt the highest spillover effect
from money to inflation in the longest time-horizgoes around 10% in the case
of Poland in 7% quantile. Poland adopted IT in 1999, and committself to
pursue prudent anti-inflationary policy, but unlikee Czech and Hungarian
cases, we find that money growth affects inflatiorsome degree. Our results
are in line with the findings of de Mendonc (2018his author researched Po-
land and six other emerging markets and assertgdotiily adopting inflation
targeting is insufficient to anchor inflation exp#tons. She explained that Po-
land is in the group of countries which lacks ofmtoitment to target inflation,
and this generates inflation expectations thatdatermined by past inflation in
large measure.

On the other hand, in the case of Russia, the 8ay&R parameters are the
highest in the long-term, in comparison with thersterm and midterm hori-
zons. This effect is significantly higher in comigan to the Polish case, but yet
again, this nexus is far from the perfect unity. Y¢eord the highest Bayesian
QR parameters in the tails of the distribution, itee spillover effect is around
40% in conditions when Russian inflation rate iseptionally low, while this
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effect is around 35% when inflation rate is excamily high. When inflation
rate is moderate, the spillover effect goes ard(%d.

Table 4
Bayesian Quantile Estimates for the Transmission Edéct grom M3 to Inflation

Wavelet Quantile estimates
detalls "o o5h[ 02540 05 0.754h 0.954h 005fth @mg 0.5:th [ 0.75th 0.95-
Panel A: Quantile parameters estimateéd MCMC algorithm

Czech Republic Poland
D1 -0.005 [0.019 |-0.056 -0.125 }0.128 | 0.072 | 0.046| 0.042 0.054  0.095
D2 0.025 (0.001 | 0.008 | 0.008}0.014 | 0.104 | 0.067| 0.054 0.033 0.037
D3 1-0.014 [0.009 |-0.006 |-0.025 |-0.046 | 0.112 | 0.074| 0.063 0.093 0.143
Hungary Russia
D1 0.021 | 0.005| 0.006(-0.010 [0.094 | 0.308 | 0.095| 0.109 0.165  0.449
D2 1-0.036 | 0.002 |-0.003 |-0.021 }-0.056 | 0.313 | 0.090| 0.027 0.031 0.219
D3 1-0.038 [0.057 |-0.016 |-0.046 |-0.094 | 0.780 | 0.203| 0.174 0.186  0.6(9
Panel B: Quantile parameters estimatad OLS
Czech Republic Poland
D1 0.033 [-0.014 }0.069 [0.217" |-0.230° | 0.278 | 0.090 | 0.076| 0.064| 0.129
D2 0.082 [-0.003 | 0.003 | 0.018-0.020 | 0.269 | 0.095 | 0.085 | 0.069 | 0.052
D3 1-0.005 [0.023 |-0.021 }|-0.070 }0.047 | 0.304" | 0.209 | 0.105 | 0.20T | 0.375
Hungary Russia
D1 0.044 | 0.032 | 0.042 }-0.063 |-0.183 | 0.400° | 0.141 | 0.121| 0.176" | 0.594
D2 10.100 | 0.041 }-0.004 [0.036 |-0.154 | 0.420 | 0.138 | 0.021 | 0.064 | 0.309
D3 1-0.010 [0.144 |0.037 }|-0.099 }-0.303" | 1.183" | 0.261" | 0.187 | 0.284" | 0.676"

Note:***p < .01; **p < .05; *p < .1.
Source Authors’ calculation.

As for the transmission effect from M3 to inflatiathe results are very simi-
lar with the results in Table 3, in a sense thatdpillover effect is not found in
the Czech Republic and Hungary, while in the cade3oland and Russia, this
effect exists, with the different magnitudes betwé&mland and Russia. These
results are presented in Table 4, while the graplilastration of the estimated
Bayesian quantile parameters is contained in Figurkccording to the results
in Table 4, the validity of QTM principle is strdygejected in the Czech Re-
public and Hungary, when broad money is observdis & the case because
estimated Bayesian QR parameters are either negaticlose to zero. On the
other hand, we find positive Bayesian quantilethim cases of Poland and Rus-
sia, and it is noticeable that these QR parameterslightly higher than in the
case when narrow money is observed. Due to the siewar results when M1
and M3 aggregates are observed, adds to the rasgsnfithe overall findings. It
can be seen that the size of the spillover effestvg with the increase of the
time-horizons in both countries, but this link neviehes the perfect correlation
as QTM predicts.
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gure 6

Plots of the Estimated Bayesian QR Parameters — Thigransmission from M3
to Inflation
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Russia - from M3 to inflation (D2) Russia - from M3 to inflation (D3)

Note: The shaded area indicates credible intervals ae®&nt probability.
Source Authors’ calculation.

We find the strongest transmission effect in Hiks tof the distribution in the
long-term horizon in both Poland and Russia. InaRd) this impact is 11%
when inflation is low and 16% when inflation is hig

However, in Russia, which has not history of sttimmmitment to keep infla-
tion low, we report much higher quantile parameteosnparing with the Polish
counterparts. This is particularly true when Rusmlation is very low (left-tail
guantile), and in these occasions, the spilloviecefeaches almost 80%. On the
other hand, in conditions when inflation in Russiaery high, the transmission
effect from broad money to inflation is 60%, whishalso high. We compare our
results with the paper of Oomes and Ohnsorge (20@0%) researched the Rus-
sian case and who asserted that an excess supplyeofive broad money is
inflationary, while an excess supply of narrowernetary aggregates is not.
They also claimed that effective broad money growah the strongest and most
persistent effect on short-run inflation.

We have to said that our results point otherwisg disagree with the find-
ings of Oomes and Ohnsorge (2005) in the most padtly, we find that nar-
row money also influence inflation, as well as ldroaoney, although this impact
is slightly lower than in the case of broad mor@gcondly, our results suggest
that the strongest transmission effect come tddhein the long-term, and not
short-term horizon, taking into account both monetaygregates. This outcome
is close to the traditional QTM principle.

Therefore, the obvious discrepancy between ourthad results could be
explained by the difference in the applied methodigls. They used Johansen
cointegration approach, which is not much elabomaé¢hod, and thus not much
reliable.

On the other hand, we put an emphasis on the @en@ss of the results,
hence our choice is the wavelet-based Bayesiantitpiaagression, which is
capable of producing efficient and statisticallgnificant estimates, since this
method uses MCMC algorithm.
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Conclusion

This study investigates how excessive money graffibcts inflation in the
four CEEC (the Czech Republic, Poland, Hungary Rodsia), i.e. we investi-
gate whether postulates of the traditional QTM hdle test this theory in dif-
ferent time-horizons, applying wavelet signal deposing technique. Also, we
want to obtain precise measures of money impaatftation in different market
condition, that is, in conditions when inflationlgsv, moderate or high. For that
purpose, we use Bayesian quantile regression agiprehich can yield exact
and efficient quantile estimates. In addition, wsttwhether inflation targeting
implementation plays a role in curbing inflation éxcessive money environ-
ment. Therefore, we intentionally select three ¥ise group countries which
conducts IT nearly two decades now, and Russiactwhdopted IT strategy
relatively recently.

The Bayesian quantile parameters indicate thatesneopply growth does not
influence inflation in the Czech Republic and Huygavhatsoever, regardless of
whether we observe narrow money (M1) or broad md@ht3). In Poland, we find
that money growth impacts inflation, but very madltjes.e. the highest impact of
narrow money is around 10% in the long-run, while impact of broad money is
around 16% in the longest time-horizon. De Mend@@d.8) offered explanation
why money have some effect on inflation in Poléige claimed that arguably the
lack of commitment in Poland to target inflatioruttb be the culprit. Therefore,
unlike in the Czech Republic and Hungary, moneydaase influence on inflation
in Poland, but this impact is relatively low and mmrrying. However, in the case
of Russia, the transmission effect from money ftation is much higher, and it
goes around 40% in low inflation conditions (M1 eegate), and around 78% also
in low inflation conditions (M3 aggregate). The mleresults could indicate that
the adoption of IT framework, as a disinflationatsategy, proved to be successful
in the Visegrad group countries. This means thgandiess of the money growth
level, the objective of achieving low inflation céae met and the policy can be
appraised as successful. On the other hand, Riggsmany years did not pay
much of attention to fully-fledged disinflation j@yl, and as a consequence, the
level of its inflation was higher, comparing to tisegrad group countries, while
the spillover effect from money to inflation wagrsficant.

This paper offers some new and credible evideboetehow the adoption of
the IT regime influences the successful conductbrthe monetary policy in
high money supply conditions. These results cobttisa new light on the ques-
tion whether money play a relevant role as antinfledeterminant in the selected
CEEC. Therefore, monetary authorities of the setecountries could find this
paper interesting.
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