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Efficiency of the banks: the case of the Visegrad countries

Abstract. The purpose of the paper is to measure the technical efficiency of domestic commercial banks in the Visegrad countries
(V4) by using non-parametric Data Envelopment Analysis (DEA) and estimate the efficiency change in the banking sector. We
apply an input-oriented window DEA model with a constant and variable return to scale to investigate the technical efficiency
of commercial banks’ deposits to loan the transformation process. The input-oriented model was evaluated using CCR (a
measure of the overall technical efficiency) and BCC (a measure of the pure technical efficiency). The model results provide
recommendations for managers in managing banks to increase their effectiveness in the analysed group of banks. The analysis
is focused on the 2005-2016 period, since the banking went through massive structural and regulatory changes and was affected
by the 2008 financial crisis during this period. To obtain the best research results, we considered three sub-periods (2005-2008;
2009-2012; 2013-2016). The growth of the banking market, as well as the development of the economy, has led to changes in
the technical efficiency. Therefore, the last part of this paper is focused on the determinants of the efficiency changes relating to
individual sub-periods identified by using the radial Malmquist index under the condition of constant return to scale.

The results point to the fact that the positive efficiency change during the 2005-2008 period was primarily due to the innovation
and technological growth, while during the 2009-2012 and 2013-2016 periods it was mostly impacted by progress in the
efficiency change due to improved operations of management and return to scale effect.

Taking into account the results of the BCC model, which overcome the assumption that banks operate under the condition
of their optimal size, we can see that the leading position was reached by the Hungarian banking sector, whose average pure
technical efficiency was 78.83% during the whole analysed period. The Czech Republic ranked second, with the average pure
technical efficiency equal to 68.63%, the third one was Poland (60.52%), the last one was the Slovak banking sector (58.32%).
Data relevant to the years 2018 and 2017 were not available at the time of the analysis, therefore the authors present only a
trend of future development. Data provided by the European Central Bank which are partially available for 2017 suggest that the
development described by the analysis results with the use of the DEA models covering all the three sub-periods will have an
increasing trend with digressive slope.
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KaHanaaT eKOHOMIYHMX HayK, OOLEHT cTapLuvin BUKnaga,

kadegpa 6aHKIBCbKOI Cnpaswu Ta iIHBECTULINHOI AiANbHOCTI, (hakynsTET EKOHOMIKMU,

TexHiuHnn yHiBepcuTeT y Kowuue, Kownue, Cnosaubka Pecny6nika

Kouiwosa K.

KaHanOaT EKOHOMIYHMX HayK, AOLEHT,

kadenpa 6aHKIBCbKOI cnpasu Ta iHBECTULINHOI AiSNbHOCTI, (aKyLTET EKOHOMIKMU,

TexHiuHnin yHiBepcuTteT y Kownue, Kownue, Cnosaubka Pecny6nika

EcekTnBHIiCTb gisnbHOCTI 6aHKIB Ha NpuKNnaai KpaiH BuwerpapcbKoi rpynu

AHoTauif. MeTolo Ujei cTaTTi € BUBYEHHSA TEXHIYHOI eheKTMBHOCTI KOMepLinHMX 6aHKiB y KpaiHax Buwerpapcbkoi rpynu 3
BVKOPUCTaHHAM HenapameTpu4HOro MeTogy aHanidy OXOMSEeHHs AaHuX, a TakoX OUiHKa 3MiHW edeKTMBHOCTI ynpasniHHA B
6aHKiBCbKOMY ceKTopi. [1na npoBefAeHHA AOCNiOKEHHSt aBTopamMu CTaTTi 6y10 3aCTOCOBaHO MOofAeSb, OPIEHTOBaHY Ha BXigHi AaHi
3 METOK AOCHIIKEHHST TEXHIYHOI eheKTUBHOCTI Aeno3mnTiB KOMepLiiHUX 6aHKIB Ans KpeauTyBaHHSA npouecy TpaHchopmai.
BucHOBKKM, 3po6neHi Ha OCHOBI OTPUMaHUX pPe3ynbTaTiB AOCNIIKEHHS!, LO3BOMAOTL CHOPMYOBaTM pekoMeHgaui Lwopo
niaBULLEHHS edheKTUBHOCTI ynpasniHHA 6aHKamu.

LocnipxeHHs oxonntoe nepiog 2005-2016 pokiB, OCKinbky B Lel nepion 6aHKIBCbKNIA CEKTOP 3a3HaB 3HAYHUX CTPYKTYPHUX
3MiH. TakoXX 3a3HayeHuin nepiog BBaXXKAETbCsl NEPIOfOM BUHVMKHEHHS (hiHAHCOBOI Kpuau. [Ans 6inbll NOBHOrO Bigo6GpakeHHS
pes3ynbTaTiB QOCNIAKEHHS aBTopy PO3AINUAM Moro Ha Tpu nignepiogn: 2005-2008 pp., 2009-2012 pp., 2013-2016 pp. Mpwu
LibOMYy HarofioLyeTbCs, WO 3POCTaHHA GaHKIBCbKOro CekTopa Ta PO3BUTOK €KOHOMIKM MpuBenn Ao 3MiH, SiKi CTOCYTbCA
TEXHIYHOT e(DEKTUBHOCTI. Y 3B’A3KY 3 LM B OCTaHHI YaCTUHI Liel cTaTTi yBary npuaineHo getepmMiHaHTam 3MiHn e(peKTUBHOCTI B
OKpPEeMO B34ITi Nepiogn 3 BUKOPUCTaHHAM iHaekcy ManbmkaicTa. OTpyMaHi pesynstatv NigTBepOKyoTh TON akT, WO NO3UTUBHI
3MiHW, SIKi CTOCY0TbCS eheKTUBHOCTI 3a nepiog 2005-2008 pokis 6ynu, rofoBHNM YAHOM, OOYMOBJIEHI iIHHOBALiHM PO3BUTKOM
i TEXHONOTYHNM 3pOCTaHHAM, ToAi ik 3a nepiog, 2009-2012 ta 2015-2016 pokiB Ha cuTyauito BMANHYB NPOrpec, NoB’s3aHnii i3
nosinweHHsAM ynpaeniHHA. Ha MOMEHT npoBegeHHsA AocniopKeHHs faHi 3a nepiog 2017-2018 pp. He 6ynn [OCTYMHI, y 3B’A3Ky 3
4YMM aBTOpPaMu 6yno BU3HAYEHO TiNbKM 3aranbHy TEHAEHL0 ManbyTHLOrO PO3BUTKY.

[LaHi, aki oxonntotoTb 2017 pik, 6ynn HagaHi €BponencbKM LeHTpasIbHM 6aHKOM. Ha ix OCHOBI CTano MOXKnnMBMM CNPOrHo3yBaTu,
Lo nepeadayyBaHnii PO3BUTOK MaTMe MO3UTMBHY TEHAEHLIO 3 AESKMMUN BiOXWUEHHAMN Bif, HAMIYEHOMO KypCy.

KniouoBi cnoBa: aHania oXonfeHHst AaHux; NnocepenHUUbKWA nigxin; iHoekc ManbMKBicTa; KOMepLinHi 6aHkn; 6aHKiBCcbka
cnpasa; ehekT macwTaby; KpaiHu Buwerpapcbkoi rpynu.
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Kouuwosa K.

KaHanaaT 3KOHOMUYECKMX HayK, OOLIEHT,

kadenpa 6aHKOBCKOro gena u MHBECTULIMOHHOWN AesATeNbHOCTH,

haKyneTeT aKOHOMUKM, TexHu4ecknin yHusepcuteT B Kowwue, Kowuue, Cnosaukas Pecny6nvka

A hekTUBHOCTL 6aHKOBCKOW AEATENbHOCTM Ha Npumepe cTpaH Boiwerpaackon rpynnbi

AHHOTauma. Llenbio gaHHOW cTaTby SABNSETCS M3YYeHUE TeXHUYeCKOW 3(PEKTUBHOCTN KOMMEPYECKUX GaHKOB B CTpaHax
Bbiwerpagckoi rpynnbl ¢ MCMNOMb30BaHMEM HeMapameTpuyecKoro MeTofda aHanmMsa oxBaTa [aHHbIX, a TakXe OueHKa
n3meHeHns 3 HeKTUBHOCTY yrpaBneHns B 6aHKOBCKOM CeKTope. B xoge npoBefeHns nccnegosaHns asTopamu ctatby 6bina
NnpYMeHeHa Mofesb, OPUEHTMPOBAHHAsA Ha BXOOHbIE flaHHble, C LIESbIO NCCNeqoBaHnst TEXHUYECKON 3hheKTUBHOCTY OENO3UTOB
KOMMepPHECKNX 6aHKOB OJ18 KPeAMTOBaHMSA npoLecca TpaHchopmaummn. BeiBogpl, caenaHHble Ha OCHOBE NOSyYeHHbIX Pe3yNsTaToB
nccnegoBaHuns, NO3BONSAIOT CHOPMYNNPOBATL PEKOMEHAALMN KacaTeNlbHO NOBbILLeHUst 3MDEKTUBHOCTM ynpaBneHns 6aHKamu.
[aHHoe nccnegoBaHue oxeatbiBaeT nepuog 2005-2016 rogos, NOCKOMbKY B 3TOT nepuof 6aHKOBCKWIA CEKTOP npeTepnen
3Ha4uTeNbHblE CTPYKTYPHble U3MEHeHWUs. TakxXe ykasaHHbIi Nepuod CYUTaeTCs MepuofoM BO3HVMKHOBEHMS (PMHAHCOBOrO
Kpuauca. [ns 6onee nosiHOro oTo6paXkeHUsi pesynLTaToB UCCeA0BaHNa aBTopbl pasgenunn ero Ha Tpy nognepuoga: 2005-
2008 rr.,, 2009-2012 rr., 2013-2016 rr. [pn aTOM OTMEe4YaeTcs, YTO POCT 6AHKOBCKOIO CEKTOpa M pasBUTVE SKOHOMUKU
npvBenu K N3MeHeHNaM, 3aTparvBaroLLMM TEXHNYECKY0 aheKTNBHOCTL. B CBA3M € 3TUM B NOCNEAHeNn 4YacTy AaHHOWN cTaTbu
BHUMaHVe yaeneHo geTepMUHaHTaM n3aMeHeHns 3 HeKTUBHOCTY B OTAENBbHO B3ATbIE NOANEPMOAbl C UCMONb30BaHNEM UHAEKCA
ManbmkBrcTa. MNonyyeHHble pe3ynsTaTthl NOATBEPXKAAIOT TOT (PaKT, YTO MNONOXUTENbHbIE N3MEeHeHN 3P(EKTUBHOCTA B Neprog,
2005-2008 ropoB. 6b1 06yCNoBEHbI, MaBHbIM 06Pa30OM, MHHOBALIOHHLIM Pa3BUTUEM N TEXHONOMMYECKUM POCTOM, TOraa Kak
B nepuog 2009-2012 n 2015-2016 rogos BNUsiHMe okasas NpPorpecc B naMmepeHnn 3aheKTNBHOCTU, CBSI3AHHbIN C yNy4yLLEeHNEM
ynpasneHns. Ha MOMeHT npoBefeHnsa nccnegosaHnsa faHHble 3a nepuog 2017-2018 rr. He 6bin JOCTYMHbI, B CBA3W C YeM
aBTopamu 6bina onpefeneHa ToNbKo obLlas TeHaeHUmMs 6yayLero passuTus.

DocTtynHble paHHble, 3a 2017 rop, KoTopble, GbiNMM nNpepocTasneHbl EBponenckum LeHTpanbHbiM 6aHKOM, MO3BOAMAN
CMNpPOrHO3MpoBaTh, 4TO NpefronaraeMoe passBuTe 6yaeT UMETb NONOXUTENBHYIO TEHAEHLMIO C HEKOTOPbIMU OTKIIOHEHUSIMU OT
HamMe4YeHHoro Kypca.

KnioueBble cnoBa: aHanma oxeBara AaHHbIX; MOCpeaHNYeCcKuii nogxod; MHaeKC MasibMKBUCTa; KOMMepYecKre 6aHKn; 6aHKOBCKOe

neno; achdekT macutaba; cTpaHbl Boilwerpagcko rpynnbl.

1. Introduction

During the global financial crisis, the global banking sec-
tor has been facing a series of problems since 2008. The
issues that have decimated the overall net profit not on-
ly increased both the credit risk and costs in line with the
new regulatory framework, but also affected other aspects
of banking industry like competition, efficiency and stabi-
lity. We can see that before the interbank market was very
active the year 2008, and banks were lending money with
high confidence. The situation has changed since then, and
many banks have severe problems when finding resources
of liquidity other than deposits. Many countries have faced
either a significant decline in their growth rate or even reces-
sion (Kiselakova & Kiselak, 2013).

The financial markets in the Visegrad countries can be
characterised as representatives of a bank-oriented financial
market where a critical part of financial transactions is carried
out through the financial intermediaries. The group of Viseg-
rad countries (V4) includes the Czech Republic (CR), Hunga-
ry (HU), Poland (PL) and Slovakia (SR). Using data about the
global financial development published by World Bank, we
can see that, for example only 30% of financial transactions
was carried out through the financial market (debt securities
and stock market) in Slovakia in 2015 and 70% was carried
out through deposit money banks and other financial institu-
tions. In the case of the Czech Republic, the ratio was appro-
ximately 40:60; it was 45:55 for Poland, and it equalled 50:50
for Hungary. In the Visegrad countries, a critical part of finan-
cial transactions realised by financial intermediaries is carried
out through commercial banks, which play the role of principal
financial intermediaries. This fact is evident from data by the
Word Bank, where, in the case of Slovakia, the Czech Repub-
lic, Hungary and Poland in 2015, commercial banks managed
around 70% of financial assets, and only 30% was managed
by insurance companies, mutual funds, nonbank financial in-
stitutions and pension funds. That is why it is necessary to
evaluate the efficiency of the process where funds transform
from creditors to debtors. Conservative measures, such as fi-
nancial ratios, are still present when assessing banks’ efficien-
cy. More sophisticated methods are aimed at measuring the
overall efficiency, taking multiple inputs and multiple outputs
into account. Data Envelopment Analysis (DEA) is one of them

and allows to create the so-called reference group of units with
the best practice regarding efficiency and to determine which
of the units are inefficient compared to those in the reference
group, as well as to provide a measurable scale of the inef-
ficiencies present. Another advantage of the DEA method is
that it should bring recommendations for managers in mana-
ging banks to increase their efficiency in the analysed group
of banks. It can bring proposals on how to control the input or
output variables with the aim to minimise input at a given level
of output, or how to maximise output at a given level of input.

In this paper, a DEA window analysis is used to evaluate
the efficiency of commercial banks within three sub-periods
that aggregate years with similar characteristics. An input-
oriented model with a constant and variable return to scale
is applied to investigate the efficiency of deposits to loan the
transformation process. The last part of this paper focuses on
the determinants of efficiency changes within individual sub-
periods using the radial Malmquist index under the condition
of constant return to scale. In addition to that objective, we
deal with the following research questions about whether the
banking sector of the Visegrad countries performs efficiently,
the primary sources of inefficiency, whether there is any way
how the managers of commercial banks can improve the effi-
ciency of the transformation process in the Visegrad countries,
whether the efficiency of the transformation process (transfor-
mation of the deposits to loans) in the Visegrad countries has
changed over the past years, including the determination of
the main reason for the positive/negative efficiency change in
the Visegrad countries? The answer to these questions may
be beneficial to the three main groups. Knowledge of the effi-
ciency score is essential to bank managers since it reflects the
quality of daily operations in utilising inputs and outputs. Also,
other decisions can be based on that knowledge. Policyma-
kers are the second group that may benefit from the relevant
information because they can use it to compare the efficiency
of the banking sector before and after the regulation changes
took place and, consequently, they can evaluate whether the
regulation changes were beneficial to the banking sector. Fi-
nally, it is researchers who can also benefit as they can use
previous studies in that area to observe the gradual develop-
ment in the field of efficiency measurement, which can enable
them to identify gaps in the research area.
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2. Brief Literature Review

H. Sherman and F. Gold (1985) were the first to apply
DEA in the banking sector. They used DEA to evaluate the
operating efficiency of 14 saving bank branches. In their
study, they not only measured the level of efficiency but also
defined how to eliminate inefficiency by adjusting inputs and
outputs of inefficient bank branches. J. Pastor et al. (1997)
analysed the efficiency of several US and European banks
using the value-added approach for comparability to de-
fine the inputs and outputs. B. Casu and P. Molyneux (2003)
used the intermediation approach to evaluate the efficiency
of 750 selected European banks. The results showed rela-
tively low average efficiency scores. Nevertheless, it was
possible to detect a slight improvement in efficiency levels
through time.

The Malmquist index approach was used in the paper
by M. Degl’Innocenti et al. (2017) who estimated producti-
vity growth of commercial banks in the 28 European Union
countries and the process of bank integration during the
three main stages of the global financial crisis. They ana-
lysed the sources of growth in different stages of produc-
tion using a two-stage DEA model. The result showed a pro-
ductivity growth during 2007-2008, but a consistent decline
during 2009-2010. The loss of competitiveness was due to
the drop in growth in the performance stage and technical
change.

Besides this study, many studies assess the producti-
vity change in the European banking industry. S. Berg et al.
(1992), G. Battesse et al. (2000), S. Kumbhakar et al. (2001),
B. Casu et al. (2004, 2016) focused on either the impact of
financial regulation on the productivity of banks in a single
country context or an international institutional setting. In
general, they found out technical progress and productivi-
ty growth in the European banking system due to the libe-
ralisation process.

In the Czech Republic, Hungary, Poland, Slovakia and
Ukraine, Data Envelopment Analysis has been used to
measure the efficiency of financial institutions in the last
years. For example in the works by J. Jablonsky (2012),
I. Repkova (2014), E. Zimkova (2014), M. Boda & E. Zim-
kova (2015), I. Pale¢kova (2015), L. Cernohorskaetal. (2017),
|. Pale¢kova (2017), V. Ponomarenko et al. (2017), M. Tol-
lo et al. (2018) and others. J. Jablonsky (2012) estima-
ted technical efficiency based on the sample of 194 bank
branches of one of the Czech commercial banks. He also
presented the application of DEA for ranking efficient units.
I. Repkova (2014) used DEA to analyse the data of Czech
commercial banks and estimated efficiency during the
2003-2012 period. She identified that the average efficien-
cy under the constant return to scale condition reached
70-78%, and under a variable return to scale condition it
reached 84-89%. Larger banks scored a lower efficiency
than other banks in the banking industry, mostly due to
the excess of deposits in balance sheets and inappropriate
size of operations. E. Zimkova (2014) estimated the techni-
cal efficiency and the super-efficiency of commercial banks
in Slovakia in 2012. She found out that more than one half
of the institutions were found technically efficient by ap-
plying a primary input-oriented DEA model under the as-
sumption of a variable return to scale. |. PaleCkova (2015)
also analysed the technical efficiency and noticed an in-
crease in the average technical efficiency of commercial
banks in Slovakia between 2004 and 2013. M. Boda and
E. Zimkova (2015) used three commonly applied (service-
oriented, intermediation, and profit-oriented) approaches
to compare the technical efficiency in the Slovak banking
market over the 2000-2011 period. The result pointed to
the fact that general impression of the efficiency status of
individual banks obtained within the three approaches is
similar in most cases.

The change of efficiency in Visegrad countries was ana-
lysed by L. Cernohorska et al. (2017) who found out that
changes across all states were relatively stable. Also, they
found a substantial decline in the Malmquist index in the
2011-2012 period in Hungary. The Malmquist index remains
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stable during the 2011-2012 period for Poland and the
Czech Republic and slightly declines for Slovakia.

|. PaleCkova (2017) estimated the efficiency change in the
banking sector of the V4 countries during the 2009-2013 pe-
riod and determined whether banks that belong to a financial
conglomerate were more or less efficient than other banks in
the industry. She uses Malmquist index and found out po-
sitive efficiency change during the 2009-2013 period, prima-
rily due to innovation, superior management and technologi-
cal growth.

3. Methods

DEA is one of the methods to measure the relative tech-
nical efficiency of production units (DMU) that use the same
multiple inputs to produce various corresponding outputs.
By applying DEA models on the available dataset, we can
identify the efficient frontier and the efficiency score of each
DMU. Each DMU can be using the DEA method easily vi-
sualised on the efficiency frontier and assessed regarding
its efficiency. The efficiency calculated by the BCC model
(Banker et al., 1984) is often called pure technical efficiency
and is a component of the overall technical efficiency calcu-
lated by the CCR model (Charnes et al., 1978). The second
efficiency component is the scale efficiency, which controls
for the constant or variable return to scale condition. If the
scale efficiency is equal to 1, the DMU (bank) operates un-
der conditions of constant return to scale, which indicates
that the bank runs at the most efficient scale size. If the
scale efficiency is less than 1, the bank operates under con-
ditions of variable return to scale, either increasing or de-
creasing.

We have decided to analyse their overall technical ef-
ficiency and pure technical efficiency within the three sub-
periods that had similar characteristics of the development
of the banking sector in the country. Therefore, we used
a three-window DEA. DEA window analysis uses a prin-
ciple of moving averages and can be used when dealing
with small data samples. DEA window analysis was pro-
posed by A. Charnes et al. (1985) to measure efficien-
cy in cross-sectional and time-varying data. According to
A. Charnes et al. (1995), each DMU in a different period is
treated as if it was a different DMU (independent) but re-
mains comparable in the same window. This way the dis-
criminatory power of DEA models can increase. As was pre-
sented by M. Asmild et al. (2004) another advantage of DEA
window analysis is that the efficiency of a production unit
in a period can be contrasted against themselves and other
units’ overtime.

Following M. Asmild et al. (2004), we can consider
NDMUs (n=1,2,...,N) observed in T (¢t=1,2,...,T) periods
using rinputs to produce s outputs. The sample, thus, has
N x T observations, and an observation = in the period ¢,
DMU represents a DMU, in period ¢ with an r dimensio-
nal input vector x” = (x,", x,7,... , x,”) and the s dimensional
output vector y" = (y,, 3,/--- » ,). The window starting at
time k, 1 < k< T and with the width w, 1 s w< T-k, is de-
noted by k_and has N x w observations. The matrix of in-
puts for this window analysis is given by:

XA“. = (XAI» XA2»--~ 5 X v, Xt /I, Xt /3,- cos Xkt ,‘\’, X m-I, XA-“],-»- 5 X \\'.\’) . (1)
And the matrix of outputs is given by:
Y, = 0 s v i v o i v v i) - @

The following form can give the input-oriented DEA win-
dow problem under a constant return to scale assumption:

BAH, = nuli/:nH

St —X, A+6x 20 ®)
Y, A-y,20

2,20 (n=1..,Nxw) .



After the overall technical efficiency and pure technical ef-
ficiency estimation, we performed an analysis of factors de-
termining the efficiency change over. For this purpose, we
used the Malmquist index with its decomposition into the
driving forces of productivity change. The Malmquist index
measures total factor productivity change between two da-
ta points «by calculating the ratio of distances of each data
point relative to standard technology» (Adeleke et al., 2017).
Following R. Shephard (1953), R. Fare et al. (1994) and
B. Casu et al. (2004) to define the Malmquist index, it is ne-
cessary to determine distance functions concerning two dif-
ferent periods. The Malmquist productivity index evaluates a
productivity change of a DMU between two periods as the
product of «catch-up» and «frontier shift» terms. The catch-
up (recovery or efficiency change) term reflects the degree
that a DMU attains for improving its efficiency, while the fron-
tier shift (innovation or technological change) term demon-
strates the difference in the efficient frontier surrounding the
DMU between the two periods.

The following formula can measure the catch-up effect
from period 1 to period 2:

Efficiency of (xo, in period 2 with respect to period 2 frontier
Catch—up = fr Y of (x0.y0) inp P p f (4)

Efficiency of (x0,y0) in period 1 with respect to period 1 frontier

Next, we use the following notation for the efficiency score
of DMU (x,,y,)" measured by the frontier technology ¢,:

8" ((xg.9)") (t,=12and 1, =12) . (5)

Using this notation, we can express the catch-up ef-
fect as:

(e d))
Catch—up TGy (6)

If the «catch-up» effect value is greater than 1, it interprets
the progress in the relative efficiency from period 1 to period
2. The «catch-up» effect value equal to 1 indicates no chan-
ges in the relative efficiency, and a value below 1 indicates a
regress in relative efficiency.

In addition to the «catch-up» effect, the «frontier-shift» ef-
fect must be taken into account to fully evaluate the produc-
tivity change, since the «catch-up» effect is determined by the
efficiencies being measured as the distances from the respec-
tive frontiers. According to W. Cooper et al. (2007), the fron-
tier-shift (or innovation) effect reflects the change in the ef-
ficiency frontiers (production frontiers) between two periods.
The frontier-shift is defined as follows:

Frontier — shift = \/¢1¢, , @)

where ¢, and ¢, are defined by the following formulas:

_ Efficiency of (x0,¥0) in period 1 with respect to period 1 frontier
" Efficiency of (xo,Y0) in period 1 with respect to period 2 frontier '

[

®)

_ Efficiency of (xo,y,) in period 2 with respect to period 1 frontier
" Efficiency of (x,,Y,) in period 2 with respect to period 2 frontier *

2

Using previous notation (5), we can use the following for-
mula representing the frontier-shift effect:

pmm,-e,-_shm:{‘i‘f("w—"u’,) NACSH TN )
0 ((x0:20) ) 0 ((%450)7)

Frontier-shift higher than 1 indicates progress in the frontier
technology around the evaluated production unit DMU (x,, y,),
from period 1 to period 2, while frontier-shift equal to 1 and
frontier-shift lower than one indicate the status quo and re-
gress in the frontier technology.

The Malmquist index is computed as the product of the
catch-up effect and frontier-shift effect. We obtain the follo-
wing formula for the computation of the Malmquist index:
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Malmaquist index =

5 ((X(la,\"())z) % 5'((«\’0’.};0)‘) % 5 ((x(y’yu)z)] ’ ) (1 0)
(Yl((xuvyu)l) (Yz((xuayu)l) 52(()(0,}’0)1)

According to W. Cooper et al. (2007), the Malmquist in-
dex is a geometric mean of the two efficiency ratios: the
one being the efficiency change measured by the period
one technology and the other - the efficiency change mea-
sured by the period two technology. As can be seen from
the formula (10), the Malmquist index consists of four terms:
' (X y0))s 32 ((x0:30)7) » 8 (2 ¥0)")s @NA 5%((x,.3,)")- The first two are
related to the measurements within the same period with ¢ = 1
or ¢ = 2, while the last two are for intertemporal comparison.
The Malmquist index higher than 1 indicates progress in the to-
tal factor productivity change of the evaluated production unit
DMU (x,,y,), from period 1 to period 2. The Malmquist index
equal to 1 shows a status quo, and the Malmquist index lower
than one means deterioration in the total factor productivity.

4. Data, Results and Discussions

In this research, we focus on the overall and pure techni-
cal efficiency evaluation of commercial banks in the Visegrad
countries between 2005 and 2016. The analysis used banks’
data that cover more than 76% of the total banking assets in
case Czech Republic in 2016, more than 46% in the case of
Hungary, more than 36% in the case of Poland and more than
80% in the case of Slovakia. We created a panel of 40 univer-
sal commercial banks operating in Visegrad countries (twelve
from Hungary, eleven from the Czech Republic, six from Po-
land and eleven from Slovakia’s banking market during the
analysed period. The reason for older data exclusion was that
the new Basel Il rules were implemented in 2004.

We use the three sub-periods (windows) DEA analy-
sis, which works on the moving averages principle. The first
sub-period (2005-2008) was characterised by the acces-
sion of the Czech Republic, Hungary, Poland and the Slo-
vak Republic to the European Union and significant chan-
ges in the operation of commercial banks in the structure of
their services and the orientation on mortgage banking and
asset management. The adoption of the Euro as the natio-
nal currency in Slovakia characterised the second sub-pe-
riod (2009-2012). During this period, the banking market in
all the V4 countries developed, which was also influenced
by the financial crisis that hit banking sectors all around
the world in 2008 (Pitoridakova, 2015). The last sub-period
(2013-2016) was characterised by non-standard operations
of the European Central Bank (ECB), the policy of negative
interest rates and the tightening regulation of the national
central banks in the V4 countries in the retail lending. The
implementation of capital buffers, in line with the implemen-
tation of Basel lll, also characterised this period.

To evaluate the «relative» technical efficiency, the in-
termediation approach was used, since the main role of
commercial banks is the realisation of financial intermedia-
tion. The term «relative» refers to the achieved efficien-
cy within the group and under selected criteria (the input
and the output variables according to the intermediation
approach). In our analysis, we compare the relative tech-
nical efficiency of each bank and also the average efficien-
cy of banks in the banking sector according to the bank’s
headquarters in one of the four countries of the V4 group.
The calculation was done using the DEA Solver-Pro soft-
ware (http://www.saitech-inc.com/products/prod-dsp.asp)
and MS Excel.

As the clients’ deposits are the main source of funds,
and loans are the main part of the assets side of the balance
sheet, we decided to use deposits as the input and loans as
the output variable. We selected the number of employees
as an input variable because their employees provide most
of the bank services. We decided to limit the number of the
input and the output variables (accepting the rule that the
number of DMUs should be three times the number of the
variables) to avoid the unreasonably high-efficiency scores
in the estimation. We extracted the data from the Bankscope
database (bankscope.bvdinfo.com), and we supplemented
the missing data from the banks’ annual reports on an un-
consolidated basis. We reported all the data in EUR as the
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reference currency. The figures in national currencies (HUF,
CZK and PLN) were converted by the official exchange rates
of national central banks at the end of the analysed year.
Table 1 and Figure 1 give descriptive statistics of the va-
riables used in the analysis.

In general, this development trend is in line with trends
within the third analysed sub-period.

Following the described methodology, the efficiency of
all banks in the three sub-periods (2005-2008; 2009-2012;
2013-2016) using CCR (a measure of the overall technical

As can be seen from our sample,
the Polish banking sector could be
considered as the largest one with
the average number of employees

Tab. 1: Descriptive statistics of variables entering into the model

equal to 8,285 persons, the average _ Number of employees Total deposits (EUR th) Total loans (EUR th)
deposit value of EUR 10,938,447 5o mmlmum = ogg 5 58;‘ ‘7‘2; > 7‘112 3;(3)
1 S| Maximum

tr:rc])usi:g indELthe gag\qeéaffg Lcr)]an? S Sl Average 3594 4 482 666 3 666 984
a %Ud ) (;h Holt analveed ou St. deviation 5 498 5396 557 4179 120
san uring the whole analysed pe- Minimum 35 2513 2 600
riod. On the other hand, the ban- g N[ Maximum 36 366 27 464 182 26 379 967
king sector in Slovakia can be con- 52 gve;ag? i (3551‘;; ?g’g; ;Eé ggg‘s‘ fg;‘
sidered to be the smallest, with L. deviation

! Minimum 75 4 821 68 813
the average number of employees o 9[ Maximum 38 203 30 763 592 28 974 483
equal to 1,346, the average depo- S Q[ Average 3 960 7 305 497 6 251 364
sit value of EUR 2,980,393 thou- St. deviation 6 690 8 552 882 7 266 954
sand and the average loans amoun- 4 Minimum 35 2513 2 600
ting to EUS 2,545,290 thousand du- S9 L"ax'm“m 32 ;cl’g 32 ggi’ ggf 22 3;2 ‘z‘ii
. : Q S| Average
ring the whole analysed period. The N[St. deviation 6115 7 224 905 6047 242

development of input and output
average values during the exami-
ned period in individual countries in
Figure 1 shows that the volume of total loans, deposits and
number of employees had significantly risen by 2008. Du-
ring the first sub-period, the amount of deposits increased
by more than 49% in the Czech Republic, more than 54%
in Hungary, more than 59% in Poland and more than 91%
in Slovakia. The volume of loans increased during the first
sub-period by more than 90% in the Czech Republic, more
than by 80% in Hungary, more than by 104% in Poland and
more than by 58% in Slovakia. In the case of the last va-
riable, a significant increase in the number of employees
during the first sub-period can be seen in Hungary (more
than 57%) and Poland (more than 28%). The 2009 finan-
cial crisis temporary stopped this growth. Therefore, during
the second sub-period (2009-2012) the deposit increased
only by 17% in the Czech Republic, by 16% in Poland and
by 7% in Slovakia. In the case of Hungary, we can observe
a decrease in the deposit value. A similar situation can be
seen in case of the second variable, where the total amount
of loans increased only by 23% in the Czech Republic and
Poland, by 10% in Slovakia, and decreased by 11% in Hun-
gary. In the case of the number of employees, an increase
can be observed in the Czech Republic (3%) and Hunga-
ry (4%), whereas the number of employees decreased in Po-
land (4%) and Slovakia (3%). During the last sub-period the
renewal of growth can be seen in the Czech Republic (an in-
crease in deposits by 21%, loans by 16% and the number of
employees by 3%), Poland (an increase of deposits by 25%,
loans by 25% and the number of employees by 2%), and
Slovakia (an increase of deposits by 17%, loans by 25%
and the number of employees by 4%). On the other hand,
in Hungary, the renewal of growth can be seen only in terms
of deposits (by 5%), while for loans and the number of emp-
loyees the downward trend continued.

Data from 2018 and 2017 were not available at the time
of this analysis. Therefore, only a trend of future develop-
ment is presented by the authors. Data partially available for
2017 by the European Central Bank, suggest that the de-
velopment described by the analysis results using the DEA
models in all the three sub-periods would have an increa-
sing trend with digressive slope. In 2017, the volume of to-
tal loans have increased in all the V4 countries, especial-
ly in the Czech Republic (by 43%), followed by Slovakia
(by 11%), Poland (by 10%) and Hungary (by 6.9%). From
the point of view of deposits, the highest increase was in
Czech Republic (27%), followed by Hungary (10.9%), Po-
land (9.5%) and Slovakia (5.2%). An increase in the num-
ber of employees was recorded in the case of the Czech
Republic (0.84%) and Hungary (0.32%). Slovakia and Po-
land recorded a decrease by 4.6% and 2.5%, respectively.
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efficiency) and BCC (a measure of the pure technical
efficiency) the input-oriented model was evaluated.
In Figure 2, the distributions of efficiencies in each of
the sub-periods are presented using the CCR or BCC
model.

The CCR model reported an increase of the overall
technical efficiency medians from the first to the se-
cond period (by 17.7%) with an increase (21.04%)
towards the third one (the median values of 38.48%
were within the first period, 45.29% within the second
period and 54.83% within the third period). A slower
increase in the median values between the first and
second sub-period can also be explained by the fi-
nancial crisis that hit the banking sectors all around
the world in 2008. The CCR overall technical efficien-
cy can be decomposed into the BCC pure technical efficien-
cy and the scale efficiency. We used the BCC model due to
the other than the optimal size operation of the banks. The
pure technical efficiencies were higher during all the ana-
lysed periods (the median values of 57.23% were within the
first period, 66.71% within the second period, and 75.56%
within the third period) due to the existence of scale inef-
ficiency and the non-optimal size of banks. Based on the
above sample, we can say that most banks operated under
the conditions of variable return to scale, mostly decreasing
return to scale. In view of the results presented in Figure 2,
a higher variability can be seen under the CCR model, espe-
cially during the second sub-period.

We calculated the level of average efficiency separately
for each state to observe differences in the average efficiency
among the V4 countries. Table 2 presents the results.

Taking into account the results of the BCC model, which
overcome the assumption that banks operate under the
condition of their optimal size, we can see that the leading
position was reached by the Hungarian banking sector,
whose average pure technical efficiency was 78.83% du-
ring the whole analysed period. The Czech Republic ranked
second, with the average pure technical efficiency equal to
68.63%. The third one was the banking sector in Poland,
where the average pure technical efficiency gains value of
60.52%. The last was the Slovak banking sector, where the
average pure technical efficiency was only 58.32%. Hun-
garian banks reached the highest efficiency during the
2005-2014 period. In 2015 and 2016, Polish banks were
the most efficient. The Polish banking sector reached the
highest improvement of ef-
ficiency between the first
and last year of the ana-
lysed period, where the
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Fig. 2: The results of DEA models in the three sub-periods
in the V4 countries
Source: Compiled by the authors

may help to remove some barriers on the way to catch up
with more efficient banks in the money lending business.
We can see (Table 3) that, in order to improve the efficien-
cy, it was necessary to reduce the value of inputs by 40%
on average in the model with constant return to scale as-
sumption, and by 22% in the model with a variable return to
scale assumption. The highest reduction rate was required
at the beginning of the analysed period when the average
efficiency score was the lowest one. If we look at the reduc-
tion rates separately according to the examined countries,
we find that the highest reduction was required in the case
of Polish banks (45.5%) in the model with constant return to
scale assumption, and in the case of Slovak banks (26.15%)
in the model with variable return to scale assumption.

In the next part, we analyse the relationship between
pure technical efficiency (BCC) and the bank size, using the
total deposit and total loans amount as the proxy of its size.
As the value of total deposit (TD) and total loans (TL) has re-
latively high volatility (as is evident in Table 1), we have deci-
ded to transform it into a logarithmic form. In Figure 3, we plot
the BCC efficiency against the bank size during the whole
analysed period. In each case, we consider both linear and
nonlinear fitted values. We obtained the R-square by finding
a linear or quadratic function. We can see a relatively weak
linear relationship between the pure technical efficiency and
the bank size. More importantly, scatter plots reported in
Figure 3 indicate a potential nonlinear link between the pure
technical efficiency and the bank size. Following the theo-
retical results from D. Martinez-Miera and R. Repullo (2010),
such a nonlinear investigation of nonlinear relationship can

Tab. 2: Average technical efficiency in the V4 countries

2013-2016

average pure technical effi- ESSI;ZZ Model | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016
i i 0,
ciency increased by 138%. cr | CCR_[0.4032[0.4553]0.4886 | 0.51730.5091 | 0.5209 | 0.5183| 0.54670.5918 | 0.5865| 0.6384 0.6363
The slowest increase can BCC | 0.54270.61590.7057]0.6960 | 0.6616 | 0.6629 | 0.6548 | 0.6696 | 0.7190 | 0.7202 | 0.7987 | 0.7881
be seen in Hungary, where hu | CCR _[0.5282[0.5457[0.5841]0.6508 | 0.6514 | 0.6083|0.5996 | 0.6066[0.6151]0.6143|0.5811 [0.6144
the average efficiency in- BCC |0.7142]0.73730.7875 0.8404 | 0.8497 | 0.8259 | 0.7747 | 0.7910 | 0.7983]0.8030 0.7516 | 0.7861
creased only by 10%. Ac- CCR_|0.2406 | 0.2598 | 0.3074 | 0.3485 | 0.4073 | 0.3988 | 0.4027 | 0.4583 | 0.4918 | 0.5054 | 0.5135 | 0.5448
ding 1t X[h yCCé) i PL  [BCC [0.34860.3592|0.4252 | 0.5167 | 0.6158 | 0.5957 | 0.5920 | 0.6847 | 0.7291 | 0.7578 | 0.8095 | 0.8283
cording to the LLR mo R |CCR_[0.2985]0.3355]0.3844]0.4422]0.4483  0.4747| 0.4685 0.4851 | 0.4985 | 0.5432 0.5510|0.5777
del, the most efficient was BCC | 0.38040.41420.4729]0.56200.5553 | 0.5877 | 0.5949 | 0.6249 | 0.6464 | 0.7077 | 0.7140| 0.7385
the banking sector in Hun- va |CCR 10.3875[0.4201]0.4614]0.5114]0.51980.5161]0.5116]0.5344|0.5581|0.5708|0.5784]0.5999
gary, the second was in BCC |0.52040.55830.62420.6756 | 0.6820 | 0.6810 | 0.6649 | 0.6960 | 0.7244 | 0.7473 | 0.7629 | 0.7799
the Czech Republic, the Source: Compiled by the authors
third was in Slovakia and
the last was the Polish banking sec- . ) . . . .
tor. The highest improvement can also Tab. 3: Reduction rate (in %) to improve efficiency in V4 countries
be seen in the case of Poland (126%), C Model | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016
in Slovakia (94%), the Czech Repub- ag;'r”atgr’e' ode
lic (58%), and the last one is the R |CCR [59.68]54.47[51.14]48.27[49.0947.91[48.1745.33]40.82[41.35]36.1636.37
Hungarian banking sector (16%). BCC |45.73|38.41]29.43|30.40 | 33.84 | 33.71 | 34.52 | 33.04| 28.10 27.98 20.13 | 21.19
One of the significant advantages hu  |CCR [47.18145.43]41.59[34.92(34.86 | 39.17[40.04 [39.34]38.49[38.57| 41.89 38.56
of DEA is the ability to identify poten- BCC |28.5826.27]21.25]15.96 | 15.03 | 17.41 | 22.53 | 20.90| 20.17 | 19.70 | 24.84 | 21.39
. : . CCR_[75.94|74.02]69.26|65.15|59.27 | 60.12 [ 59.73 | 54.17 | 50.82 | 49.46 | 48.65 | 45.52
;E.'a.l arte:;s fir ttjl%lmpm\;emgntto;mef PL |BCC [65.1464.08|57.48 | 48.33 | 38.42 | 40.43 | 40.80 | 31.53| 27.09 | 24.22| 19.05| 17.17
icient banks. 1he input-oriented mo- sk |CCR [70.15]66.45|61.56]55.78]55.17 | 52.53 [ 53.15] 51.49 | 50.15] 45.68 | 44.90 | 42.23
del brings recommendations for ineffi- BCC | 61.96|58.58 | 52.71|43.80 | 44.47 | 41.23|40.51 | 37.51 | 35.36 | 29.23 | 28.60 | 26.15
cient bank how to become efficient by Va CCR |61.25[57.99(53.86 | 48.86 |48.02|48.39|48.84 | 46.56 [ 44.19[42.92[42.16 | 40.01
reduction on theinputs side. The iden- BCC |(47.96|44.17|37.58|32.44(31.80|31.90|33.51(30.40|27.56|25.27|23.71(22.01

tification of the sources of inefficiency

Source: Compiled by the authors
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be useful from a policy point of view, as it allows identifying
an optimal threshold beyond which the bank size becomes
dangerous for the performance and of the whole banking
sector. For the relationship between the total deposits, to-
tal loans and pure technical efficiency, we report the turning
point (i.e. the optimal threshold). As we can see in the figure,
the results show the U-shaped relationship between the
bank size and efficiency (convex curve). The turning points
in the logarithmic form vary between 5.9005 and 6.0961,
which is equivalent to EUR 1,247,564 thousand in the case
of deposits and EUR 795,180 thousand in the case of loans.
The value of the turning point suggests that in terms of this
threshold, the growing bank size tends to decrease the ef-
ficiency, and beyond this threshold, the growing bank size
tends to increase the efficiency of the analysed commer-
cial banks.

When we analyse the relationship between the bank
size and pure technical efficiency for each sub-period sepa-
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Fig. 3: The relationship between the BCC efficiency and the
bank size
Source: Compiled by the authors
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rately, we find out that the closet relationship was between
the examined variables during the first sub-period, where
the value of the R square was higher than 13%. During the
second sub-period the relationship becomes weaker, and
we can again see the reinforcement of the relationship bet-
ween the variables within the last sub-period. The threshold
value was approximately the same during each of the sub-
periods. The U-shape, the relationship between variables,
indicate that the smallest and largest banks in the sample
tend to be the most efficient. It can also be seen according
to the average value of the pure technical efficiency for the
fifth percentile of smallest and largest banks in the sam-
ple. If we look at the situation from the point of view of to-
tal deposit, we can see that the fifth percentile of the smal-
lest banks reached the average pure technical efficiency of
93.32%, the fifth percentile of the largest banks reached
the average efficiency of 72.99%, while the rest of the sam-
ple reached the average efficiency of only 65.92%. If we
look at the situation from the point of view of total loans,
we can see that the fifth percentile of the smallest banks
reached the average pure technical efficiency of 70.95%,
the fifth percentile of the largest banks reached the average
efficiency of 90.71%, while the rest of the sample reached
average efficiency of only 66.17%. We can conclude that
the most efficient were banks with the lowest values of de-
posits and the highest value of loans. It indicates that the
most efficient were banks which were able to either trans-
form their level of deposits to the highest level of loans, or
which provide their level of loans from the lowest level of
deposit. We can suppose that for the commercial bank it is
more appropriate to choose the strategy of specialisation if
it does not belong to the group of the largest banks in the
market. From our analysis, the riskiest were medium-sized
banks, suggesting that these banks should also be subject
to regulatory oversight.

In the last part, we examine changes within individual sub-
periods using the radial Malmquist index under the condition
of constant return to scale. Table 4 records the results of this
analysis.

The average progress of 46.37% in the total factor pro-
ductivity is recorded in the first time window. The progress
in the frontier technology positively determined this produc-
tivity growth of the analysed banks by 52.44% and a decline
in the technical efficiency by 1.78%. In the second time win-
dow, we observe the Malmquist index (MI) indicating a slo-
wer improvement in the total factor productivity with an an-
nual increase rate of 2.26%. This more gradual increase was
supported by a decline in the innovation progress (which
should be influenced by the financial crisis) by 9.21%, and
even the positive catch-up effect (12.49%) could not tip the
scales in the total factor productivity. In the third time win-
dow, the MI index recorded a 1.26% increase in the total
factor productivity with growth in the relative technical ef-
ficiency (6.87%) and the adverse innovation effect (4.84%).
The frontier shift effect representing the impact of innova-
tion was positive only during the first sub-period. Howe-
ver, the source for this effect can be latent and of any type
like technological change or progress, macroeconomic de-
velopment central bank policies or even government regu-
lations. All these issues, together with information techno-
logies, influenced the banks’ ability to offer more sophisti-
cated products and services, enabling them to take their
products closer to clients and so increase their efficiency.
The catch-up effect was more critical during the second
and third sub-periods, which represents an improvement
in the technical efficiency due to improved operations and
management of commercial banks and optimisation of the
bank optimal size.

If we look at the results according to the countries
shown in Table 5, we see that the average Malmquist in-
dex was above 1 in the Czech, Polish and Slovak banking
sectors. This result shows a positive efficiency change in
the mentioned banking sectors. The highest productivity
growth was in Slovakia during the first sub-period which
illustrated the most top performance change (an increase



Tab. 4: Productivity change indexes
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to scale assumption. If we look
at the reduction rates by country,
we find that the highest reduction

Years Number of banks Catch-up effect Frontier-shift effect Malmquist index X .

2005-2008 40 0.9822 1.5244 1.4637 was required in the case of Po-
2009-2012 40 1.1249 0.9079 1.0226 lish banks in the model with con-
2013-2016 40 1.0687 0.9516 1.0126

Source: Compiled by the authors

Tab. 5: Productivity change indexes in individual countries

stant return to scale assumption,
and in the case of Slovak banks -
in a model with a variable return
to scale assumption.

When looking at the develop-
ment of the whole banking in-

Years Number of banks Catch-up effect Frontier shift effect Malmquist index dustry according to the data
2005-2008 11 0.9385 1.6204 1.4434 :

CR 2009-2012 11 1.2036 0.9181 1.1092 publlshed_by the European Cen-
2013-2016 11 1.0813 0.9582 1.0327 tral bank, it can be seen that the
2005-2008 12 0.9596 1.4159 1.3261 volume of deposits slightly in-

HU 2009-2012 12 0.9658 0.8906 0.8596 creased in Poland (9.5%), and
2013-2016 12 0.9438 0.9511 0.8876 Slovakia (5_2%) in 2017’ while
2005-2008 6 1.0390 1.4331 1.4852

PL 2009-2012 6 1.2618 0.8980 1.1315 the number of employees de-
2013-2016 6 1.1070 0.9420 1.0424 creased ( by 4.6% in Slovakia
2005-2008 11 1.0195 1.5966 1.6224 and by 2.5% in Poland). This

SR 2009-2012 11 1.1453 0.9223 1.0545 development |S in ||ne W|th the
2013-2016 11 1.1717 0.9506 1.1126

Source: Compiled by the authors

of 62.24%). Hungary reached the worst performance in the
second sub-period, as its average Malmquist index was the
lowest, indicating regress by 14.04%. The technological
change achieved positive growth in all the countries only
during the first sub-period. Therefore, we can suppose that
the entrance of the Visegrad countries into the European
Union had a positive impact on innovation which was deve-
loped, adapted or absorbed by players within the banking
systems of all the states. The highest regress in the tech-
nological change can be seen in all the states during the
second sub-period which was impacted during the crisis
years. Therefore, the level of innovations was not so high as
during the first sub-period. The regress in the technological
change can also be seen in the last sub-period where the
rate of decline is not so high. The difference in the technical
efficiency in the form of the positive catch-up effect can be
seen during all the sub-periods in the case of Poland and
Slovakia. It indicates that the progress in the pure techni-
cal efficiency in these countries was primarily impacted by
the growth in the efficiency change due to improved ope-
rations of management and the return to scale effect. Ma-
nagers were able to manage the process of deposit-to-loan
transformations more effectively, which led to an increase
in their efficiency.

5. Conclusions

The aim of the article was to measure the technical ef-
ficiency in the Czech, Hungarian, Polish and Slovak ban-
king sectors by using the non-parametric input-oriented
DEA model with a constant and variable return to scale. We
used the intermediation approach to define the input and
output variables. The results bring the answer to the first re-
search question: «Does the banking sector of the V4 coun-
tries perform efficiently?». We can see that the efficiency of
the banking sector in the Visegrad countries increased du-
ring the analysed period except for the 2009-2011 period,
when a slowdown was recorded due to the financial crisis
and subsequent changes in the regulatory requirements or
banks’ loan assessment behaviour. The results showed that
the banking sector in Hungary was the most efficient, fol-
lowed by the Czech, Slovak and Polish banking sectors re-
spectively.

The second research question was «What are the main
sources of inefficiency, and is there any way how the ma-
nagers of commercial banks can improve the efficiency of the
transformation process in the V4 countries?» The identifica-
tion of the factors of inefficiency may help to remove some
barriers on the way to catch up with more efficient banks in
the money lending business. The results showed that to im-
prove efficiency it was required to reduce the value of inputs
by 40% on average in the model with constant return to scale
assumption, and by 22% in the model with a variable return

trends corresponding to the
third sub-period. When consi-
dering the last analysed period
(2013-2016), where the increase can be seen in the case of
Poland (an increase in deposits - by 25%, loans - by 25%
and the number of employees - by 2%) and Slovakia (an in-
crease in deposits by 17%, loans - by 25% and the number
of employees - by 4%), we can conclude that the develop-
ment of the input variables is more positive, as the growth
rate is slowing down with the current slowdown of loans (an
increase by 11% in Slovakia and by 10% in Poland). There-
fore, we can suppose that it will have a positive effect on the
efficiency of the abovementioned banking sectors.

The analysis of the efficiency of the deposit-to-loan
transformation process in the V4 countries has changed
over the past years, which means that the relative technical
efficiency changed during the three sub-periods. The CCR
model recorded increasing median values of the overall
technical efficiency during the three periods (38.48%,
45.29% and 54.83%). The BCC model showed more clus-
tered results of the pure technical efficiency with the me-
dian increase of 16.56% between the first and second pe-
riods and an increase of 13.26% between the last two pe-
riods. The slowdown of the average technical efficiency in
the second sub-period could be the result of the financial
crisis in 2009. The comparison of the bank size and the pure
technical efficiency showed the U-shaped relationship bet-
ween the bank size and efficiency (the convex curve). The
turning points vary between EUR 1,247,564 thousand in the
case of deposits and EUR 795,180 thousand in the case
of loans. The value of the turning point suggests that the
growing bank size tends to decrease the efficiency within
the threshold, whereas beyond this threshold the growing
bank size tends to increase the efficiency of the analysed
commercial banks.

Basing on the Malmquist index, it can be generally con-
cluded that the frontier shift effect, representing the effect
of innovation, was positive only during the first sub-period.
During this sub-period, banks in the Visegrad countries in-
creased their productivity mainly due to technological pro-
gress. The banking sector took advantages mostly of infor-
mation technologies and reached a higher production fron-
tier. During the second and third sub-periods, the catch-up
effect was more critical, which represents an improvement
in technical efficiency due to improved operations and ma-
nagement of commercial banks and also optimisation the
bank size. The development of the innovation effect was
slower than the increase in the relative efficiency, which can
be caused by negative impacts relating to restrictive regu-
latory requirements, the 2008 financial crisis, and more gra-
dual economic growth. The factors mentioned above can be
considered to be the answer to our last research question:
«What is the main reason for the positive/negative change
in efficiency in the Visegrad countries?»
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