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Abstract

The paper develops a district-level gravity-typededmf foreign direct invest-
ment (FDI) stock in Slovakia using Poisson PseudaiMum Likelihood estima-
tion based on the most recent investment data ¢ednpy the National Bank of
Slovakia (NBS). Population and wages as well aswlig® from Bratislava, access
to freeway and presence of universities are shawhet statistically significant
determinants of FDI stock. The statistical sigmifice of distance from regional
capital and size of the largest city could not ls&ablished, which we believe is
a result of the small size of Slovakia’s districlspse network of public transpor-
tation and a low number of cities of the size resghifor agglomeration econo-
mies. The estimated single-core gravity-type misdelbust to different specifica-
tions of distance, use of different estimation wes$tand omission of outliers.

Keywords : foreign direct investment, Slovakia, gravity mo@&&ML, freeways
JEL Classification : F21

Introduction

A fast-growing economy guarded by the peaks ofHlgh Tatra Mountains,
Slovakia has been dubbed the “Tatra Tiger” forltfs two decades. The coun-
try’s GDP per capita has tripled between 2000 d@ib2and has reached 74% of
the OECD average compared to a mere 45% at therbngi of the period
(World Bank, 2017). It has attracted a considerabimber of foreign investors
and has become one of the world’s leading expodeeitomobiles. However,
the results of the FDI-induced growth have not bgmread evenly throughout
the country. While Bratislava is now the fifth redt region in the European
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Union, Central and Eastern Slovakia still belonghe last quartile of the bloc
(Eurostat, 2018).

It has long been known that regional inequaliiess not unrelated to the for-
eign investors’ tendency to agglomerate (Bailey Briffield, 2002). Numerous
papers have been published since 1990s on locetimines of foreign investors
in various countries of the world: USA (Friedmargr®wski and Silberman,
1992; Head, Ries and Swenson, 1995), France (Crivtegter and Mucchielli,
2004), China (Zhao and Zhu, 2000; Belkhodja, Motindand Karuranga,
2017), Mexico (Jordaan, 2008), four Central andt&asEuropean countries
(Resmini, 2007), Hungary (Boudier-Bensebaa, 20P6)and (Chidlow, Salciu-
viene and Young, 2009) or Romania (Hilber and VpR10) to mention a few.
The studies mostly apply gravity modelling usingil@r OLS estimation meth-
ods and often separate investors by their courftiyrigin. Regional distances
within the studied country are seldom includedhia &nalysis; hence these re-
searches usually do not develop national gravitget® (a partial exception is
Resmini (2007) and a few others as detailed iméhe section). Moreover, there
is no such work which statistically examines reglodeterminants of FDI in
Slovakia. Given it is a small country with a nomtrally located capital city,
a district-level gravity-type model is an ideal @w®oto explore national determi-
nants of FDI. The contribution of out paper is #fere twofold: it is one of the
relatively few papers which uses gravity-like mdidgl to empirically examine
drivers of FDI on sub-national level and it alsgrsficantly enhances the
knowledge on FDI structure and its determinantsSlovakia’s districts. The
motivation behind the research stems from the atigpemlonged national debate
on the importance of highway construction in therdoy and the associated
prioritization of different routings. We have thmlaition to verify whether high-
ways play a crucial role in Slovakia’'s district-&\FDI patterns, and to identify
other significant factors that come into play.

The method used in the paper is based on grawdteta of FDI applied to an
intra-country setting. Unlike traditional model®tigh, the paper is not interested
in the country of origin of the FDI and hence iedmot include distance between
Slovakia and the investment-source country amodepiendent variables. Instead,
similar to Broadman and Recanatini (2001) it usetadce of Slovak districts
from Bratislava, as it is the undisputed centeSkivak economy’s gravity, the
seat of the majority of institutions and — duet®proximity to Austria, Czech
Republic and Hungary — the usual point of entrye Tdyic is similar to using the
so-called “capital city dummy” in studies of regid-DI (Brock and Urbonavicus,
2008), but it goes beyond that approach. As atghis is not a standard gravity
model, rather a gravity-type one.
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The paper is divided into six sections. After &bintroduction a literature
review focusing on gravity models of FDI and doreekication choices of for-
eign investors is offered. Section two providesacise overview of the devel-
opment of FDI in Slovakia along with the currenstdbution of stock. Section
three presents data sources and explains the nudtigazhl choices taken while
the next section features the model, discussionrabdstness checks. Finally,
the last section concludes with some final remaricgideas for further research.

1. Literature Review

The origins of the gravity model go back to theldiof international trade,
where it was successfully used to empirically peetiiade flows between coun-
tries. Introduced by Tinbergen (1962) and Linnem#&h®66), this approach
suggests that trade flows between countries aeeteff by the income of trading
countries and by the distance between them. Otlgirthe model was heavily
criticized for its empirical nature and for statiat issues, but during the follow-
ing decades a number of further contributions héreen published that
addressed these deficiencies (see Anderson, 1®fgstand, 1985; Deardorff,
1998, or Anderson and van Wincoop, 2003).

After empirical successes in the area of inteomai trade flows, gravity
models have been applied successfully to otherstgpénternational flows (mi-
gration, trade flows in regional integration). Snhe 1990s, the gravity model
has been also extensively used for the analysthevideterminants of foreign
direct investment. Although there are some dataditons in the case of FDI
flows (limited availability of bilateral FDI flowslata), the gravity model has
become a very popular tool in the area of FDI eiogirstudies. Additionally,
the FDI gravity model is well-grounded in the thetaral FDI frameworks (see
Dunning’s eclectic OLI paradigm).

The standard FDI gravity model is very similathe trade models as it uses
the GDP of the host and home countries and thergpbigal distance between
countries as independent variables explainingeéigt=DI flows. The popularity
of the gravity model has led to its enhancemenda lyide range of other varia-
bles that include endowment of labor force (Bevad Bstrin, 2004), infrastruc-
ture (Egger and Pffaffermayr, 2004), cultural saritly (Buch, Kokta and
Piazolo, 2003), bilateral trade (Portes and Rey)520European integration
(Di Mauro, 2000), single European currency (De @oaad Lochard, 2011),
unemployment rate (Roberto, 2004), unit labor c@Besan and Estrin, 2004)
or tax-haven related variables (Haberly and Woj2.4).
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In the last decade, the gravity model has alseasingly been used to explain
FDI location decisions of foreign investors on tigional level. Broadman and
Recanatini (2001) explain the spatial distributiddr-DI inflows into Russia using
panel data for the period of 1995 — 2000. They kwmlecthat market size, infra-
structure development, policy environment and agglation effects explain the
majority of variations of FDI inflows to Russia time regional level. Linden and
Ledyaeva (2006) expanded on their work as theypdnited new variables into
the gravity model (natural resources abundancediiabor abundance, capital
city advantages). Using a cross-sectional datboséie period 1998 — 2002 they
concluded that there are only two important factdrEDI presence in a region:
economic performance measured by gross regiondupt@nd the general level
of regional infrastructure’s development. Xinzh@@905) used the gravity model
to analyze the regional distribution of FDI inflowgo China. He concluded that
the spatial distribution of FDI inflows to Chinaggmarily influenced by the level
of the FDI stock in the region, by the labor costsyket size and by the level of
economic development. In a very influential recstudy, Millimet and Roy
(2015) applied a subnational gravity model on U&estevel data to test the
pollution haven hypothesis. They found a negativé @conomically significant
impact of strict environmental laws on inbound HiDthe chemical sector.

Schaffler, Hecht and Moritz (2014) used the gyambdel to analyze regional
distribution of German FDI projects in the Czeclp&gic. Using an extensive
database of German FDI projects the authors coedltiht their findings were
generally in line with expectations of the gravitpdel as GDP and distance
emerged as the main drivers of the regional disioh of German investments
in the Czech Republic. However, the authors obskepatain distinctions be-
tween FDI in the manufacturing sector and the sersector. While FDI in the
service industry flows predominantly into regionghahigh employment in ser-
vices and with above-average wages, FDI in industeyinfluenced mainly by
the supply of high-skilled labor.

2. Foreign Direct Investment in Slovakia — a Brief ~ Overview

When analyzing the patters of FDI inflows, threparate time periods can be
observed during the brief history of the independglovakia. The first time
period starts in 1993 and lasts until the turnhef tentury. It is defined by rela-
tively low FDI inflows to Slovakia, as the averagenual FDI inflow reached
mere 739 million USD between 1993 and 1999 (UNCTARD17). A freshly
independent Slovakia was not able to compete wusthetter-known neighbors
(Hungary, Poland, and Czech Republic) and the iereatonomic policies of



815

1993 — 1998 did not help to increase the interégiotential investors either.
Moreover, the country suffered from setbacks indhea of European integra-
tion, as it was not invited to start negotiatiom®at the EU accession together
with its neighbors at the Luxembourg summit in 1997

The investment attractiveness of Slovakia statwechange after the general
elections of 1998, when economic reforms whergaieitt and the process of
integration into the EU and NATO was quickly restdr Foreign corporations
responded to the changes and a period of highi@Wws to Slovakia started in
2000 that lasted until the global economic crigi2009. This was a decade of
peak FDI inflows with a yearly average of 3,963 limil USD (UNCTAD,
2017). The increased FDI inflows were the resulbwdrdue privatization trans-
actions (banking, energy sector, industry) and rameiasing number of large
greenfield FDI projects. Global automotive companieere the leading inves-
tors during these years (VW, Kia, PSA), but theerevmajor projects also in
electronics industry (Samsung), machinery indusing in the area of shared
service centers (Dell, Lenovo, HP, AT&T and otheF)I inflows clearly con-
tributed to economic growth and job creation durihig time period and Slo-
vakia was transformed into a powerhouse of theraotive industry.

Figure 1
FDI Stock per capita in Slovakia by District (2016)

L

Note Darker districts have higher FDI stock per capita
Source Own elaboration in Excel 3D Map based on NBS €01

The global economic crisis of 2008 — 2009 shoak fibundations of the
global economy and contributed to a global decth&DI flows. This decline
could be witnessed also in Slovakia and the ye@® 20arks the start of the third
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distinct time period of FDI inflows to Slovakia vai is characterized by weaker
and more volatile inflows. The average yearly Fiflaws dropped to 829 mil-
lion USD between 2009 and 2016 thanks to the deitrgdevel of greenfield
projects and increased use of debt instrumenthiéygkobal corporations. The
number of large-scale FDI projects dropped conalugrafter 2009, although
the corporations in the automotive industry corgohto expand their presence in
Slovakia (albeit with smaller projects). On theestihand, the increased profit
repatriation and a large scale use of debt instnisn@gncluded in the FDI statis-
tics) led to a new phenomenon in Slovakia — negdI| inflows between 2013
and 2016. The lower inflow of new equity capitaicirSlovakia after 2012 was
not able to counterbalance the increased negdtiwes fof profit repatriation and
this led to four years of negative FDI inflows. Hever, the giant greenfield
investment of Jaguar Land Rover in Slovakia tipfferibalance of FDI inflows
back into positive levels.

The regional distribution of FDI inflows in Sloviakwas uneven since its
independence in 1993. According to the latest aké#l final data from the NBS
(2019; for the year 2016) Bratislava region inchgdihe capital Bratislava has
a 69% share on the total FDI stocks in Slovakia.démparison, the cumulative
share of the next two best regions on the total §Dtks (Zilina region and
Trergin region) was 13%. Besides the economic powethefdapital of Slo-
vakia, the dominance of Bratislava region has myaliden caused by the me-
thodology of FDI statistics. As an example, Bratisl region was greatly boosted
by privatization FDI inflows that were entered lretFDI statistics into the region
of the headquarters of the privatized companies;iwivas typically Bratislava.
Even if Bratislava is not taken into account, thare of the regions of Western
Slovakia (Trnava, Trefin and Nitra — 16%) on the total FDI stocks in Slkia
is significantly higher than the share of the regiof Central Slovakia (Zilina
and Banska Bystrica — 9%) and Eastern Slovakiai@iéa@nd PreSov — 7%).

Table 1

FDI Stock in Slovakia — Top 10 Districts (2016)
District Region 1,000s EUR District Region 1,000s EUR
Bratislava West 29,712,813 Brezno Cente 13,615
KoSice East 1,748,980 Viey Krtis Center 12,298
Zilina Center 1,553,742 TrebiSov East 11,039
Nitra West 915,799 Gelnica East 0
Senec West 753,522 Lea East 0
Puchov Center 640,590 Medzilaborce East 0
Trergin West 623,387 Poltar Center 0
Trnava West 614,130 Stropkov East 0
Malacky West 536,851 Tuianske Teplice Center 0
Galanta West 535,794 Dunajska Streda West —207,705

Source Own elaboration based on NBS (2019).
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The lopsidedness of FDI stocks in Slovakia isbiesalso on the district level.
The districts with the highest FDI stocks (Tableaflg almost exclusively situated
in Western Slovakia. Similarly, the regions witle tlowest level of FDI stocks
mostly belong to Central and Eastern Slovakia. Hiigation raises serious
guestions about the contribution of FDI inflows decreasing regional differ-
ences and creates a serious strain on the lab&emarthe western part of Slo-
vakia. It also opens a question of why investoefgsrsome regions of Slovakia
over others. The standard answers of FDI literataseseen in section 1) which
can be applied to our case include availabilitjabbr force, better infrastructure
or higher level of education combined with aggloatien effects. Moreover,
an additional country-specific factor must be meméid here: Western Slovakia
is the country’s gate to the Western European mareere the majority of
exports flow. It is therefore not only Bratislaveself, but also the regions
of Trnava, Tretin as well as Zilina which have the good fortunéeihg on the
border with Austria and the Czech Republic. The aatlvge is three-fold:
(1) Geographical- they are closer to the important marketslrfpstructural—
they have better connections to the important mark@) Network-related—
they are closer to a dense network of suppliersppaducers in the same value
chain enabling the regions and the investors thdmimake use of the related
synergies. These factors act gravitationally anmdregdp explain the inequality of
FDI distribution in Slovakia.

3. Data and Methodology

Gravity models have been used as a work-horsatefnational trade and
FDI analysis for decades. However, at least umilérson and van Wincoop’s
2003 paper, the models had no strict theoretiogtdraund. Since then the theo-
retical research has intensified and many misthke® been identified that are
frequently made by authors (WTO, 2012). The vagoritg of the mistakes —
some have even classified them into gold, silvet bronze medal mistakes
(Baldwin and Taglioni, 2006) — can be preventedctbgosing the right estima-
tion method and choosing the correct specification.

As a standard, simple gravity models of FDI taieform

GDP". GDP"
FDI, =G. —————

. . & 1
ij DISTUﬁ3 ij ( )
whereG is the gravity constant, DIST represents the digtedbetween countries
i andj ande is the error term. The models are usually tramséal into a log-

-linear or into a multiplicative form (Santos Silaad Tenreyro, 2006), depending
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on the approach taken. As can be seen from thetiequéhe essence of the
gravity model is to express FDI stock or flow afiaction of economic dimen-
sions of two countries (usually GDP) and their malitlistance. Dozens of other
variables are often added to the model to caphe® &ffect on FDI. Cross-sec-
tional models focusing on a single country (see legn et al., 2012) omit eco-
nomic-dimension variable of the host country agmains constant. In a similar
way, due to the fact that our research is not @stiexd in the country of origin of
the FDI in Slovak regions, the economic-dimensiariable of the source coun-
try is omitted. Consequently, the distance is mdtdated from foreign partners,
but following the approach of Broadman and Recané2001), from the capital
city, Bratislava. Given the specific peripheral ifioa of the city within Slo-
vakia, the reasoning is based on the followingdiactFirst, it is the center of
gravity of the Slovak economy. It is one of thehdst regions of the EU as
a whole and its GDP per capita is over 150% higfmen the GDP of the second-
-best-performing Slovak NUTS-2 region (Eurostatl@0 Second, it is the seat
of the majority of the institutions the investosvk to deal with when settling in
the country. Third, it is the center of informatiand lobbying. Last but not the
least, Bratislava can be considered Slovakia’'s ¢atéhe Western European
market as it is only a 5-minute drive away from #iasand is also very-well
connected to the Czech Republic, being locatedhenWest-East as well as
North-South highway corridors. It can be therefoeasonably expected that,
ceteris paribus, FDI declines with the distancenfidratislava; hence the model
takes a gravity-like form.

Arguably the most important decision in any reskds choosing the right
statistical method. Gravity-type models of FDI a@ exception. Some of the
methods used in previous research include ordileast squares regression (Bé-
nassy-Quéré, Coupet and Mayer, 2007; Davies aratj&msdottir, 2010), panel
data analysis (Bevan and Estrin, 2004), poolednardlileast squares (Buckley
etal., 2007), generalized methods of moment esiim&ien, Oh and Selmier,
2012; Millimet and Roy, 2015), Tobit (Gao, 2005¢iStand Daude, 2007), Heck-
man transformation (Davies and Kristjansdéttir, @QDr Poisson Pseudo Maxi-
mum Likelihood (PPML; Santos Silva and Tenreyrd)@Beénassy-Quéré, Coupet
and Mayer, 2007). There has been a wide arrayteshture debating suitability
of each of the methods with the majority of sciéntvoices currently leaning
towards Heckman or PPML (Burger, van Ooert and €isd2009; WTO, 2012).

The main issue present in almost any gravity-typelel is the problem of
zeroes. The log of zero is not defined; hence tesy$o deal with observations
with zero values has to be established. Multipleragches have been suggested
and used to solve this issue. The simplest solusi@xcluding the observations
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where variables take a value of zero (Rose, 20@0vever, this procedure

might lead to a loss of important information, esaly if the zeroes are not
randomly distributed. Another option is adding aa#iroonstant to the value of
variable, for example Bénassy-Quéré, Coupet andeMg007) add 0.3 to FDI

to circumvent this problem. Again, this might ldadh systematic bias in results.
Other problems include heteroscedasticity in dath multicollinearity. Conse-

quently, many authors turn away from OLS and rdlatedels and choose more
sophisticated specifications instead.

Taking the same approach, we use the PPML estimatithe present paper.
This decision was based on several consideratferst, the model uses a non-
-linear dependent variable, thus avoiding the issukaving to drop zero FDI
stock values (even though this still does not stihe= negative-FDI-stock prob-
lem). Second, PPML was shown to provide robustitesuthe presence of heter-
oscedasticity (WTO, 2012). Third, the main issué’BML — limited-dependent
variable bias when a significant part of the obatons are censored (Gémez-
-Herrera, 2013) — does not apply in our case. hashot the least, it is relatively
easy to compute, widely known and readily inteigioet (see Santos Silva and
Tenreyro, 2006 for details). Nevertheless, evenghd®PML is the only estima-
tion method applied consistently throughout thegpapobustness checks show
that results are robust to other approaches as suelh as Tobit estimator with
left-censoring at zero on the log of FDI stockewen a simple OLS.

Throughout the paper we use panel data for themgp&009 — 2016. For
many of the variables newer data is available tlyetdistrict-level FDI statistics
were final only until 2016 at the time of the lasvision of our research. The
starting year was selected as it is the year op@oio of euro as Slovakia’s na-
tional currency and including prior years into as& would necessarily involve
exchange-rate related inaccuracies.

Choosing correct variables for the model is anokieg task. This, however,
often depends on the availability of data. The numshplete database of Slo-
vakia’'s foreign direct investment with the highéstel of detail is operated by
the NBS (2019). The data on district-level flowslatocks of FDI is divided
into equity capital, reinvested earnings and piowi®f long-term and short-term
intra-company loans in line with the statisticahgtices of the UN. FDI totals
are almost always available, however for up to I#%he districts (depending
on the year) the division is not reported due tofidentiality restrictions. These
are mainly smaller districts of Eastern Slovakidhwow number of investors
where publishing full statistics would effectivdgad to disclosure of individual

L A previous version of this paper was fully basedTobit estimation. Importantly, the differ-
ences in results between Tobit and PPML turnedmbé minor.
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companies’ data. As a result, we use FDI totals.vtdy that the missing con-
fidential data do not affect our results in onetleé robustness checks. FDI
stocks are preferred over FDI flows due to thestathigh volatility.

The main ingredients of any type of gravity modalinternational econom-
ics are distance, economic, demographic and dunarighles. In case of gravi-
ty models of FDI, gross domestic product is usutll main economic variable
of choice (Bevan and Estrin, 2004; Davies and émstdéttir, 2010, etc.). As the
GDP is not obtainable for Slovakia’s districts, use total wages instead (calcu-
lated as a region’s population multiplied by averagonthly wage). Arguably,
while GDP can be considered a measure of totalniecavages are one of the
components of this income, and just like the GDRbgrolute value they can be
reasonably used to represent economic size ofiarefys such, total wages are
the best proxy of GDP that is available at theridistevel in Slovakia. Average
monthly wages as well as district-level populatimmimbers are taken from the
Statistical Office of the Slovak Republic (2019)tB FDI and wages are ex-
pressed in euros in current price terms.

For administrative purposes, Slovakia is divid&d 8 regions and 79 districts.
With the exception of Bratislava and KoSice, eaidtridt consists of a district
capital and its surroundings. Usually the distriate named after the largest
cities, but there are a few politically-historieaiceptiong. Bratislava and KoSice
are the largest cities in the country and they isbrd five districts each. While
this has certain advantages from the point of wwéadministration, in the current
research this division is undesirable and we cbuoiit cities as single districts.
This allows us to avoid inaccuracies which wouldessarily arise because of
zero distance between separate districts of the s#ynas well as due to the fact
that it would be impossible to choose a singleridishs the center of gravity.

Travel distance in kilometers and travel time iimues between district capi-
tals and Bratislava are employed as proxies faiadi®. While the former is
standard, the latter has also been widely usedn(ana Ng, 2004; Davies and
Guillin, 2014; Schéffler, Hecht and Moritz, 201#)ainly in studies focusing on
smaller regions where geographical factors (moanpaisses, ragged shoreline,
etc.) and infrastructure quality can lead to sigaifit differences in travel time
between equidistant destinations; time can theeefar a better proxy for dis-
tance than mileageThe Google Maps app was of a great help for oiogin
both distance and time. From among the varietyofas the application offered,

2 For example, Dubnica nad Vahom is not a distrigiital and belongs to the llava district,
even though it has 4-times more inhabitants tharigtvn of llava itself.

3 Banska Bystrica and Vky Krti$ are both 212 km from Bratislava, but thevel time differs
by more than half an hour. Tri&n and Komarno are also at almost equivalent dissrirom
Bratislava, but the travel time to the former ism8iButes (31%) faster.
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we have always chosen the most optimal one, ieestiortest one in terms of
time under perfect road conditions. Consequenly,dptimal route is not neces-
sarily the shortest one in terms of distance. @ualgnestic roads were taken into
account — this might sound self-explanatory, but daample the trip from
Komarno to Bratislava is 30 minutes shorter on Huiiagn roads than on domes-
tic ones. However, traveling via Hungary translai@® extra costs (due to
potential delay at the borders and a separatsystem); hence we did not take
this possibility into account. In general, Slovai&ia small country with relatively
proportionally dispersed districts and a non-célyttacated capital. The disper-
sion of distance values is limited — maximum dis&between two Slovak dis-
tricts is 500 km or 327 minutes.

A similar approach was chosen to obtain data stadce between district
capitals and regional capitals. Due to the fact digtrict capitals are sometimes
closer to a regional capital of a different regithian to the regional capital
of their own, two separate variables were createuhe- for the respective and
one for the closest regional capital. The diffeeie sometimes considerable,
e.g. 101 vs. 62 kilometers for SpiSsk& Novéa Ves.

Binary variables used include dummies for freewaysiversities, various
town sizes, presence of regional capitals in tis&ridi and border dummies. All
of them are usual in FDI-related literature of gigas well as of non-gravity
type (see for example Broadman and Recanatini,;200&éng and Kwan, 2000)
and have a straight economic logic. Access to fagsvis a proxy of better infra-
structure (Klier, Ma and McMillen, 2004). The prase of universities increases
the quality of labor force (Siedschlag et al., 201arger cities bring agglom-
eration economies (Capello and Camagni, 2000).ifrtyxof regional capitals
simplifies and shortens administrative proceduBesder effect reduces costs of
information acquisition (due to the presence ofarities and shorter logistics
chain) for investors from neighboring countries (Mti and Piscitello, 1995),
but also differentiates between EU-bordering regi@md non-EU-bordering
regions, the first of which are sometimes founthégpreferred by foreign inves-
tors, as in the case of Poland (Cieslik, 2005).

Only 42% of Slovakia’s districts have direct accés freeways (defined as
dual-carriageway roads with controlled access)24¥% have universities. Even
though Slovakia is a relatively small country witthigh inter-district mobility,
we believe these factors could be playing a sigaifi role in attracting foreign
investors: a district with freeways and universitireight be more attractive than
a district without them. The same should applyndustrial parks (Guagliano
and Riela, 2005), where we use a variable summingptal area of industrial
parks in individual districts, but also construcetated dummy as an alternative.
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The sources of all the variables and units usdetiemmodel are summarized
in Table 2.

Table 2
Variables and Sources Used
Variable Unit Source
Foreign direct investment, stock 1,000s euros NER 9)
Average monthly wage Euros Statistical Office of @B19)
Population People Statistical Office of SR (2019)
Distance Kilometers Google (2017)
Time Minutes Google (2017)
Industrial parks and their area Units, hectargs  id¥tip of Economy of the Slovak Republic
(2017)
Various dummies (freeways, universities,
town size, regional capitals, border, 1/0 Own elaboration
border with Czechia etc.)

Note All data for 2009 — 2016. Nominal prices in euros
Source Own elaboration.

In line with the empirical trade literature theylspecification is used when-
ever possible. The starting district-level moded tiee following form:

INFDI; =B, + f,INTWAGE + £, InDIST, + ,.DummyL_ +...
+f,.DummyX + ;.. TimeDummy +¢

(2)

Taking into account that PPML will be the usednaation method, the model
needs to be transformed following Santos SilvaBenteyro (2006) to:

FDI; =exp[B, + 4,.INTWAGE + $,.InDIST, + f,.DummyL; +...

3
+4, .DummyX + .. TimeDummy] e, 3)

Before we proceed further, let us devote someslitmewhat Baldwin and
Taglioni (2006) called the gold medal error, i.eniting Anderson and van
Wincoop’s (2003) multilateral trade resistance (MT$dmetimes also called
remoteness) from the model specification. As tlasoaing goes, gravity models
of trade are biased if they do not include an ieteent variable capturing the
fact that bilateral trade between two countriedd@pendent on their remoteness
from markets (defined not only geographically) amd the remoteness of all
other countries in the world. Current trade litarathas accepted this almost as
an axiom and the vast majority of works use a v MTR. In gravity models
of FDI, however, the consensus is non-existent @mdent papers (including
some higher profile ones) generally do not incIvtléR as a separate independent
variable (Kimura and Todo, 2010; Qian and Sandblexlhandez, 2015; but see
for example Fournier, 2015) and prefer tackling phaeblem using fixed-effects
models. In our case, we argue that omitting MTRsdoet significantly bias
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results due to the simple fact that no matter vitn@icator is used, differences
in global remoteness of individual Slovak distriate® negligible. This is caused
by the small area of the country and its positiorfCentral Europe, which is in
general one of the “least remote” regions of theldvoConstructing intra-
country (as opposed to global) remoteness indimesdch district would not be
sensible either based on the same arguments. Matethe non-geographical
dimension of MTR does not apply, because all tistridis are subject to the
same national laws — the only difference being @éigfovernment aid allowance
in some districts, which in this situation is hadeterminant of FDI, but actually
a government response to the low FDI inflows to soegions.

4. Results and Discussion

The core of virtually any gravity model of FDIégemposed by two elements:
distance and GDP. If they are not found to be stta#illy significant there
is either a serious flaw in the model or the datasdnot follow a gravity pattern
and other approach should be chosen. The samedshmulthe case with
the gravity-type models of FDI on sub-national le\rdowever, there are two
differences.

First, in a small landlocked country like Slovaltianakes no sense to meas-
ure distance in a standard way in kilometers framé country of the foreign
investor. This could be applicable when studyimgitterial structure of FDI in
Canada, USA, Russia or in other large economieswilliarguably not have
much importance in our case, where distances batwesricts are minimal.
Moreover, FDI data by district by country of origine not available due to con-
fidentiality restrictions.

We will therefore use road distance between Beatssand the district capi-
tal. It can be argued that proximity to Bratislawas effect on FDI distribution
because (1) Bratislava has historically been tlan@wmic and political hub of
Slovakia, (2) it is the seat of the majority oftihgions and (3) it has a very
favorable geographic location close to Vienna, gonmmarket in Central Europe.
As a result, it can be expected that there wilalreegative relationship between
FDI stock in a district and its distance from Bsktva.

Second, as mentioned before, the data on GDP lémal§ districts is not
available, therefore total wages were chosen idst8anilar to GDP, the varia-
ble should have a positive effect on FDI stock.sTiheans that — ceteris paribus
— districts with higher total wages (which mearesythave either higher average
wage, are more populated or both) should have leehigDI stock than less po-
pulated districts and/or districts with lower totedges.
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Table 3
Results of PPML Estimations with Distance, 2009 -6
(1) 2 (3) (4) (%)
Dependent variable: FDI
Intercept -11.217" -8.981" —7.811" —9.475" -10.796"
(1.037) (0.879) (1.091) (1.021) (1.215)
INTWAGE 1.407" 1.253" 1.190° 1.290° 1.348"
(0.051) (0.043) (0.055) (0.053) (0.063)
INDIST -0.358" —0.363" —0.373" —0.3577 —0.348"
(0.021) (0.018) (0.020) (0.018) (0.017)
D_FWAY _ 0.883" 0.788" 0.729" 0.865
(0.073) (0.078) (0.082) (0.082)
D_UNI _ _ 0.192 0.222" 0.301"
(0.080) (0.080) (0.075)
D_20,000 _ _ _ -0.322" _
(0.086)
D_50,000 _ _ _ _ —0.393"
(0.108)
Model characteristics
R-squared 0.963 0.973 0.973 0.974 0.974
Observations 491 491 491 491 491

Notes Own calculations. Robust standard errors in ghe=es. Distance from Bratislava (kms). Year duramie
used.” Significant at 10%. Significant at 5%." Significant at 1%.

Source Own elaboration based on sources shown in Table 2

Hence — as is standard with gravity models of &Dtrade — our models have
two main independent variables. The coefficientdath turn out to be highly
statistically significant and have the expectedhsign all the models tested
(Table 3). Logical and straightforward economic atatistical interpretation is
the first indication that the econometric speciima is correct. The independent
variables are not correlated with each otiserd the number of outliers is low.
The INTWAGE coefficient has a value of approx. «uRich is similar to the
coefficient of INGDP in previous research using RP(Bénassy-Quéré, Coupet
and Mayer, 2007) or other estimation techniquesn(i{a and Todo, 2010; De
Sousa and Lochard, 2011; etc.). It might appeadrtheadistance coefficient has
a relatively low value, but FDI literature has allg shown that this is normal
when using PPML estimation due to its differentusture (Fourier, 2015;
Bénassy-Quéré, Coupet and Mayer, 2007) and appratieteroscedasticity
(Santos Silva and Tenreyro, 2006); moreover, waagforget that the present
paper is using a different definition of distantce.(intra-country) and has differ-
ent specifications than regular gravity models Bf.F

It could be expected that access to freewaysn@efas presence of multi-
lane highways designated as D- or R-roads in th&ict) and universities are
important determinants of FDI as well. Indeed, mpte analysis shows that

4 The correlation coefficient is= —0.26.
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districts without universities and direct accesfr¢éeways have the lowest aver-
age FDI — 77 million euros compared to 175 milleuros for those with univer-
sities but without freeways and 232 million euros districts without universi-
ties but with freeways (Figure 2). The average atkets to 2.4 billion for dis-
tricts with both freeways and universities, andreifeBratislava as an obvious
outlier is omitted from the analysis the averagettie last group remains high at
594 million euros. All our models confirm both dfese expectations and the
coefficients of freeways and universities are pasiaind statistically significant
(models 3 - 5).

Figure 2
Average FDI Stock per District by Presence of Uniusity and Freeway (2016)

2413739

174824

yes

University

76824 232001

no

no Freeway yes
Source Own elaboration based on sources shown in Tatf®Pstock in thousand EUR.

A positive effect of access to freeways on FDinidine with the literature
(see for example Cheng and Kwan, 2000). High quadiads increase the size of
the local market, make domestic as well as intevnat deliveries faster, and
most importantly, are crucial for just-in-time prarion. 30 out of 71 districts in
Slovakia have access to freeways. The positiveedfeuniversities might seem
to be more difficult to explain, but is not entirelbsent from the literature either.
In general, it might be expected that the presehcmiversities leads to a higher
supply of well-educated workforce in the distriatdashould therefore have
a positive effect on foreign companies’ locatiortid®ns. On the other hand,
however, it has been argued that high labor qudtigs not necessarily have to
be an important determinant of FDI in the manufactusector (Kinoshita and
Campos, 2003) and that indicators of tertiary etionalo “not reflect the level
of specific skills that workers would need to haweencourage more foreign
investment”, especially in services (Walsh and 2Q4.0).
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Moreover, as Slovakia is a small country, the ation-to-FDI-link logic
might have an important caveat: short distancesgmod public transportation
system enable inhabitants from other districts e@sgss to university education
and make them more mobile in search for employn@nty 15 districts (21%)
neither have a university nor border a districtakhinas one, the problem being
limited mainly to Eastern and Central Southern Skia® Notwithstanding the
above mentioned pitfalls, the estimations confinevmus results of other authors
(Chidlow, Salciuviene and Young, 2009; Siedschlagle 2013) that education
has an important impact on FDI location decisiomswb-national level.

The interpretation of dummy variables in PPML nleds not as straightfor-
ward as with regular OLS estimation, but can beedttmough an exponential
adjustment of the coefficienfsto é—1. Based on model 3, the access to high-
ways increases FDI stock by 120%, while the presefainiversities has a rela-
tively modest 21% impact. The former might appeamggerated, but a previous
study using freeway dummies has shown on effectpaio 105% for US coun-
ties (Klier, Ma and McMillen, 2004); other papenspying density of paved
roads have also shown a strong effect of the ro&adstructure variable on
FDI (Cheng and Kwan, 2000; Deichmann, Karidis aagle®, 2003). The effect
of universities was shown in other studies to benekigher than in our case,
e.g. over 50% in the European Union (Siedschlad.e2013), but in that research
only the top 500 universities in the world weredalknto account.

The last two columns of Table 3 build on modeb@t include additional
district-related dummies. They show that havingrgé town (defined by num-
ber of inhabitants) within the district has a nagaeffect on FDI stock. This is
an entirely counterintuitive result that will neéal be explored further in the
text® Combinations of other variables included in owslgsis led to no satisfac-
tory statistically significant results (dummy faatal city, dummy for regional
capital, dummy for Bratislava and KoSice, dummigs\viarious sizes of district
capitals, dummy for airports, etc.; results noorégd here).

To sum up, the results of basic PPML models irtditiaat there is a positive
dependence of FDI stock on total wages, accessetaays and presence of
universities, and a negative dependence on distamreBratislava. Other inde-
pendent variables included in the study turnedtolte either statistically insig-
nificant or (as in models 4 and 5) their sign hasclear interpretation. To test
these results in a slightly altered environment,divéde the single indicator of

5 Field offices” are not counted as universitiesedo the fact that they do not have legal
subjectivity nor separate accreditation.

5 The same results were obtained for various dadimstof “large towns”, incl. 10,000 inhabit-
ants, 40,000 inhabitants and 100,000 inhabitants.



827

total wages into two separate independent variadiflggopulation and average
wage in each district (Table 4). The conclusiomsai@ valid with similar levels
of statistical significance.

Table 4
Results of PPML Estimations with Distance 2, 2009 2016
(6) (7 (8) 9) (10)
Dependent variable: FDI
Intercept —29.848" —21.350" —20.104" —20.923" —24.231"
(2.508) (2.701) (2.720) (2.387) (2.491)
InPOP 4519 3.267" 3.186" 3.168" 3.487"
(0.369) (0.415) (0.405) (0.369) (0.372)
INWAGE 1.106" 1.101" 1.040" 1.136" 1.212"
(0.054) (0.053) (0.065) (0.067) (0.071)
INDIST -0.196" —0.259" —0.270" —0.256" -0.236"
(0.029) (0.028) (0.029) (0.025) (0.026)
D_FWAY - 0.668" 0.572" 0.528" 0.644"
(0.084) (0.086) (0.086) (0.090)
D_UNI - - 0.190 0.233" 0.327"
(0.081) (0.083) (0.078)
D_20,000 - - - -0.297 -
(0.091)
D_50,000 - - — - —0.460
(0.110)
Model characteristics
R-squared 0.971 0.975 0.975 0.976 0.977
Observations 491 491 491 491 491

Notes Own calculations. Robust standard errors in gheses. Distance from Bratislava (kms). Year duramie
used.” Significant at 10%. Significant at 5%." Significant at 1%.

Source Own elaboration based on sources shown in Table 2

Statistical significances and coefficient signmaa similar even when travel
time from Bratislava is used as a proxy for disea(itable 5). This confirms the
role of the first four variables; however, it sthows the puzzling situation of
negative and statistically significant signs forgk city dummy (over various
size definitions). Previous studies (Blanc-Brudealet 2014) have found quite
the opposite, i.e. that more rural population (leeirc Slovakia’'s case smaller
towns) has negative influence on foreign firms’ rsatfional location decisions,
and basic economic logic suggests that largeisctuld be positively correlated
with FDI. Therefore, we need to explore possiblelaxations.

Considering an unusual urban structure of Slovakth both largest cities
located in opposite regions of the country, it migld possible that a single-core
gravity-type model is not appropriate, but a duavgy-type model with centers
of gravity in both Bratislava and KoSice shouldused. This, however, did not
lead to any statistically significant results angre a brief look at Figure 1 and
Table 1 shows that no Eastern districts other tkasice are important FDI
receivers.
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Table 5
Results of PPML Estimations with Time, 2009 — 2016
(11) (12) (13) (14) (15)
Dependent variable: FDI
Intercept -10.871" -9.042" —7.991" -9.764" -11.159"
(1.129) (0.931) (1.157) (1.057) (1.264)
INTWAGE 1.3917 1.258" 1.2077 1.308" 1.369"
(0.056) (0.046) (0.058) (0.055) (0.065)
INTIME —0.399" —-0.399" —0.409" —0.385" -0.380"
(0.025) (0.021) (0.023) (0.020) (0.020)
D_FWAY _ 0.837" 0.748" 0.690" 0.835"
(0.073) (0.079) (0.082) (0.084)
D_UNI _ _ 0.174 0.211" 0.297"
(0.082) (0.079) (0.075)
D_20,000 _ _ _ -0.355" _
(0.086)
D_50,000 _ _ B _ -0.427"
(0.108)
Model characteristics
R-squared 0.965 0.973 0.974 0.975 0.975
Observations 491 491 491 491 491

Notes Own calculations. Robust standard errors in pghemes. Distance from Bratislava (minutes). Year
dummies used. Significant at 10%. Significant at 5%.” Significant at 1%.

Source Own elaboration based on sources shown in Table 2

Another potential omission in the model could e kack of regional dimen-
sion. Each district of Slovakia belongs to onehaf ¢ight regions. It could be the
case that due to a combination of exogenous faetmis one of these has different
levels of attractiveness for foreign investors (feea regional dummy should be
used) or regional distance of each district fromdlosest regional hub as an alter-
native indicator of distance should be considefeset of simple correlation charts
between FDI stock and regional distance for distrin each region (Figure 3)
demonstrates that if no other factors are contidide, there is a negative rela-
tionship between district’s distance from the chbsegional capital and FDI
stock, which is in line with expectations. Howewvance the standard independ-
ent variables are included in the model this refeghip cannot be proved to be
statistically significant.

In countries like China, special economic zonegehtaditionally had an
important role in determining the structure of Fbflows (Cheng and Kwan,
2000). While these have never existed in Slovakia,country has a number of
industrial parks located in 42 districts. If majadustrial parks were located
in small towns or in the countryside, these cowtkeptially attract a considera-
ble number of foreign investors and lead to theagax of a negative relation-
ship between large cities and FDI; however, thisoisthe case. Neither industrial
park dummy nor their size in hectares proved tsthgstically significant varia-
bles in any of the regressions run.
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Moreover, their coefficients were negativ&he reason for the existence of
the “big town” paradox appears to be much simpderrelation with other inde-
pendent variables. Both D_50,000 and D_20,000 emelated with INnTWAGE,
D_FWAY and D_UNI, with the correlations coefficisnteaching up to 0.69.
Two facts have to be taken into account here. ,Rinstre is a freeway in every
large city and in every regional capital. Hence witee city-related dummy is 1,
the freeway dummy always has the value of 1 as W8eltond, regional capitals
and cities over 50,000 inhabitants are locatecbmesof the richest districts of
Slovakia, all of them within the upper quartiletbé average wages. As a result,
the correlation is high for a sub-set of data Watige cities and regional capitals,
and conversely, low for a sub-set of data with otlistricts. This inconsistency
has caused the counterintuitive outputs of modelsi5.

Figure 3

Relationship between FDI Stock and Distance from Rgonal Capital by Districts
(2016)

BA 4 BB KE NR
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Note Horizontal axes represent distance in kilometémistrict capital to the closest regional capitedrtical
axes represent FDI stock in 100 million euros. Nt the closest regional capital does not alweyse to
be the administrative regional capital. BA — Bratis. BB — Banska Bystrica. KE — KoSice. NR — Nitra
PO — PreSov. TN — Trém. TT — Trnava. ZA — Zilina.

Source Own elaboration based on sources shown in Table 2

An additional possible explanation relates to shall size of the cities and
districts in Slovakia. Given the good quality adrisport infrastructure and short
distances, the location decisions of foreign inmestmight be influenced by
exogenous factors in addition to the ones we censitd Knowing a city is mere
20 minutes away, an investor might prefer a reddyivdistant” location if better

” Results not reported here.
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conditions are offered, local politicians and négots show more flexibility, or
even if the place under consideration has a cegaographical or aesthetical
charm; there are thousands of minor factors thiérdirom village to village.
Moreover, previous research has shown that aggktioareconomies require
a certain city size to matter (Capello and Cama2®d0; Kanemoto, Ohkawara
and Suzuki, 1996); while the limit varies with rasghers and industries, it is
safe to assume that only Bratislava and potentl&tigice are above it in Slo-
vakia. The differences between a city of 20,00@& @ity of 60,000 inhabitants
are arguably not too important for foreign investdt is therefore obvious that
the unexpected coefficient signs of D_20,000 an8@)000 result from various
factors, including their low importance and highretation with other depend-
ent variables; hence both dummies should be drofsppadfurther studies.

Taking into account all the previous analyses ame to the conclusion that
model 3 constitutes the most appropriate expressi¢iDl determinants in Slo-
vakia on district level. We will subject it to miglle robustness checks to verify
whether its regression coefficient estimates rencamsistent when outliers are
dropped or when alternative estimation methodsisee.

Table 6 presents estimation results for five défee variants of our dataset
without outliers, potential outliers or districthase exclusion could potentially
lead to changes in the estimation equation. In m@ethe Bratislava district
is dropped from the analysis. It is the capitad, thost populous and richest part
of Slovakia with the highest share on country’s GEBBnsidering it is the core
of our gravity set-up, it is vital to see whethlee estimation results are robust to
its exclusion. In model 17 only districts where wagre within one standard
deviation from dataset average are considered.r@searchers usually set the
limit at 2 standard deviations, however on averagly 3 districts would be
dropped using this method and it would lead taueilty the same results. Model
18 takes a completely different approach and isdamly on districts with
towns larger than 20,000 inhabitants. The reasolpéldgnd this step is that rural
districts might be using a different combinationfattors to attract FDI than
cities and hence significantly influence the estioraequation. Model 19 ex-
cludes Bratislava and the other seven regionakalapivhile the final model 20
drops the districts with confidential data. As wentioned in the “Data and
methodology” section, for the majority of years ttiata on total FDI stock
is available, however, its division into equity tafy reinvested earnings and
provision of long-term and short-term intra-compdogns is not provided for
certain districts due to confidentiality restriet® These districts are dropped
just to verify that missing data does not influek€d stock and the behavior of
regression coefficients.
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Table 6
Robustness Checks, 2009 — 2016
(16) 17) (18) (19) (20)
w/o BA w/o outliers cities > 20,000 | w/o reg. capitals | w/o confidential
Dependent variable: FDI
Intercept -8.337" 0.390 -10.511" 0.619 —7.564"
(1.150) (1.912) (1.053) (1.542) (1.117)
LnTWAGE 1.227" 0.778" 1.328" 0.786" 1.180"
(0.064) (0.104) (0.053) (0.082) (0.056)
INDIST —0.4047 —-0.4947 —-0.347" -0.594" —0.376"
(0.042) (0.060) (0.017) (0.049) (0.020)
D_FWAY 0.771" 0577 0.798" 0.650" 0.729"
(0.083) (0.083) (0.110) (0.085) (0.080)
D_UNI 0.183 0.379" 0.087 0.3437 0.199
(0.079) (0.090) (0.102) (0.077) (0.080)
Model characteristics
R-squared 0.759 0.665 0.978 0.630 0.973
Observations | 483 360 299 427 429

Notes Own calculations. PPML regressions with robuahdard errors in parentheses. Distance from Baatisl
va (kms). Year dummies used. Models: 16 — withaatiBlava; 17 — without districts with wages abdeddw
average +- one standard deviation; 18 — only regwith cities over 20,000 inhabitants; 19 — withcedions
of district capitals; 20 — without districts wittomfidential data. Significant at 10%." Significant at 5%.
™ Significant at 1%.

Source Own elaboration based on sources shown in Table 2

Robustness checks show no significant differericea the main equation
(Table 6); only in model 18 coefficient of the dumior universities loses it
statistical significance. This can be explainedabyelatively high correlation
between districts with cities with 20,000 or monhabitants and districts with
universities. Indeed, almost 40% of the districttharger cities have a univer-
sity. Conversely, in districts without cities 0\0,000 inhabitants the university
ratio drops to 9% and a separate PPML analysis rgqdrted) shows D_UNI
having a strong highly statistically significantdgpositive coefficient.

To further verify our results, we use alternaggtimation methods. Ordinary
least squares regression, heteroscedasticity-tensstandard errors, as well as
Heckman’s maximum likelihood selection model andiToegression (Table 7)
lead to the same coefficient signs and statistiogthificances as in the main
model.

The robustness checks indicate that the coeffiestimates of the critical
core variables are robust and it appears the smalctalidity of the model is
satisfactory. Total wages, access to freeways amdersities have positive
effects on FDI stock in a district while distancerfi Bratislava plays a negative
role. The distribution of FDI in Slovakia exhibipsatterns of gravity behavior
and district-level gravity-type model can be usedléscribe or potentially also
to predict it.
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Table 7
Robustness Checks — Alternative Estimation Method2009 — 2016
(21) (22) (23) (24)
Pooled OLS HC SE Heckman MLE Tobit
Dependent variable: InFDI
Intercept —-7.657 -4.187" —-4.453" —7.530"
(3.058) (1.237) (1.388) (1.690)
LnTWAGE 1.214 1.025" 1.049" 1.214"
(0.167) (0.066) (0.074) (0.908)
INDIST -0.578" —0.580" —-0.587" —0.5747
(0.112) (0.042) (0.044) (0.046)
D_FWAY 1.037" 0.986" 0.843" 1.030"
(0.192) (0.082) (0.817) (0.081)
D_UNI 0.303 0.307" 0.408" 0.302"
(0.190) (0.073) (0.077) (0.088)
Model characteristics

Adj. B 0.725 0.701 - -
Standard error 0.934 1.895 - —

Lambda - — —0.790 -

(0.097)
Observations 491 491 480 491

Notes Own calculations. Robust standard errors in gheses. Distance from Bratislava (kms). For mo8el 2
InWage used as a selection variable (0708 Significant at 10%. Significant at 5% Significant at 1%.

Source Own elaboration based on sources shown in Table 2

Conclusions

The present paper used Poisson Pseudo Maximunhtake estimation to
develop a district-level gravity-type model of FBtock within Slovakia. The
results show that the distribution of FDI in Sloimkas a gravity nature, being
positively influenced by total wages (also by p@pioin size and wages separa-
tely) and negatively influenced by distance fromatilava.

We have shown that access to freeways and presgngeeiversities have
a positive effect on FDI stock. The former is inéliwith literature (Cheng and
Kwan, 2000) while the latter contradicts some (Wasd Yu, 2010) and con-
firms other studies (Chidlow, Salciuviene and You2@09).

Although some authors have asserted the thedratagaplicability of tertiary
education as an important determinant of FDI in uf@acturing and services (see
Kinoshita and Campos, 2003 or Walsh and Yu, 20d@®)results attest the logic
that regions with higher educational level attnantire investment; at least this
has been the case in Slovakia. Some models smgljisshow a negative effect
of the city size on FDI. Two main explanations afiered as to why this is in-
correct: high correlation with other independentialales (wages, freeways and
universities), and low number of cities of the sreguired for agglomeration
economies.
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These results significantly enhance the knowledge~DI determinants in
Slovakia and can be used by local policy makeinsnfrove their FDI policies.
Importantly, they can become a part of the curdefitate in Slovakia on the im-
portance of physical infrastructure for foreignéstors and prioritization of cer-
tain freeway projects especially in the Southem pfthe country. Even though
several local functionaries have recently claimleat the role of freeways in
investors’ location decisions is overrated, oueagsh shows quite the opposite.

As usual, the approach chosen is not without ss8tandard disclaimers
valid for the majority of FDI gravity models can beplied: confidentiality of
some data, the problem of zeros, omitted variabtes may have affected the
results. However, we believe we have chosen amctaffemethod to minimize
these issues and the robustness checks show tred peatbrms well under dif-
ferent settings even using different estimationhods. Moreover, all the coeffi-
cients have an easy interpretation and follow basamomic logic.

The research could be further enhanced by intiaduEDI-home-country
variables into the model; yet this is hindered byvailability of data and goes
far beyond the scope of this paper. Other ideatutare research include differ-
entiating between various quality levels of roafifastructure, running separate
regressions by type of economic activity, or usafigrnative indicators of edu-
cation level. Panel data analysis of a longer fo@eod could be another possi-
ble enhancement. Our approach could also be usdtidovhole Central Euro-
pean region to test the hypothesis on a much bréewds.
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