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The Altman’s Revised Z'-Score Model, Non-financial
Information and Macroeconomic Variables:
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Abstract

In this paper, we assess the classification peréoee of the re-estimated
Altman’s Z'-Score model for a large sample of pr&v&MEs in Slovakia. More
specifically, we assess transferability of the sedi Z’-Score model (Altman,
1983) and explore the impact of the non-financ@hpany-specific and macro-
economic variables. The dataset covers the perad 2009 to 2016 and contains
661 622 company-year observations about 149 61Ridhl companies with
1 575 failures. The discriminatory power of modlgested in out-of-sample
period. We find that even though the model witegmated coefficients achieves
better discrimination performance, it is not stttally different from the revised
Z'-Score model. The non-financial variables imprakie discriminatory perfor-
mance significantly, whereas the macroeconomicaldes do not. The latter
even worsen the out-of-sample and out-of-time iscatory performance.

Keywords : Altman’s Z-Score model, failure prediction, defauon-financial
information, macro-economic variables, Slovakia
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Introduction

The corporate failure prediction models are imgairttools for bankers, in-
vestors, creditors, rating agencies, and for comegahemselves. Altman (1968)
introduced the first multivariate default predictiomodel 50 years ago. He used
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linear discriminant analysis to construct Z-Scoredel. Since that time the
model has been widely used and the multivariatecgmh has been adopted
among researchers in finance, banking, and cristlit ©ne of the reasons why
Altman’s model is relatively widespread may be ttds was the first of its
kind. Next it has been actively promoted by itshaut However, without
the good performance of the model it would not hkagted for so long. The
Z-Score model incorporates the main dimensionsnaintial health of compa-
nies and has become a prototype for many of ttaitaisk and default models.

Failure prediction models use predominantly finahindicators; however,
several studies pioneered the utilisation of noasicial variables, too (Grunert,
Norden and Weber, 2005; Altman, Sabato and Wil2010). These predictors
can be divided into two categories: individual camyp variables and macroeco-
nomic variables. Several failure prediction modedve been constructed for
Slovak companies, as well. The models could grégaavelop due to experi-
ence of market economy in the post-communist peaiatiaccess to data. How-
ever, only a few of them included non-financialighles among determinants of
the corporate default (Fidrmuc and Hainz, 2010;s@f Ochotnicky and Kér,
2016; Altman et al., 2017). Moreover, none of theles test the models in the
out-of-sample period.

In our study, we build ex ante default predictiondels and use a sample of
Slovak SMEs covering the period from 2009 to 2046 eomprising of 661 622
company-year observations with 1 575 defaulted @ongs. Given the incon-
clusive results of academic literature regarding transferability of revised
Altman’s Z’-Score to Slovak corporate environment dack of studies testing
the impact of non-financial company-specific andcrnaconomic variables to
actual failure prediction we pose three researgtotheses; they are related to
the transferability of the revised Z’-Score moddlL), the impact of non-finan-
cial company-specific information (H2) and macraemmic environment (H3)
on failure prediction models.

We contribute to the literature in several waysing a large recent dataset,
we assess the usefulness of the revised Z'-Scodeinfdltman, 1983) in the
Slovak corporate environment. The extant failuredpotion studies use predo-
minantly financial ratios and we add non-financiainpany-specific and macro-
economic variables in the models, too. The incraadatiscriminatory power of
combined models is tested using a large out-of-tisidout sample.

The paper proceeds as follows. In section 1 werdsthe development of
the literature related to models of corporate def@ased on that we form three
hypotheses. In section 2 we describe the varialdes in the models and ex-
plain the rationale for their inclusion into the adets for predicting the future
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financial performance. In section 3 we elucidate methodology for assessing
the performance of the models using the area URGEE curve and classifica-
tion accuracy. In section 4 we write up and disouss results and verify the
research hypotheses. The last section concludesitiyg.

1. Literature Overview

The academic literature aimed at default predictising financial ratios is
rich; notable milestones are: Beaver (1966); Altn{a@68); Ohlson (1980);
Zmijewski (1984) and Shumway (2001). Beaver (198@&luated the evolution
of several financial ratios up to five years befdedault and demonstrated clear
differences between defaulting and non-defaultiommganies. However, using
the univariate analysis (i.e. one financial raticagime) is arguably subjective
and ambiguous since different ratios may give ealittory information. Altman
(1968) combined five carefully chosen financialgatcovering accounting and
market data and came up with Altman’s Z-Scorecdsfficients were estimated
using linear discriminant analysis (LDA). Ohlsor®8D) was the first who used
logistic regression (logit) to estimate the modealtsefficients and Zmijewski
(1984) used probit. Shumway (2001) pointed to Het that using cross-sectio-
nal data results in inconsistencies and using pdatal (i.e. several observations
for a company) is preferable.

Default-prediction models have been extensivelgietl since Altman (1968).
However, in recent years, the introduction of niosfcial information as predic-
tor variables, such as size or sector, ownershipfimancing, have opened new
research lines in relation to default predictiory.(€runert, Norden and Weber,
2005; Altman and Sabato, 2007; Altman, Sabato aisow 2010; Altman et al.,
2017). Altman, Sabato and Wilson (2010) aimed tdpce bankruptcy models
specifically for SMEs in the UK in which both fingial and non-financial variables
are introduced. The incorporation of macroeconataia adds further interest.

Most recently, Altman et al. (2017) conducted atersive international per-
formance verification of accounting-based Altmad’'sScore model (Altman,
1983). This version of Z”-Score has been modiffed prediction of financial
health of private and public manufacturing and nwmmufacturing firms and
does not contain the last predictor (sales to tgakts) which is apparently sen-
sitive to the industry sector. Their sample cove28dEuropean countries and
three non-European ones for 2007 to 2010 and cerwiof nearly six million
company-year observations. The dataset was spiittire estimation and test
parts. Slovakian companies were included in theptaas well. The authors had
designated seven research hypotheses. The firsvéne related to the Z”-Score
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model itself — one assumed that the coefficierdsofnsolete and the model with
re-estimated coefficients would perform better; seeond one hypothesized that
logit as an estimation technique with less restectissumptions would have
better discrimination performance. This model {&giScore) became the base-
line model for testing other five hypotheses. lirigortant to mention that in
this study the discrimination performance is meedursing the area under the
ROC curve (AUC hereatter). The first two hypothegese not confirmed be-
cause in all the data samples the results of Hestimated models were slightly
worse than the original ones. The other five hyps#is were associated with
specificity of time, impact of size, age, indusssctor and country risk. These
hypotheses were confirmed in all data samples Isectne models with experi-
mental variables related to the respective hypethdmd significantly higher
discriminatory performance compared with the baselmodel. The authors
concluded that the Z"-Score model performs reabbynavell in an international
context, however for individual countries it is teetto estimate specific models,
preferably with the additional (i.e. non-financia8riables.

1.1. Default Prediction Models Developed for Slova  kia

Slovakia has experienced some profound changesoimomic and enterprise
structure in a relatively short time frame. Likeshdeveloped economies it now
has a vibrant SME sector. Post-communist transitspecially the process of
privatisation and restructuring in transition ecomes created corporate sector
with a wide range of ownership structures and psgiThe literature covering
the failure prediction models developed specificédr Slovakia has been grad-
ually growing. We are aware of several publishedrpeviewed papers where
the development of a default model for Slovakiampanies is covered. The
objectives of these studies were different, randingh developing failure pre-
diction models to proving diverse hypotheses usirggfailure prediction meth-
odology as a tool for analysis. However, all ofntheave in common that they
contributed to issue of the prediction of corpoffaikire in a Slovakian context.

Fidrmuc and Hainz (2010) investigated the perforceaof bank loans portfolio
to about 700 small and medium sized enterpriseEh Slovakia in the period
from 2000 to 2005. According to their results, #agnings before taxation, cash
and bank accounts were significant determinanttoaf default from among
financial variables. The share of bank loans taltassets was a significant pre-
dictor as well, but its impact varied in time andhhished after including ran-
dom effects. The results of the study further coméid significant industry fixed
effects for retail trade and partially for agricukt and construction sectors. From
the viewpoint of legal form and liability, limiteléhbility companies were slightly
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less risky than joint stock companies, however thiation reversed with in-
creased loan amount. It is the first study we arara of, which investigated the
determinants of bank loan defaults. Even thougly talysed bank loans de-
faults and not corporate defaults, these two caiegare closely related.

Harumova and Janisova (2014) estimated a defeadfigtion model for Slo-
vakian companies using logistic regression. Tham@e comprised of 53 206
company-year observations for small and mediundsizenpanies based in the
KoSice and PreSov regions and covered the peramd #008 to 2011. The initial
set of 20 financial ratios was eventually reduaegix after the use of the step-
wise method of variables selection, and removimgéhwith incorrect size. The
reported model equation contained these prediet@scounts payable to sales;
earnings before interest, tax, depreciation andrasation to sales; earnings
before tax to total assets; current ratio; salemtal assets; and total liabilities
plus accruals and deferrals to depreciation, asaditin and earnings after tax.

Reziékova and Karas (2015) tested the transferabilitynodified Altman
Z-Score model for Visegrad Group countries (Czeepublic, Slovakia, Poland
and Hungary). Their sample contained nearly sixisthod companies operating
in manufacturing industry from 2007 to 2012, witiglstly less than 500 firms
from Slovakia. They tested three research hypothédee first one was related
to predictive accuracy of the revised Altman Z-Scomnodel, the second one
involved the performance of the re-estimated medt#i all five Altman’s vari-
ables for each country and the third one was rmlagethe performance of the
reduced models. They confirmed that the transflylbif the original model is
limited — it does not achieve the original levelmkdictive accuracy. On the
other hand, the re-estimated models perform mudterhen all four countries
under investigation. The reducing of the originetl af Altman’s variables does
not bring clear results. However, the reductionebasn the backward elimina-
tion brought rather limited models, as was the cdsglovakia where there was
just single predictor — EBIT to total assets.

Another study aimed at portability of Altman’s Z«&3e model was Bba and
Uradniek (2016). They verified empirically the predictiaocuracy of the mixed
Z-Score (original Z-Score developed by Altman (1968th X4 modified as
book value of equity to book value of total debByised Z'-Score (Altman,
1983) and Z-Score with coefficients re-estimateadtiie Altman’s original proce-
dure. They did so by using the sample comprisin@g20892 company-year obser-
vations covering the period from 2009 to 2013. Tiethodological difference
from all the studies considered thus far lied ia ttefinition of a bankrupted
company. The authors used the definition of finahdistress that combined
negative equity, negative earnings after tax amnueaot ratio lower than one.



340

Using one-year prediction horizon the authors esh four cross-sectional
models. The results are different from the forntedg (Rehakova and Karas,
2015), in that the revised Altman’s Z-Score moddliaved the best overall clas-
sification accuracy and the best classificationuaacy for non-distressed com-
panies. On the other hand, the re-estimated Z'&Saohieved the highest predic-
tion accuracy for distressed companies. Also, #iestimated models had the
best discrimination performance measured by the amder ROC curve.

Wilson, Ochotnicky and Kier (2016) used a failure prediction model to
demonstrate the specific features of the transjifmeess in Slovakia — the effect
of foreign ownership on corporate performance,gheatization trap and post-
-transformation recession. To this end they cont#i several default models
using financial and non-financial information. Teample covering small and
medium-sized companies they used was to date tls¢ emtensive in terms of
the individual companies (44 597), time period (1992012) and observations
(126 649). It is important to mention that the modas predictive in that the
dependent variable was the indicator of beginneggnl default process in the
next accounting period.

The set of relevant financial predictors diffeepending on the estimation
methodology (logit and Cox’s proportional hazarddel). In logit model they
used cash to total assets, total liabilities tcckjassets, trade creditors to total
liabilities, retained profit to total assets and werth to total liabilities whereas
in Cox’s proportional hazard model they report theck ratio as significant
instead of total liabilities to quick assets. Irsbline models the important non-
-financial predictors covered indicators of modifiaudit report, company type,
industry sector and specific time periods. The reabdiscrimination perfor-
mance of logit models via AUC was 0,719 for the elodsing just financial
variables and 0,765 when non-financial variablesevigcluded.

Gulka (2016) estimated a well performing failumediction logit model for
Slovak companies as part of his masters’ dissentakie used a balanced estima-
tion sample with 844 observations in total fromrge2012 — 2014. The final model
contained cash ratio, sales to working capitakrfoal accounts to total assets,
equity to total assets, bank loans to total asfiatslities to state institutions to
total assets and EBITDA to total assets. The mpedbrmed very well on a large
validation sample containing over 120 thousand @mmyear observations with an
average classification accuracy of about 80% am Tyerror rate of about 15%.

Mihalovi¢ (2016) built two models using logit and discrirmbanalysis with
a relatively small sample of 118 defaulted compammatched with equal num-
ber of non-defaulted ones based on asset sizendndtiy sector. The model was
also a predictive one since the financial data f&@0th3 was used to predict the
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defaults that occurred in 2014. Five predictors afudn initial 18 were used in
both models: current ratio, current liabilitiesttdal assets, working capital to
total assets, current assets to total assets anthamene to total assets. Even
though the discriminatory performance of the modekasured by AUC was
fair, both models had a shortcoming. As seems théease in other studies, the
assumptions underlying the use of discriminant\amiglwere not fulfilled. And
in logistic regression only two variables were istatally significant, albeit one
just at 10% level.

Since the default is not an instant event but ldggeover time, Gavurova et al.
(2017) aimed to answer the question whether vasabépresenting (relative)
change in time contribute to the performance dtifaiprediction models. They
used two techniques to solve the problem of firplgssification into two cate-
gories of bankrupt and non-bankrupt groups — disodnt analysis and decision
tree. To our knowledge, this study was the firse dhat attempted to build
a failure prediction model using a more complicatéaksification framework
(decision tree).

The authors compiled a sample comprising datdl f@B2 companies, each
having at least four time-series observations f&09 to 2014. Out of 1 182
companies 277 were defaulted. The sample wasisiaif training and a valida-
tion set. The initial set of potential predictoraswrelatively large with 51 differ-
ent financial ratios along with their trend couptats. When using the discrimi-
nant analysis, the initial set was firstly screefardstatistical significance using
Wilk's lambda and secondly for correlation to assthat only variables with
sufficient explanatory power and with least cotielaenter the estimation. Then
two models were estimated — a static and a dynaméc— and their in-sample
discriminatory performance was assessed using aneé-two-year prediction
horizons. Both models for both predictive horizaahieved about 75% of cor-
rectly classified firms so the dynamic version was better than the static one.
The decision tree was built using the CHAID aldorit The static version used
just two variables (Loan Capital/Assets and CasiwHloan Capital), whereas
the dynamic version used four variables (Loan @#pissets, Cash Flow/Loan
Capital, Assets/Equity and Financial Assets/Curigabilities). The prediction
accuracy of decision trees was about 85% and thardic model in a training
sample was slightly better but interestingly, tiyaamic version did not contain
any trend variable yet used two additional statidables when compared with
the static version. The performance of models huslhg both techniques was
noticeably worse on validation sample, yet the numeplicated version of the
decision tree achieved about 20 percentage pdighehaccuracy than Altman’s
Z-Score or Index INO5 models.
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Table 1

Summary of the Published Papers for Slovak Economy

payables and working capital to total assets

Study Method Estimation sample | Relevant explanatoryariables

Fidrmuc and probit 1 496 obs. bank loans to total assets, earnings before

Hainz (2010) 2000 — 2005 taxation to total assets, cash and bank accounts
to total assets, legal form dummy, industry
sector dummy, time dummy

Harumova and | logit 53 206 obs. *accounts payable to sales; earnings before

Janisova (2014) 2008 — 2011 interest, tax, depreciation and amortisation
to sales; earnings before tax to total assets;
current ratio; sales to total assets; and total
liabilities to earnings after tax

Re#akova and | LDA 498 obs. EBIT to total assets

Karas (2015) 2007 — 2012

Bod’a and LDA 92 892 obs. *working capital to total assets, retained

Uradniek 2009 — 2013 earnings to total assets, EBIT to total assets,

(2016) net worth to total liabilities, sales to total asse

Wilson, logit, Cox’'s 126 649 obs. cash to total assets, total liabilities to quick

Ochotnicky and | proportional | 1997 — 2012 assets, trade creditors to total liabilities, ratali

Kager (2016) hazard model profit to total assets, net worth to total liabég,
quick ratio

Gulka (2016) logit 844 obs. cash ratio, sales to working capital, financial

2012 - 2014 accounts to total assets, equity to total assets

bank loans to total assets, liabilities to state
institutions to total assets and EBITDA to tota
assets

Mihalovi¢ LDA, logit 236 obs. net income to total assets, current ratio, current

(2016) 2013 -2014 liabilities to total assets, working capital toabt
assets

Altman et al. logit 7 976 obs. **working capital to total assets, retained

(2017) 2007 — 2010 earnings to total assets, EBIT to total assets,
net worth to total liabilities

Gavurova et al. | LDA, 700 obs. Loan Capital/Assets, Cash Flow/Loan Capital

(2017) decision trees| 2009 — 2014 Bank Loans/Assets, Assets/Equity, Financial
Assets/Current Liabilities, Capital/Loan Capital,
Inventory/Assets, Current Liabilities/Current
Assets (level + trend), EAT/Costs, (Loan Capital
— Current Financial Assets)/CF, Long-term
Assets/Assets, Liabilities/Assets (level + trend),
Assets/Equity, Current Assets/(Current Liabilities
+ Bank Loans), Turnover/Equity,
EAT/Long-term Assets, Turnover/Assets
(trend), Financial Costs/Liabilities (trend),
Inventory/Turnover1*360 (trend), Long-term
Assets/Long-term Liabilities (trend),
Turnover/Inventory (trend), Turnover —
Costs)/Turnover (trend)

Kliestik et al. LDA 265 327 obs. current ratio, cash ratio, return on assets, return

(2017) 2012 - 2015 on equity, debt to equity ratio, number of dayg

Notes *Authors do not give hints about the statistis@nificance of variables in the model; **Specifiodels
for Slovakia are not reported in the study

Source Authors’ elaboration.

Kliestik et al. (2017) built the default modelsarder to understand the chang-
ing legal environment in Slovakia. Importantly, ithdefinition of default was
similar to that used by Faltus (2015), i.e. theigatbr of negative equity has
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been utilized. The estimation sample was relatileaige and comprised of about
265 thousand company-year observations. The reldefidition of ‘default’
resulted in about one quarter of those being defdullhe initial set of predic-
tors comprised of the 11 mostly used financialosatdentified in literature. The
method of estimation was multivariate linear disinant analysis, and four cross-
-sectional models were estimated for years 20120tth. The set of relevant
predictors differed across the models but the Bdegawith the highest incidence
included cash ratio, returns on assets, the debguaty ratio and the working
capital to total assets. The models were successitkntifying the non-bankrupt
companies but much less so in determining the logutéd ones (i.e. those with
negative equity).

We have already mentioned the extensive studyltaiak et al. (2017). Their
analysis covered 28 countries and the estimatiomp&aincluded nearly 8 000
observations of Slovak companies. When focusingesnlts related to Slovakia
the first two hypotheses (H1: the coefficients 8fStore are obsolete, H2: logit
will have better discrimination performance) wei nonfirmed; the results of
the re-estimated models were slightly worse tharottiginal one. The other five
hypotheses were associated with specificity of timgact of size, age, industry
sector and country risk. The results for Slovakieravnot so convincing — the
noticeable differences were achieved just for moeaeth size and for the com-
plete models. i.e. with all additional variablest the differences were not statis-
tically significant?

1.2. Development of Hypotheses

H1: Even though Altman’s Z-Score models has beielelywused in Slovakia
(see examples in Bia and Uradiiek, 2016), their transferability was not tested
much. We are interested in finding whether newlynested models using the
same variables as the revised Z'-Score model partmgtter. Even though the
variables included in the revised Z'-Score modgitoee the essential dimen-
sions of firms’ financial health and performanddsiassumed that each country
would have its own unique characteristics, e.guitiify management, invest-
ment decisions, capital structure and dividendgyolihis could be reflected in
different impact of predictors on the default prioitity, more specifically in the
magnitudes and significance of the estimated adeffts. Re#takova and Karas
(2015) found that the new estimated model perforimeitier than the Z’-Score
model, while Bd’a and Uradriek (2016) did not find significant differences in

2 The statistical significance is the function ofngde size. In Altman et al. (2017), the absolute
differences between AUC for respective models werdlar in all data models and in the model
specific for Slovakia. However, due to sample sieese differences were statistically significant
in all data samples while non-significant in Slova&del.
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the models’ performances. Altman et al. (2017) ssgdghat it is appropriate to
estimate specific models for individual countriesen though they did not find
significant differences in the models’ performanaeslovakia and in most of
28 analysed countries. We test whether the logilehaising variables of the
revised Z'-Score model performs better than thgiwal model. We use logistic
regression in which assumptions are less resteittivthe data sample we use. At
the same time our training sample is 2009 — 20Mthea test sample is 2015 —
2016. Altman and Hotchkiss (2006, p. 240) note tnadrage financial ratios
vary over time, therefore it is ideal that theniag period directly precedes test
period, which was not the case in any of above-ioeret studiesTherefore,
our first hypothesis (H1) is that the re-estimavedsion of Z'-Score will perform
better than the original revised Z’-Score model.

H2: Earlier studies concluded that non-financianpany-specific variables
contribute significant information to failure preton. Grunert, Norden and
Weber (2005) suggest that models combining bothanfital and non-financial
factors result in more accurate predictions of diéfd heir sample consisted of
409 company-year observations and they used thestbap method to test the
robustness of results. Altman, Sabato and Wils@i@ found that adding non-
financial firm-specific characteristics to a rislodel makes a significant contri-
bution to increasing the default prediction powghneir study focused on UK
SMEs and their sample consisted of more than 5ll&micompany-year obser-
vations. Fidrmuc and Hainz (2010); Wilson, Ochdtgiand K&er (2016) and
Altman et al. (2017) all conclude that additionahrfinancial variables improve
classification accuracy of models. None of thesélist tested the usefulness of
non-financial company-specific variables in validatsamples (ex ante predic-
tions) of Slovak companie3hat is why we design our second hypothesis (H2),
which assumes that non-financial company-specé#itables improve discrimi-
natory performance and classification accuracy.

H3: Variables related to the macroeconomic coonlitiare usually utilized in
aggregate models explaining the average failuesrg&ltman, 1983; Virolainen,
2004; Jakubik and Seidler, 2009). Since in anyopefiese variables are effect-
ing all individual companies equally and there ¢ aross-sectional variation,
they have not been utilized very much in previasgearch. Wilson, Ochotnicky
and K&er (2016) used interest rate in micro-economettidysrelated to Slovak
companies and found it to be highly statisticalyngficant. Similarly, Altman
et al. (2017) used country rating rank as a measuceuntry risk and their re-
sults confirmed it was significant, too. Howeveg are not aware of any study
in Slovakia, that used any proxies of the macroega conditions in truly failure
prediction models. More specifically none of theds¢s tested their significance
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in the out of time-frame of the training/estimat®emple That is why, we design
our third hypothesis (H3), which assumes that me@paomic variables improve
discriminatory performance and classification acacy.

2. Determinants of Corporate Default

The use of financial variables as predictors fefadlt in developed econo-
mies has a long history. Usually the ratios useddifault prediction are the
measures of liquidity, profitability, leverage aadivity. The non-financial vari-
ables often offer additional information to thedintial ratios and that is why
they are used for default modelling, as well (Altm&abato and Wilson, 2010).
The usual financial ratios employed for corporagdadlt prediction are those
related to liquidity, profitability, leverage andtevity. The use of financial ratios
is not without its issues. Financial ratios arecglted using information from
previously filed financial statements. As such tihegy not provide the real pic-
ture of the present or future situation of a conypaso, the balance sheet data
provides a “snapshot” of a company’s financial aliton at the end of reporting
period but the underlying financial variables thetwss are subject to fluctua-
tions during a year and the values reported aeftiteof the year may not repre-
sent the typical ones. Moreover, the assets arespotted at their current value.
The book value may be very different from what tmegy be sold for in the
market, especially under distress.

X1 — working capital to total assets

Working capital is an indicator of a company’sliépito meet its current
obligations. Algebraically, it is a difference be®n current assets and current
liabilities. Obviously, the larger value of the iaile is better than a smaller
one? In order to allow for comparison, the working dapis divided by total
assets. Altman (1968) notes that “a firm experieg@onsistent operating losses
will have shrinking current assets in relationdtat assets” (p. 594).

X2 — retained earnings to total assets

This variable is a measure of a company’s altititpccumulate profit. Altman
(1968) considers it a measure of age, as well. Tymsng companies will have
a smaller value of the variable. It is expected thw value of the variable may

% However, one may imagine also a different scenarie in which the working capital actually
increases once a firm is experiencing difficultiefirstly, a company may face difficulties to ob-
tain trade credit financing from its suppliers. $2condly, a distressed firm may hoard inventories,
i.e. the produced goods and it is unable to se®itthirdly, distressed firm may offer trade ctedi
to its customers. In all these situations the wagldapital may increase and hence these scenarios
may explain why working capital may not work well.
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signal problems. Firstly, a young firm has not acalated enough assets and
hence may have a higher propensity to fail. Segonfdan older company has

a low volume of retained earnings, it may signaliftability to succeed in the

marketplace. Such a company may be less resistatitocks and a competitive
environment and more prone to failure.

X3 — earnings before interest and tax to total tsse

This variable represents return on assets. This iarguably more stable
than earnings after tax. The logic of inclusiorttdé variable in the failure pre-
diction model lies in the fact that if a companyni® able to generate earnings,
its prospects are bleak and the end is near. Agaripwer the value, the higher
expected propensity to fail.

X4 — book value of equity (net worth) to total llaies

Indebtedness is a traditional predictor of defaglt There are two major
reasons why a company with a higher proportion eiftds supposed to have
a higher propensity to fail. Firstly, a highly irited firm will have to pay higher
paybacks because of a higher volume of debt andulsecof the higher per-
ceived rate of riskiness when compared with a caompghat is less indebted.
Hence, in the case of cash-flow difficulties, ahhjgindebted firm will have
a higher probability of missing the payment andnewelly defaulting on the
loan. Secondly, there are reasons on the side pagesment incentives as well.
The firm’s management knows that even in the cdseiccess, a large part of
potential profit will be used to pay back the lodime difference between the
success and failure thus decreases. In this sityafiie management may not
exert the sufficient effort to succeed (Fidrmuc &fainz, 2010).

X5 — sales to total assets

The fifth variable in Altman’s Z-score represetits ability of assets to gene-
rate sales. It shows the ability of the firm to qgmte in the marketplace. This
variable is included in the original Z-Score (Altmal968) and the revised
Z"-Score model for private firms (Altman, 1983, 122). However, it is deemed
industry-sensitive and hence not included in thénér revised Z’-Score model
for private non-manufacturing companies (Altmar83,%. 124Y. Altman (1968)
states that even though the variable was leastfisant in univariate tests, it
worked well in combination with other variables amebved to be the second
best predictor in the multivariate model.

% The revised models differ not just in the set tifaed variables but also in the estimated co-
efficients and bounds for grey zone. The equatfdherevised Z'-Score is: Z' = 0.717 * X1 + 0.847
* X2 + 3.107 * X3 + 0.420 * X4 + 0.998 * X5 and thewer and upper bounds for the grey zone
(i.e. the area of uncertainty) are 1.23 and 2 §peetively. On the other hand, the formula for the
revised Z"-Score is Z" = 6.56 * X1 + 3.26 * X2 6.72 * X3 + 1.05 * X4 and the lower and upper
bound for the grey zone are 1.1 and 2.6, respdgtive
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2.1. Other Potential Predictors of Default

The financial variables, such as those mentiort®ale capture important
dimensions of firms’ performances related to liguyidprofitability, leverage and
activity. Given that a default is primarily a firgal event; in which a company
fails to pay its obligations in full and on timéjs not surprising that the financial
variables are primary predictors of default angdwsh are incorporated in failure
prediction models. Yet, there are valid reasonsamplement these variables
with non-financial ones. Firstly, non-listed comjganlack market-related informa-
tion and only the accounting data is available o8dly, many small and medium-
-sized enterprises report only a limited set ofoacts (lower reporting require-
ments). In this situation, the non-financial vakbmay provide a vital addi-
tional information for default studies (Grunert,Mden and Weber, 2005; Altman,
Sabato and Wilson, 2010; Wilson, Ochotnicky and¢d€a2016; Altman et al.,
2017). These variables can be roughly divided witm groups — those related to
an individual firm and those related to the macooeenic environment.

2.2. Non-financial Company-specific Variables

Legal form

There are several reasons why legal form may foenmative for failure pre-
diction. The first one is related to degree of iliab If the degree of liability
differs across legal forms then it makes senseypmthesize that the corporate
form with higher liability is less likely to failThis argument is elaborated in
Fidrmuc and Hainz (2010). However, their samplduitied natural persons (sole
traders) along with legal entities (limited liabjlicompanies, joint stock compa-
nies and cooperatives) and their hypothesis wasedto a lower failure rate of
natural persons. Our sample contains two typegrmasf— limited liability com-
panies and joint stock companies. In terms of itices, it is not entirely clear
why one legal form should be more likely to faiaththe other one. On the one
hand, joint stock companies are more complex, tereholders and manage-
ment are more distant from each other, they may leawnflicting incentives and
the management may take excessive risks (agenbjepms). On the other hand,
these companies tend to have control systems @@ péamitigate such concerns.
Conversely, in limited liability companies, the ragement and the owners are
closer to each other and agency problems are abptbnounced. Also, many of
these companies are family firms and these compamied to be more risk
averse and conservative. However, the minimum partiowment for limited
liability company is rather low and thus as the eauggests liability is limited.
Although it is not entirely clear which legal forisiriskier, including the indica-
tor of joint stock companies will capture theiricesl failure rate.
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Age

There are two conflicting tendencies when it coteesnpact of age on the
business failure. The first one is related to thet a company accumulates ex-
perience and profit in time and thus the olderftira is, the more experiences
and profit it accumulates and consequently its @ngfiy to fail decreases. From
another perspective, it takes time to fail and angp company usually has
a start-up capital to live from even though it © generating sufficient reve-
nues. If we combine these two tendencies, theréitate should be relatively
small in the first years, corresponding to time whlee company is backed up
with start-up capital. After the capital is spaht company is still in the process
of gaining experiences and hence this period shioelldssociated with the high-
est failure rates. The surviving companies becostabished and the failure
rates fall. In order to operationalize this naxmtive include the quadratic func-
tion of age in the models, too.
Size

Altman, Sabato and Wilson (2010) modelling defawt UK private small
and medium-sized companies note that “... businesighdow asset values are
less likely to be pursued through the legal proaésasolvency since creditors
would have little to gain” (p. 117). The creditarsay prefer to utilize other
means than litigation, such as out-of-court setletmHowever, the association
may be a non-linear one and that is why we usediwomy variables (small and
medium companies, micro companies are the refereategory).

Industry sector

The idea of the inclusion of industry sector irdars is to represent industry-
level failure rates in to the default predictiorheTindustry indicators were used
in Fidrmuc and Hainz (2010); Wilson, Ochotnicky adtéer (2016) or Altman
et al. (2017). Altman et al. (2017) note that theed turnover ratio (variable X5)
is particularly sensitive to differences among stdy sectors. We include
a dummy variable for industries defined by two-dR§ACE with over 20 000
company-year observations in our sample.

2.3. Macroeconomic Variables

In several ex-post studies the macroeconomic tiondiare represented by
fixed time effects (Grunert, Norden and Weber, 2088rmuc and Hainz, 2010;
Altman et al., 2017). However, this approach cameotised in predictive studies
since the coefficients are estimated retrospegtietl are not known in advance.
That is why we attempt to decompose these dummighlas using the proxies
for credit situation and economic expectations.
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Credit situation

The situation in the credit market directly infhoes the failure rate. The
availability and, more importantly, cost of credite relevant for an indebted
firm. If such a company experiences operating diffies, the worsened situa-
tion in the credit market associated with increasgerest rates may trigger the
bankruptcy. The variable was used in Wilson, Ocickfnand K&er (2016).
However, in that study it was used to test the Hypses related to transfor-
mation ex post whereas in our case it will be Usegrediction ex ante. To take
into account this dimension of macroeconomic emrent, we use annual av-
erage interest rate for loans to non-financial ooapions.

Macroeconomic conditions and expectations

The economic expectations are a very powerfulrdetant of economic ac-
tivity. From a corporate perspective, negative efguens translate into smaller
sales, less orders, lower economic growth and géimerorsening economic
environment. Such conditions may increase competjiressures, and this may
aggravate the difficulties of a distressed compdimat is why, in combination
with other variables, macroeconomic conditions rbaya relevant predictor of
default for individual companies too. However, GBf@wth or change are not
appropriate for prediction models, since theresggaificant lags in reporting of
GDP. A forward-looking measure, such as expectstiseems to be a better choice.
In our models we include employment expectatiortliernext three months.

3. Dataset and Methodology

3.1. Dataset

The dataset used for this study was compiled us@wvgral sources. The fi-
nancial and non-financial information about indivédl companies were obtained
from databases Albertina Platinum (CDs 3/2013 d881%) and Finstat Premium
(downloaded 24 October 2017). The initial datasettained over 1.4 million
company-year observations for over 254 thousandugncompanies covering
period from 1997 to 2016 To ensure the homogeneity of the sample we em-
ployed a few restrictions, as outlined in Tabléstly, because the frequencies
of observations before 2009 were significantly demathan after 2009, we use
observations from 2009 onwards. Secondly, we rech@bservations that could
not be qualified as SMEsThirdly, since we wanted to focus on active compa-
nies, we removed observations for companies withoteer or total assets lower

5 If more than one database contained informatiauih given company and year, we used
information from the newer database.
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than five thousand Eur. Fourthly, we kept just tedi liability companies and
joint stock companies, since other legal forms saglpublic or private partner-
ships, or cooperatives, are rather specific anchawee very few default events
for them. Finally, the observations with missindues for any of the relevant
variables were eliminated. The resulting sample prises 661 622 company-
-year observations for 149 618 unique companies.

Table 2
Construction of Sample
Description Company-year Number of unique
observations companies
Initial sample 1413730 254 329
- Observations before 2009 102 053
- Non-SME companies 327 122
- Total assets or turnover lower than 5000 Eur 224 89
- Legal form other than limited or joint stock compan 12 465
- Missing values for relevant variables 86 427
Final sample 661 622 149 618
Training sample (2009 — 2014) 491 349 130 959
Validation sample (2015 — 2016) 170 273 94 340

Notes The table shows construction of the sample use¢hi$ paper and the restrictions imposed.
Source Authors’ elaboration.

Table 3
Breakdown of Sample by Year and Default
Year Non-defaulted Defaulted Total
2009 67 932 218 68 150
2010 73329 214 73543
Training sample 2011 79 356 231 79 587
g samp 2012 82 229 275 82 504
2013 89 980 258 90 238
2014 97 219 108 97 327
Validation 2015 83517 159 83676
sample 2016 86 485 112 86 597
Total 660 047 1575 661 622

Notes:The table shows frequencies of company-year ohtens in the sample according to years and default
status.

Source Authors’ elaboration.

The sample was split into a training sample (f&f09 to 2014) and a validation
sample (2015 and 2016). The validation sample awmtaoth the company-year
observations for companies from the training sangpld for new companies.
The breakdown by year and default status is showrable 3. The size of our
sample is larger than in any of the studies ablowa® companies we are aware of.

% To qualify as SME, the definition of European Coission (EC) is used on the basis of number
of employees, turnover and total assets. More ipaky, a small or medium-sized company has
number of employees smaller than 250 and eithaotuar lower than 50 million Eur or total assets
lower than 43 million Eur.
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3.2. Construction of Dependent Variable

Default-prediction models (or bankruptcy modelsgign firms to one of two
groups: A ‘good firm’ group that is not likely txgerience financial distress, and
thus survive in the long term discharging its odigns to creditors, or a ‘bad
firm’ group that has a high likelihood of bankruptand/or default caused by
financial distress. The dependent variable is biaad it represents the event of
default (Equation 3). The definition of defaultfdifs significantly across failure
prediction studies for Slovak companies. Fidrmud ldlainz (2010) use an indica-
tor of a bank loan default, Ba and Uradriek construct their own indicator of
financial distress, Wilson, Ochotnicky anddéa (2016) and Gulka (2016) utilize
the legal definition of default and finally Kliektet al. (2017) use an indicator of
negative equity. While each definition has its adages and shortcomings, we
use the legal definition of default in this studschuse it is a clear indication of
insolvency’ To construct the variable, we checked the legatinents related to
the companies marked as defaulted in our datalvakdedine the year of default
as the year when the bankruptcy proceeding stareedyhen the case was filed
to the court either by the company itself (volupaor by any of its creditors
(involuntary)® Finally, we mark as bankrupt the financial acceunimediately
preceding the year of default. This setting all@msgpotential endogeneity con-
cerns and at the same time assures that the nsoal@redictive one.

3.3. Estimation Methods

We follow literature (Altman and Sabato, 2007;médin, Sabato and Wilson,
2010; Altman et al., 2017) by estimating logit @s&n combination of variables
reflecting both financial and non-financial chagawdtics, and at the same time
considering macroeconomic conditions. The two nimjuently used estima-
tion methods in previous studies of Slovak compamvere linear discriminant
analysis (LDA) and logistic regression (logit). LO#& based on the assumption
that each class can be modelled by a normal disivify although financial ratios
do not to tend to be normally distributed. Anothesumption is that all the clas-
ses share the same covariance matrix, which doesesmon to be the case in

" According to current Slovak legislation, a comp#gonsidered bankrupt if it is either insol-
vent or over-indebted. Insolvency is defined asartban 30 days arrears on at least two financial
obligations to more than one creditor. The comgargver-indebted if it has more than one credi-
tor and its liabilities exceed the assets.

8 Even though the year when a legal bankruptcy mostarts is rarely the year when the com-
pany is declared bankrupt, in failure predictiamdgs it is important to signal the earliest pogsib
sign of problems and when a legal process stadsigany is insolvent or over-indebted already.

% The predictive ability of the model is importams@because of the lags between the end of
financial year and the submission of the finana@ounts.
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empirical studies eithéf.Logit does not have these restrictive assumptioms
it is the most commonly used estimation methodriodelling binary outcomes.
That is why we prefer to use logit.

Table 4
Description of Explanatory Variables

Variable Description

X1 Working capital to total assets, winsorizechet 8" and the 98 percentile

X2 Retained earnings to total assets, winsorizéhes8' and the 98 percentile

X3 Earnings before interest and tax to total aseétsorized at the™sand the 98 percentile

X4 Net worth to total liabilities, winsorized a8 and the 98 percentile

X5 Sales to total assets, winsorized at fharid the 98 percentile

Joint stock Indicator of joint stock company, equals to ongdart stock company, zero otherwise

company

Age (log) Age in years (difference between yedoahding and year of financial accounts), natyral
logarithm

Small company Indicator of small company (i.e. nemtif employees below 50 and either total assets or
turnover lower than 10 million Eur), equals to dmesmall company, zero otherwise

Medium-sized Indicator of small company (i.e. not small compamymber of employees below 250

company and either total assets lower than 43 million Butuenover lower than 50 million Eur),
equals to one for medium-sized company, zero oikerw

Manufacturing Indicator of industry sector C — Méauturing, equals to one for this sector, zero
otherwise

Construction Indicator of industry sector F — Caidton, equals to one for this sector, zero othew

Retail & wholesale| Indicator of industry sector GMholesale and retail trade; repair of motor vesicnd
motorcycles, equals to one for this sector, zeneratise

Transport Indicator of industry sector H — Tranggtimn and storage, equals to one for this sector,
zero otherwise

Information Indicator of industry sector J — Infation and communication, equals to one for this
sector, zero otherwise

Real estate Indicator of industry sector L — Retdte activities, equals to one for this sectam ze
otherwise

Professional Indicator of industry sector M — Pssfenal, scientific and technical activities, equal
to one for this sector, zero otherwise

Administrative Indicator of industry sector N — Anfistrative and support service activities, equals
to one for this sector, zero otherwise

Health Indicator of industry sector Q — Human Hrealtd social work activities, equals to one
for this sector, zero otherwise

Interest rate Annual average interest rate forddamon-financial corporations, stock and newsdoan

Employment Monthly indicator of economic sentiment — expeotatfor employment for next threp

expectation months

Notes: The table shows the description of explanatoryalées. The source of data used for calculatiothef
financial and non-financial variables related tdiwidual companies are databases Albertina Platif@ds
3/2013 and 9/2015) and Finstat Premium from Fingtatvnloaded 24 October 2017). The source of istere
rate and employment expectation is statistics gatlaered by National Bank of Slovakia.

Source: Authors’ elaboration.

The model specification used for the default prain is as follows:

P(d; . =1[Q)=1/{1+ expE (G, + B F + BNy + BsMy )]}

1)

10 See results in Bia and Uradriek (2016); Mihalowt (2016) or Kliestik et al. (2017).
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where
d - default in the following period,
F —financial variables,
N — non-financial variables,
M — macroeconomic variables.

The explanatory variables used for the model aseribed above in the text
and in Table 4. Since accounting ratios are oftdiest to outlying and extreme
values that can potentially bias our multivarisggreates, particularly for private
companies, we apply a consistent strategy for mgalith outliers (winsorization
at the %' and 95 percentile).

3.4. Criteria for Models’ Evaluation

The true performance test of a failure predictivodel lies in using observa-
tions that have not been used for estimation gbatmmeters. There are several
ways how to evaluate the out-of-sample discriminatmerformance of binary
classification models. The earlier studies mostigduthe percentages of correctly
and incorrectly predicted outcomes, or overall @ity predicted cases. However,
to evaluate classification accuracy one needs teréne a specific threshold
and the classification accuracy will be basicallfuaction of the threshold.
We'll put forward suggestions for specific cut-pfints later in this section. But
before that we assess the out-of-sample discriompgierformance of the models
using area under ROC (receiver operating charattgricurve which does not
need a specific threshold.

ROC curve is a graphical representation of conlaina of the true positive
rate and the false positive rate across the whodetaum of possible cut-off
points. A perfect model (one which perfectly disgnates between defaulted
and non-defaulted companies) has the area under R D€ (AUC) equal to
one, a completely random model (one which doeglisotiminate at all) has the
AUC equal to 0.5. Therefore, the closer the AUGI®, the better. For com-
pleteness and to facilitate comparison with thdiexastudies, we calculate and
present summaries of correctly/incorrectly clasdifobservations from validation
sample. However, firstly we have to determine theaff point for estimated
propensity scores. Since we build the default jotexh model, to simulate the
deployment of the model in practice we use justitiiermation from training
sample to decide the cut-off point. We use thresmdtive cut-off points®

11 Determination of the cut-off points has not beatirely transparent in all previous studies;
it was explicitly stated only in some of them. Test thorough treatment of the choice of optimal
cut-off point was given in Mihalowi(2016). In some cases, the cut-off point choice veay straight-
forward (Gulka, 2016). Bia and Uradrek (2016) chose cut-off value so that the sum gieTlyand
Type Il error rates was minimal.
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1. Proportion of defaulted companies in training samplthis choice corre-
sponds in a way to using threshold of 0.5 for bedanproportions of defaulted
and non-defaulted companies.

2. Value of cut-off point maximizing Youden index Joitien, 1950). This cut-off
point maximizes average true positive rate andriaggtive rate, i.e. proportions of
correctly classified cases in both groups whichesadense in samples such as ours
with strongly imbalanced proportions of defaulted aon-defaulted companies.

3. Cut-off point at the lower quartile of estimatedszs for defaulted com-
panies — this cut-off point makes the acceptabie offalse negatives explicit;
in this case the false negatives rate in the trgisiample was set to 25% (arbi-
trary number). The choice of this cut-off point @egs approximately stable
false negative rates in the training and test sasapl

We report two aggregate measures for classificadiccuracy — the average
accuracy and the overall accuracy. Earlier stutfiasincluded analysis of clas-
sification accuracy utilized mostly the overall a@xy. Comparison of overall
correctly predicted cases is appropriate for sibnatwhen the proportions of
failed and non-failed companies are approximatelatced and at the same
time costs of making Type | or Type Il erfbare similar. Since our sample con-
tains much more non-defaulted companies, overallracy alone could be mis-
leading. That is why we report average accura@dulition to overall accuracy.
The average accuracy is the simple average ofulepbsitive and true negative
rate whereas the overall accuracy is the weightedage of the true positive and
true negative rate. The weights are the frequemdidefaulted and non-defaulted
companies, respectively.

4. Results and Discussion

4.1. Descriptive Statistics of the Explanatory Var  iables for Estimation
(training) Sample

Table 5 shows descriptive statistics of the exailany variables for the training
sample (i.e. period from 2009 to 2014). The desudpstatistics (mean, standard
deviation and quartiles) are calculated both fdedaand non-failed companies.

2 1n a dataset with 99% of non-defaulted companies ¥6 of defaulted ones, a naive model
predicting all instances as non-defaulted will aeki99% overall accuracy. In case of severely im-
balanced groups it makes more sense to reporvénage of correctly predicted cases in both groups.

13 The Type | error in binary classification is cortted when failed company is marked as non-
-failed, i.e. it is false negative. The Type llaris false positive, i.e. non-failed company isrked
as failed. In credit risk modelling the Type | en®more costly, since there are higher costscasd
with lending a company that will bankrupt eventydfian it is to let go of potentially profitablaasht
just because the model marked him as bankrupted.
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The descriptive statistics for the failed compamedate to the last available com-
pany-year observation before the company filedoforkruptcy. To convey infor-
mation about the statistical significance of difigce in means between the two
groups p-values for t-test are displayed in theufiiemate column. To measure the
real effect of the difference Cohen’s d statt§iis shown in the last column.

The first four financial variables seem to disériate well between failed
and non-failed companies in that means of thesmblas are lower for the
group of defaulted companies than for non-defauwtess. The difference between
the means is statistically significant as indicabgdt-test (Table 5, penultimate
column). However, they differ in the real effeckesimeasured by Cohen’s d
statistic. The strongest effect has X3 (EBIT taaltassets), followed by X1
(working capital to total assets). On the otherchaX5 (sales to total assets)
does not discriminate wefl,at all. Even though the mean and the first twarqua
tiles are higher for the non-defaulted group, thpeau quartile is slightly higher for
the defaulted group. The difference in means ismen statistically significant.

From among the non-financial variables the indicaif legal form (joint
stock dummy) along with size indicator (small compalummy) seem to have
the greatest influence. The next variable is tlcator of manufacturing sector
followed by age. The effect of other variables etatively small with the real
effect size below 0.3 standard deviation. Howegeen though many of them do
not perform well individually, they may do so inngaonction with other variables.

4.2. Estimation Results

Table 6 presents the estimation results. We estinfive models. The first
model contains the financial variables from theses Altman’s Z’-Score model
(Altman, 1983). The model achieves relatively lowRadden pseudo?Reven
though its in-sample discriminatory ability measutey the area under ROC
curve (AUC) is rather high. However, the first twariables — X1 (working capi-
tal to total assets) and X2 (retained earningotal tassets) — attract opposite
signs, albeit the first one is not statisticallgraficant and the second one only
marginally so. Since the univariate discriminat@grformance of these two
variables was fair, the opposite signs in multiatiregression may be due to
multicollinearity. Indeed, the pairwise correlaticnefficients of the first three
variables are above 0.6. Since the first two véggmblo not contain much addi-
tional information to variable X3 (EBIT to total seis), we excluded them and
re-estimated the model without them.

14 Given the size of the sample even relatively smiiference in means will be statistically
significant. Unlike t-test, Cohen’s d statistic icalies standardized difference and conveys infor-
mation about the real effect size.

15 In Altman (1968) this variable did not perform Wiel univariate analysis, either.
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Table 6
Estimation Results
Model 1 Model 2 Model 3 Model 4 Model 5
X1 0.0373
(0.51)
X2 0.0658
(1.68)
X3 -1.817" —1.497 —2.077 —1.477 —2.056
(-12.75) (-8.08) (~12.49) (-7.84) (~12.25)
X4 -0.750" —0.738" —0.706" -0.748" -0.714"
(~2.99) (-3.84) (~4.15) (-3.82) (~4.15)
X5 —0.14T7 —0.10%3" —0.12%" —0.10Z" —0.127
(=6.24) (-4.81) (-5.63) (=4.77) (-5.57)
Joint stock company 1.181 1.169"
(12.03) (11.97)
Small company 1.074 1.062
(14.61) (14.44)
Medium-sized company 0.863 0.848"
(6.43) (6.35)
Age (log) 0.862 0.877
(3.92) (4.04)
Age (log) squared -0.107 -0.105
(-1.94) (-1.92)
Manufacturing 1.173 1.108
(10.12) (10.01)
Construction 1.076 1.075"
(9.27) (9.28)
Retail & wholesale 0.432 0.42%
(3.98) (3.91)
Transport 0.590 0.586"
(3.72) (3.71)
Information -0.0643 —0.0645
(~0.30) (-0.31)
Real estate 0.278 0.277
(1.74) (1.73)
Professional -0.173 -0.170
(-1.18) (-1.16)
Administrative 0.193 0.200
(1.24) (1.29)
Health —0.666 -0.665
(-1.91) (-1.91)
Interest rate 0.565 0.653"
(4.00) (5.03)
Employment expectation —0.0123 | —0.0130"
(-3.73) (-4.32)
Constant —-5.648 —5.718" —7.767 -7.783 -10.17
(=77.94) (-97.88) (~31.82) (~15.66) (~19.29)
Observations 491 349 491 349 491 349 491 349 491 34
Log-likelihood -8 386.2 -8 386.4 —7 881.3 —-8372.90 -7866.8
McFadden’s R 0.072 0.072 0.128 0.074 0.130
AUC (training) 0.791 0.791 0.834 0.792 0.835
AUC (validation) 0.797 0.797 0.84( aso 0.844

Notes The table shows estimation results for defaultlehoThe parameters are estimated using logisgiese
sion. The training sample covers time-period fr@@@2to 2014. The z-statistics are denoted in pheses and
the statistical significance is indicated with aistes ( p < 0.1,” p < 0.05,” p < 0.01). The standard errors
used to compute the z-statistics are calculatedgusibust standard errors clustered within compatde
control for correlations of errors within compani@se dependent variable is the indicator of defanot the
explanatory variables are described in Table 4.

Source Authors’ elaboration.
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The second model contains just three of the aaldiive variables, yet the
log-likelihood, McFadden Rand AUC are nearly unchanged. This confirms the
notion that the variables X1 and X2 do not conteboew information to the
model*® This can be due to specific features of businessrament in Slo-
vakia such as management of liquidity or dividentqy.

Model 3 contains non-financial variables besidearicial ones. The discrimi-
natory performance improved significantly when canegl to model 2, so clearly
these variables provide additional information tfee models. The results suggest
that joint stock companies are more risky thantérhiliability companies. The
propensity to fail firstly increases with highereagnd then decreases since the
estimated coefficient for squared age is negati@vever, it is only marginally
statistically significant. The breakpoint when tieéationship reverses is at about
55 years, so for the majority of the sample thati@hship is monotonic (with
decreasing marginal change), which is a rather pgted result. At the same
time, small and medium-sized companies are mokg tlgan micro companies
on average. The coefficients for industrial seatdicators suggest that manufac-
turing, construction, retail and wholesale, andgport industries are riskier than
others, whereas companies from the health secterlbaer propensity to fail.

Model 4 contains macroeconomic variables in additio financial ones.
These variables are statistically significant watkpected signs, i.e. in periods
with higher interest rate the propensity to faihigher on average, whereas if the
expectations about employment are positive, thepammes fail less. However,
the macroeconomic variables improve the discrinsinatperformance only
modestly when compared to model 2 containing justnicial variables.

Model 5 is the full model with all variables inded. The coefficients have
stable signs and most variables have stable cmeffsctoo when compared to
previous models. In terms of discriminatory powss tmodel does not seem to
be different from model 3.

In Table 6, for each estimated model, AUC forrtiragg sample (in-sample
performance) is in the penultimate row and AUC\alidation sample (out-of-
-sample performance) is presented in the last @wmparison of these two fig-
ures enables us to assess whether our models editue associations among
variables or just random noise specific to thengatiion sample.

The performance of models in the validation sanmplgimilar to that in the
training sample, i.e. the models are not overditéand the relations between

18 The issues of opposite signs and/or using jussesulf Altman’s variables are not new and
similar results were reported in earlier studieg.(Rehakova and Karas, 2015; Ba and Urad-
nicek, 2016; Kliestik et al., 2017). Even though ie therature there is no consensus whether it is
preferable for predictive model to keep variabléh wpposite sign or it is better to remove them,
we prefer the latter option.
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variables in the training sample captured by thelew continue to hold in the
validation sample as well. From the perspectivéhefachieved values of AUC,
there are no generally accepted thresholds orvaitersince these values are
context-specific. Usually stand-alone values ovérdre considered very good
and over 0.9 excellent. However, from the viewpaihbur research hypotheses,
AUC enables simple comparison of the models alory vests of statistical
significance. Thorough treatment of models’ ousafple performance and
verification of our research hypotheses is thecopithe next section.

4.3. Out-of-sample Discriminatory Performance

Table 7 shows the AUCs for validation sample alaith their standard errors
and 95% confidence intervals. Model 1 and modeb2taining only financial
variables have AUC in validation sample 0.797. When add non-financial
firm-specific variables, the AUC increases to 0(Bwdel 3). If we add macro-
economic variables instead (model 4), the increasAUC is very marginal
(from 0.797 to 0.801). The best AUC gives a comitidmaof non-financial com-
pany-specific information and macroeconomic vagalwith the value of 0.844
(model 5). However, the difference in comparisorthwinodel 3 is small. It
seems that the macroeconomic variables do notibatérmuch to the value of
AUC. A look at confidence intervals for AUCs config this conjecture. While
the models 2 and 4, and models 3 and 5, are ntisialy significantly differ-
ent in terms of AUC, models 2 and 3, and modelsdt & are. The outcome is
that the non-financial variables significantly iease the discriminatory perfor-
mance of the models, while macroeconomic variatiesot.

Table 7
Area under ROC Curve and Its Confidence Interval for Validation Sample
95% Confidence interval
AUC Std. error Lower bound Upper bound

Model 1 0.797 0.012 0.773 0.822
Model 2 0.797 0.012 0.773 0.821
Model 3 0.841 0.011 0.818 0.863
Model 4 0.801 0.012 0.777 0.825
Model 5 0.844 0.011 0.822 0.866
Revised Z'-Score 0.780 0.013 0.754 0.805
Revised Z"-Score 0.760 0.012 0.736 0.784

Notes The models estimated in this paper (see Tabt @dtails) were validated using AUC criterion, g¥hi
stands for area under ROC (receiver operating cteistic) curve. Standard errors were calculadguiHanley

and McNeil (1982) procedure as implemented in Statammand roctab (StataCorp, 2017). The revised

Z'-Score is a re-estimated Z-Score for private canmies: Z' = 0.717 * X1 + 0.847 * X2 + 3.107 * X30t420
* X4 + 0.998 * X5. The revised Z'-Score is adapfed non-manufacturing private firms: Z' = 6.56 * Xd

3.26 * X2 + 6.72 * X3 + 1.05 * X4. The variableseadefined in Table 4. Both models were published in

Altman (1983).

Source Authors’ elaboration.
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Besides comparison of the models estimated imtger, Table 7 shows AUCs
and their standard errors for both Altman’s revige8icore models for private com-
panies (Altman, 1983). Both models have an AUC totlven any of our models.
While the AUC for model comprising all five varialsl (Z'-Score) lies in the confi-
dence interval of AUC of models 2 and 4, the AUGmafdel comprising just four
variables (revised Z"-Score) does not. It is intting that Z”-Score does not discri-
minate all that well and our model with just thveeiables (model 2) dominates it.

Table 8 shows the classification accuracy figdoeseach model and each
cut-off point choice using validation sampleAlso, in the last two rows, we
show the classification accuracy for revised Z-8caiodels. The pattern out-
lined in Table 8 is revealing, in a way. Model ldamodel 2 containing just
financial variables achieve a similar average aamyrabout 72.5%, depending
on the cut-off point choice, with Type | error 30%terestingly, the reduced
model 2 achieves a slightly better score confirning conjecture that it is better
to remove non-significant variables or those widlyative signs. Model 3 is the
most accurate — the average accuracy is about 7@i#®elype | error slightly
over 23%. Model 4 has an unacceptable high Typeol eate — over 60%, even
for the cut-off point which is equal to lower quierof predicted probabilities for
defaulted companies (in the training sample). Therage accuracy is slightly
smaller than 65%, even though the overall accure@bout 90%. The reason
for this is considerably lower Type Il error ratetlois model. This is clearly an
example where the overall accuracy may be mislgadirt is heavily leaned
towards true negative rate, since there are muale man-defaulted companies.
Model 5, which contains all explanatory variablashieved better results when
compared to model 4 with Type | error rate slighédgs than 40%, even though
Type Il error rate was relatively low too. The age accuracy is about 73.5%.
These results suggest that models with macroecaneemiables have less desir-
able properties in terms of stability of classifioa accuracy.

4.4. Verification of Research Hypotheses

Our first hypothesis (H1) assumes that the reveddd model of Z'-Score
will perform better than the original revised Z'¢8e model. We can test H1 by
comparing discriminatory performance and clasdificaaccuracy of the revised
Z'-Score model and the newly estimated models (fribdad model 2). The newly
estimated models containing the same variablegeelietter results; both AUC
(see Table 7) and average classification accursexy Table 8) are higher. How-
ever, considering confidence intervals, the AUCrésised Z’-Score model is not
statistically different from that of newly estimdteodel (see confidence intervals

1" Table 9 displays identical quantities for trainsample.
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in Table 7). Even though the revised Z-Score model® developed 35 years ago
in a completely different economic environment (Adin, 1983), they are still
very good and reliable benchmark models of comgafilgancial health. Similar
results were obtained by Ba and Uradriek (2016) and Altman et al. (2017).
Thus, we conclude that the validity of our H1 ipgorted only partially; better
results are obtained using re-estimated modelsysing the traditional signifi-
cance level of 5% we cannot reject statistical liypsis of equal resuli8.

Our second hypothesis (H2) states that non-fiahrmtmpany-specific varia-
bles improve discriminatory performance and clasgibn accuracy. This hypo-
thesis is tested by comparing results of model @adel 2 and model 5 vs model 4.
Looking at Table 7 we see that in both cases Alteimses by about 0.04. The
confidence intervals show that this difference taistically significant. Addi-
tionally, the average classification accuracy ofdele with non-financial com-
pany-specific variables dominate those without tieee Table 8). These results are
consistent with those for the training sample (8akle 9). Our results provide
strong evidence in favour of H2. Earlier studiesfitmed that non-financial varia-
bles are significant predictors of the default (Fidc and Hainz, 2010; Wilson,
Ochotnicky and Ké&er, 2016; Altman et al., 2017). We extend thisifigdo recent
time-period (2015 — 2016). In addition, we foundttthese indicators improve
significantly out-of-sample predictions and henaeat practical importance.

Our third hypothesis (H3) supposes that macroenanwariables improve
discriminatory performance and classification aacyr This hypothesis is tested
by comparing results of model 4 vs model 2 and mBdes model 3. We see that
increments in AUC in both training and validatiG@nples due to macroeconomic
variables are very small indeed (see last two @fwEable 6). Thus, it is not sur-
prising that these differences are not statisficatinificant (see Table 7). Compar-
ing classification accuracy of models with macraeguic variables for training
and validation samples clearly shows instabilitpeérage accuracy for any of the
cut-off points (see Table 8 and Table 9). A paléidy disturbing feature is the
instability of false negative rate. This is notesidable property in terms of failure
prediction. Similar to Wilson, Ochotnicky and ¢k (2016) and Altman et al.
(2017), the macroeconomic variables seem to wotkwieen used ex-post. In this
setting they are statistically significant andaaitrexpected sign. However, we found
that they are not very useful for ex-ante predictiBased on our results they do
not seem to contribute to the prediction accuranythe contrary, they worsen the
performance of the models. In the light of thisdevice we reject hypothesis H3.

18 We have previously mentioned that standard eantsconfidence intervals are function of
sample size. The size of our validation sampleaikar large (more than 170,000 company-year
observations) when compared to other studiesiéBand Uradriek, 2016; Altman et al., 2017).
Thus, we consider our results robust in relatiotesting the hypothesis H1.
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Table 9
Classification Accuracy of the M odels Using Training Sample
Failed companies, N =1 304 Non-failed companies, N = 490 045
Average Overall Failure accuracy Type | error Non-failure accuracy Type Il error
accuracy accuracy (True positives) (False negatives) (True negatives) (False positives)

% % Obs. % Obs. % Obs. % Obs. %

.m_ cut-off 1 72.38 68.56 994 76.23 310 23.77 335 8§ 68.54 154 160 31.46
g | cutoff2 72.66 66.97 1022 78.37 282 21.63 328 0§ 66.94 161 994 33.06
= | cut-off 3 72.20 69.42 978 75.00 326 25.00 340 09 69.40 149 951 30.60
M cut-off 1 71.97 68.96 978 75.00 326 25.00 337 84 68.95 152 182 31.05
g cut-off 2 72.70 65.60 1041 79.83 263 20.17 321 29 65.56 168 748 34.44
S | cut-off 3 71.96 68.93 978 75.00 326 25.00 337 71 68.91 152 334 31.09
M cut-off 1 75.23 74.01 997 76.46 307 23.54 362 64 74.00 127 405 26.00
g cut-off 2 75.58 76.93 968 74.23 336 25.77 378 0Q 76.93 113 037 23.07
S | cut-off 3 75.25 75.49 978 75.00 326 25.00 3608 93 75.49 120 109 24.51
.M cut-off 1 71.94 69.42 971 74.46 333 25.54 34D 14 69.41 149 903 30.59
3 cut-off 2 72.49 64.57 1049 80.44 255 19.56 316 2(¢ 64.53 173 840 35.47
S | cut-off 3 71.73 68.49 978 75.00 326 25.00 335 52 68.47 154 521 31.53
M cut-off 1 75.41 74.05 1001 76.76 303 23.24 362 86 74.05 127 182 25.95
g | cut-off2 75.68 76.35 978 75.00 326 25.00 374 17 76.36 115871 23.64
S | cut-off 3 75.64 76.29 978 75.00 326 25.00 373 85 76.29 116 190 23.71
Revised Z'-Score 68.92 52.42 1115 85.51 189 14.49 256 436 52.33 233 609 47.67
Revised Z"-Score 69.12 55.65 1078 82.67 226 17.33 272 367 55.58 217 678 44.42

Notes: The models estimated in this paper (see Tabte 6dtails) were assessed using three differendf€yivints: cut-off point 1 — proportion of deféed companies in training
sample; cut-off point 2 — value of optimal cut-pfiint maximizing Youden index (Youden, 1950) irirtiag sample, as implemented in user-written Statamand cutpt (Clayton,
2013); cut-off point 3 — lower quartile of estimaigrobability scores for defaulted companies iming sample; The revised Z'-Score is a re-estich@t&Score for private companies:
Z'=0.717 * X1 + 0.847 * X2 + 3.107 * X3 + 0.420%4 + 0.998 * X5. The revised Z"-Score is adapfednon-manufacturing private firms: Z”
X3 + 1.05 * X4. The variables are defined in Tahl@oth models were published in Altman (1983). €heoff points for these models were averages®fdwer and upper bounds
for the grey zone, i.e. 2.065 and 1.85, respegtiviile average accuracy is a simple average opwsitives and true negatives percentages to atémuanbalanced sample. The

overall accuracy is a weighted average of trugtipesiand true negatives percentages; the weightsuanber of observations in each group.
Source: Authors’ elaboration.

6.56 *IX+ 3.26 * X2 + 6.72 *
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4.5. Limitations of the Study and Ideas for Future Research

In this study, we attempted to assess the comioiibwf company-specific
non-financial information and macroeconomic vamabto the performance of
the failure prediction model. While we believe tlila¢ research objective has
been achieved, there are several potential iskaeseed to be taken into account
when interpreting the results. Firstly, even thotlgh components of the revised
Z’-Score model represent the relevant dimension&rofs’ financial situation
(liquidity, profitability, leverage and activity) inancial variable omitted from
the model could partially or altogether invalidata findings. Namely, the sig-
nificant correlation between the omitted variabte the non-financial company-
specific variables could result in decreased sicgniice of the latter. Indeed, as
Almamy, Aston and Ngwa (2016) found in the contefkthe UK listed compa-
nies, the cash flow from operations to total lidili$ ratio significantly improves
the predictive performance of the original Z-Scoredel. Secondly, the sample
includes companies from various industry sectottssboh an aggregate model
may disguise interesting variations in the profibddailing companies (e.g. the
financial ratios depend heavily on the industryt@gc Yet to the best of our
knowledge, the distress or failure prediction med#l Altman type are estimated
for the samples covering multiple sectors. Whilésitrue that in some sectors
(such as Information and Health) the number of wlefds relatively small and
there was a danger that the industry indicatothefe sector would capture the
idiosyncratic characteristics of failing compani¢fss was not the case since
indicators of these sectors were not statistiGdipificant. Moreover, the industry
sector differences may manifest in the non-linetationships, yet this is beyond
the scope of our paper. Thirdly, even though thamasion sample covers the
aftermath of the recent financial crisis associatgd an economic slowdown and
the ensuing recovery, it does not cover the whalgness cycle. Moreover, the
impact of company-specific and macroeconomic véegmmay be beyond simple
additive relationships. Indeed, significant norelin effects have been demon-
strated by Hwang (2012). It remains an open questibether the above-men-
tioned points are relevant for Slovak SMEs. In aage, each of the points may
prove to be a fruitful idea for future research.

Conclusion

So far, little has been known about the impachoh-financial company-
-specific information and macroeconomic variablesat-of-sample predictions
in the context of Slovak SMEs. Our study aims tbtfiis gap. In addition, we
provide updated evidence on the usefulness of éhised Z'-Score model in
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Slovakia. We posed three research hypotheses: titipates that the re-estimated
model of Z'-Score will perform better than the an@ model. H2 and H3 as-
sume that non-financial company-specific varialld?) and macroeconomic
variables (H3) improve discriminatory performanoe alassification accuracy.

We use data from period 2009 — 2016 including &4 company-year ob-
servations about 149 618 individual SMEs with 1 Hifures. In relation to the
first hypothesis we found that even though the rhedth re-estimated coeffi-
cients performs better than the original one, tiftergénce in discriminatory
performance measured by AUC is not statisticaliyigicant. In this regard, we
confirm the results of Ba and Uradrek (2016) and Altman et al. (2017).
Non-financial company-specific variables (size,,dggal form and industry sec-
tor) significantly improved prediction performancenfirming our second hypo-
thesis. Thus, we extended the findings of Fidrmud Blainz (2010), Wilson,
Ochotnicky and Ké&er (2016) and Altman et al. (2017) in out-of-sampégiod.
Our results suggest that macroeconomic variabiger@st rates and economic
expectations) seem to work well when used ex-pdstiwis consistent with
Wilson, Ochotnicky and Kger (2016) and Altman et al. (2017). However, we
found that these variables do not significantly tdbnte to the discriminatory
performance and even worsen classification accuiaaut-of-sample period.
As a conclusion, we reject our third hypothesis.

Our results confirm that including non-financiaini-specific variables in
default models of SMEs significantly improves thedel's prediction perfor-
mance. Such variables can be accessed relativelly aad updated frequently,
thus allowing interested parties (banks, credigtes) to adjust their credit models.
Future studies could perhaps enhance the setsd tfaiables e.g. incorporating
governance variables (information about owners@ndanagers).
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