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Rating companies on the basis of the attained val-
ues of economic indicators is an interesting partial 
problem not only from the point of view of the deci-
sion-making processes of managers and the corporate 
strategy as well (Svoboda 2007), but also from the 
position of decision-making in the customer-supplier 
relationship management. An example can be the 
evaluation of credibility of buyers who are provided 
with products and services. Similarly, this approach 
can be used for modelling customer behaviour, with 
regard to the provision of tailor-made services (Trenz 
2006). Of course, each sub-task requires a specific 

selection of attributes of the examined objects de-
pending on the problem.

For many classification tasks, it is possible to select 
objects, the so-called class representatives, which 
characterize the sub-sets. However, it is sometimes not 
possible to describe the pertinence by an arithmetic 
formula. For such tasks, multilayer neural networks 
able to learn the classification in accordance with 
models, respectively with a teacher, can be utilized 
very effectively (Konečný et al. 2005).

For solutions of the classification tasks in the cir-
cumstances where the representatives of each class 
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and eventually the exact number of classes are not 
known, the artificial intelligence methods can be 
used – specifically the self-learning neural networks, 
eventually including the relevant graphic display 
– the Kohonen maps (Deboeck, Kohonen 1998). 
Self-learning neural network (learning mode with-
out a teacher) is principally a simple tool which is 
described in the literature (Kohonen 2001) with wide 
application possibilities. 

The initial situation of a classification problem is 
given by the existence of a set of objects (defined as 
n-dimensional vectors), that is to be divided into 
k subsets. The number of subsets can be specified 
for some tasks (e.g. the classification of products into 
good and bad) but for some, it is an objective part of 
the classification task solution. The specification of 
the object attributes (vector components) done by an 
expert in the field is desirable. The aim of this work 
is to devise a model of a Kohonen neural network for 
classifying sets of objects along with displaying the 
objects into a plane and to verify the classification 
procedure of a set of the given companies described 
by the selected financial indicators.

MATERIAL AND METHODS

The base of the model according to the objective 
defined is a neural network (Figure 1a), in which each 
point X = (x1, x2, x3, …, xn) in n-dimensional vector 
space corresponds to an output neuron Y ij with weight-
vector ( ). In their arrangement 
in a two-dimensional grid, the neural network will 
display the set of points X from n-dimensional space 
in two-dimensional space represented by neurons 
Yij. It is a form of certain simplification allowing the 
qualitative assessment of the selection.

The number of the neural network inputs is given 
by the number of the coordinates of vectors X de-
fining the individual objects. The number of the 
neural network outputs is given by the number of 
the classified objects of the learning file, because 
it presupposes the existence of one output for each 
input sub-vector/object X.

This condition may not be taken dogmatically; the 
output map can be greater than the input file robust-
ness. The mentioned extension is also applied to the 
mentioned practical example. This modification will 
make it easier and clearer to deploy inputs into the 
output map. Each sub-vector, in this case, describes 
the specific financial situation in a company at a given 
time. Thus the vector X represents one point in the 
n-dimensional vector space.

xk inputs are connected to every output neurons 
by weights  (Figure 1b) representing the vectors 
of output neurons and amplifying the self-learning 
process. The initial values of vectors W i,j are the 
values randomly generated in the interval <–1.1>. 
This configuration allows achieving the solutions 
stability with regard to the initial conditions.

The core of the self-learning algorithm is the prin-
ciple of proximity, i.e.
– for any input vector X, there is chosen such output 

Y, the weighting vector of which is the closest to 
the vector X;

– near vectors Xi and Xj must have near corresponding 
output images and near vectors W as well
The learning algorithm is described in many publi-

cations in detail (Kohonen 2001) and therefore here 
are given just the formulas for the calculation of 
the learning coefficient of winning neurons – α(E), 
neighbouring neurons (in consideration of the win-
ner) – β(E, d) and the formula for the calculation of 
the actual size of the winner’s surround.

Figure 1. Model of the self-learning neural network
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To calculate some constant conclusion, both learn-
ing coefficients and the size radius of the surround 
(depending on the number of proceeded periods) 
must with E → Emax converge to zero.

In the applied model of the self-learning neural 
network, the learning coefficient calculation of the 
winning neurons is implemented as follows:

	  (1)

where α0 is the initial value of learning coefficient, 
Emax is the specified maximum number of periods of 
learning and Kα is the relative position of the inflec-
tion point, α(E) is expressed in relation to Emax. 

The learning coefficient of surrounding (neighbour-
ing) neurons is calculated as follows:
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where R0 is the initial radius of the surround of the 
winning neurons, d0 is the radius of the surround 
with a coefficient of learning, β(E, d) = α(E) and 
Kβ is relative distance of function’s inflection point 
β(E, d) with respect to the current radius of the sur-
round R(E).
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R0 – initial and E – the current period of the neu-
ral network learning, KR – a relative (in relation to 
Emax) value for the number of periods, after which 
the R(E) < 1. 

The carried out experiments indicate that a well-
functioning model can be obtained when setting 
coefficients mentioned as follows: Kα ≈ 0.3; Kβ ≈ 40; 
KR = 0.5.

To avoid an undesirable looping of algorithm the 
selection of input vectors, X for each period of learn-
ing is carried out randomly.

Correction of the output neurons W i, j is performed 
in each period by each vector X. If the condition

|||| ,, lkji WXWX        for lk , 	  (4)

is positive, the vector correction of the winning neu-
ron W i,j is implemented as follows:

	 (5)

And with the neighbouring neurons as follows:

The neighbouring neuron’s distance d with the 
vector W r,s from the winning neuron with the vector 
W i,j needed for the calculation of β is calculated in 
the learning algorithm as follows:

   22 sjrid  	  (6)

Making corrections gets the coordinates of the win-
ning neurons and neighbouring neurons closer to the 
coordinates of the input vector X. If the number of 
the output neurons is equal to the number of input 
vectors, then with an increasing number of steps 
of the algorithm’s learning and with a small learn-
ing coefficient, the coordinate vectors values of the 
winning neurons will converge to respective values 
of the input vectors.

The application used for experiments was created 
by the authors of the article.

RESULTS AND DISCUSSION

Classification of products

A simpler example with the possibility of graphic 
display of the set of input vectors is chosen for the 
presentation of the process. The aim is to discover 
the distribution of 22 products defined by two quan-
tifiable attributes into three subsets. Let there be 
the first, second and third class of goods. The list is 
given in Table 1.
1. It would be sufficient to define a neural network 

with two inputs and three outputs for a simple 
classification. Setting the configuration, enter-
ing the input vectors and using the self-learning 
neural network, three vectors of representatives 
of three requested subsets of products can be 
obtained. The representatives are characterized 
by the minimal sum of distances to all sub-ele-
ments. In other words, the distance of any ele-
ment of a subset to its representative is less than 
the distance to the representatives of other sets.  

Table 1. The products

No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

X –1 –6 –5 –3 –4 –6 –2 –1 –2 0 0 1 1 2 2 3 4 –7 –6 –4 –3 –3

Y 4 3 2 2 1 0 0 –1 –2 –3 2 3 1 0 –2 2 0 –4 –2 –3 –4 –1
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According to the representatives´ attributes, an 
expert for the quality control must determine what 
classes they represent. Such a model would be 
sufficient for any other products, but when it is 
necessary to obtain further information on the 
classification accuracy and distribution of products 
with respect to the representatives, it is appropriate 
to establish the so-called Kohonen map.

2. Displaying will be done in a two-dimensional grid 
with the number of neurons equal to or greater 
than the number of products.

It is evident that products with the same or close 
characteristics must belong to the same class, and 
this is respected by the self-learning neural network 
algorithm. With regard to the defined set of objects, 
the configuration of the neural network can be de-
termined.

The number of entries is given uniquely by the 
number of the coordinates of vectors. The number 
of outputs (or vectors of output neurons) is selected 
depending on the required form of the output map, 
thus on the fact how many outputs the entry of input 
objects will display. Usually, it is required to display 
the grid in the shape of a square or a related rectangle. 
The number of output neurons is chosen close to or 
equal to the number of the input objects. To display 
the objects of the task, there is chosen the format 
6 × 4. In case the number of outputs Nout is lower 
than the number of inputs Nin, some outputs will be 
common for two or more input objects.

The displaying of objects itself is not a solution 
of the given problem because its solution requires 
the allocation of objects into three groups. For this 
purpose, we can use the self-learning neural network 
with three outputs. A self-learning algorithm causes 
that each output will be the winner just for that input 
vector, for which it is relevant (4). Because each input 
vector must have an output, it is clear that every vec-
tor of the output neurons achieved Nout < Nin can be 
corrected by several closest input vectors.

The vectors of outputs in such cases will be con-
sidered as the representatives of sets

	  (7)

It can be proven easily that the vector Rj is equal 
to the gravity centre of the represented set of points 
with the unit weight, i.e. the vector

N

X
R k

k
 	  (8)

where N is the number of vectors X. This formula 
(8) can be used for the control (or refinement) of the 

representatives’ coordinates of various sets established 
by the neural network or during the correction of 
classification sets.

As the learning process result with a set of input 
data according to Table 1 and three outputs, the fol-
lowing vectors of representatives were obtained:

R1 = [1.3722, 1.2760] 
         with a set of elements  
M1 = [1, 11, 12, 13, 14, 15, 16, 17]

R2 = [–2.0455, -2.0699] 
         with a set of elements  
M2 = [7, 8, 9, 10, 20, 21, 22]	 (9)

R3 = [–5.2384, 0.4777] 
         with a set of elements  
M3 = [2, 3, 4, 5, 6, 18, 19]

At this stage, the classification of products derived 
from this training task can be considered as solved, 
because only a human – an expert in the field – can 
give semantic importance to the particular sets.

Figure 2 shows the possible solution displayed as 
a Kohonen map. The particular vectors are shown 
here (for highlighting, with the prefix “x”) as well as 
the representatives of each group (prefix “r”).

Classification of agricultural companies

The approach described above (a model) will be used 
in evaluating the financial situation of agricultural 
companies. Let the input value be a simplification 
of 15 indicators which are used even by an expert 
for his/her assessment. These indicators are usu-
ally divided into groups relating to various areas of 
management, and to the indicators of profitability, 
activity, debt and liquidity. This expert simplification 
will allow reducing the complexity of the problem in 
the evaluation with the aid of fractional sub-groups 
and the subsequent determination of the resulting 

Figure 2. Resulting classification of products in three 
sets
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financial situation of a particular company. Using 
the self-learning network, this approach may not be 
considered and it is possible to adapt all the consid-
ered inputs in the process of learning. For brevity 
reasons, only some companies of 81 total are shown 
in Table 2. 

Standardization of data

In order to facilitate processing, the absolute value 
is not interesting, but rather the temper of these items 
of data. The values of the particular coordinates of 
the input vector can be in different units, but this 
may cause that some of them can act in a dominant 
way at the expense of others. Sometimes it is appro-
priate to adjust the input data so that the individual 
components are equivalent. One of the approaches 
how to achieve this is to standardize the data. 
1. Let us have a matrix Z = (zij) n × p, the rows of 

which there are p-dimensional vectors of numbers 
characterizing n objects. Data standardization is 
accomplished in two steps:
Calculate a mean value  character zj with index 
j and standard deviation sj for the j = 1, 2, ..., p ac-
cording to formulas

    	  (10)

2. The initial values of zij character with index j of 
object with index i are transformed to so-called 
standardized values

 
Now these standardized values of characters have the 

mean value equal to 0 and the variance equal to 1.
Let these classified companies represent three quali-

tative groups. It is necessary to classify each input 
vector into one group, respectively one qualitative 
class, although there are no classification rules.

Similarly, as in case with the model example of the 
products classification, the first step in solving will 
be the usage of self-learning of the neural network to 
find the representatives of the sets. The requirement 
of three sets implies the use of a neural network with 
three outputs. In the self-learning process, inputs 

(companies) are assigned to outputs (representatives) 
according to the rule of proximity of vectors and the 
proper subsets listed in Table 3 are created.

In the second step of the task solving, the entries 
(companies) are displayed into the map. As a conse-
quence of the self-learning with the proximity rule, 
all inputs of each set will be deployed in the vicinity 
of its representative. The required classification of 
companies into three subsets is shown in Figure 3a. 
The subsets representatives have their frame borders 
highlighted and all sub-sets are varied with grayscale 
levels. In the output map, those inputs sharing a 
common output with one of the displayed inputs are 
not visible (Figure 3b). According to an estimate of 
an expert economist, M1 companies belong to the 
group of companies with good health, M2 represents 
average companies and M3 are the worst. 

Groups can be semantically assessed only by an 
expert. The division criterion into groups may not 
be always clear and it also may not correspond to 
the classical approach; however, in particular, the 
correct classification ability of the network used is 
primarily important. 

In this case, it means:
Classifying financial situation of agricultural com-

panies, four basic groups of ratio indicators were 
used: the indicators of profitability, activity, debt and 
liquidity. As for the final evaluation, the indicators 
were evaluated separately and also in context, taking 
into account the nature of the commercial segment. 
Aggregate financial distress prediction models were 
used to illustrate the results. On the basis of the 
calculated characteristics, the financial situation for 
each company was evaluated. 

Quite naturally there arises a question why the 
classification was performed in three subsets and 
not in two or more than three subsets. This and the 
consequential problem solving the semantic subsets 
site is very closely linked to the problem, which is 
often called knowledge mining. This means that the 
requirement of the classification depends on what 
an expert in the field solves or expects. The usual 
procedure includes first a binary, eventually a ter-
nary classification and according to the results of 
the classification of higher degrees, eventually the 
decision-tree classification.

Table 3. Classification of enterprises into three classes

M1 9, 20, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 37, 39, 40, 41, 42, 43, 44, 47, 48, 49, 51, 52, 53, 
54, 59, 60, 62, 63, 64, 65, 70, 72, 75

M2 3, 8, 10, 11, 12, 14, 15, 16, 17, 21, 38, 46

M3 45, 50, 55, 56, 57, 58, 61, 66, 67, 68, 69, 71, 73, 74, 76, 77, 78, 79, 80, 81
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CONCLUSION

The paper is focused on the classification of agri-
cultural organizations into the specified number of 
classes. Using the Kohonen’s map, that besides the 
information about classification offers also informa-
tion about the result’s trueness, it makes our method 
more favourable in comparison with other methods. 
This kind of information is important e.g. for the 
selection of customers, the evaluation of partners 
for a shared investment, the enterprise evaluation for 
obtaining a bank credit or for the enterprise strategy 
development.

Like the multi-neural networks, the self-learning 
network can be used for prediction, therefore, to 
determine the status of the followings. In that case, 
there would be an outline of the state in which the 
firm will be found in a certain time. This, however, 
needs historical data of the company in order to make 
a prognosis of its future state. This is an approach 
which may, especially at the beginning of an expert’s 
decision-making process, facilitate gaining the first 
outline of the situation in a fairly quick way.

The performed classification described in this article 
with the aid of a neural network model was applied 
to the standardized data of 81 food manufacturing 
companies characterized by 15 financial indicators. 

The source of these items of data was the database 
Credit info.

Based on the presented data, the classification ability 
of the introduced model of Kohonen’s network was 
demonstrated (the data was related to agricultural 
companies). Using this approach for analysis of a 
company can help to quickly and easily decide whether 
the company is healthy or in recession with respect 
to the historical data. This is often a crucial request 
for a successful business in the given field. 

The results of the performed classification can be 
followed with the classification by the means of a 
multi-layer neural network with learning according 
to models, (Trenz, Konečný 2008) and it can refine 
the classification model as needed. It does not mean, 
however, that the self-learning network cannot be cor-
rected. If desired, the set of elements can be changed, 
then according to the formula (7), the representatives 
can be calculated and by self-learning, a new output 
map will be created.
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