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Monetary Conditions Index: New Empirical Evidence
from Central and Eastern European Countries

Anca Elena NUCU — Sorin Gabriel ANT®N

Abstract

The aim of the paper is to build a Monetary Cormdisi Index (MCI) for four
Central and Eastern European (CEE) countries by lmoimg changes in the
short-term interest rate and in the real effectesechange rate over the period
August 2005 — December 2015. Contrary to previapeps, we employ a Vec-
tor Error Correction Model to assess the relatingportance of real interest rate
and real exchange rate for the monetary conditiotnseveral CEE countries.
The results of the analysis provide new empiricdédience on the MCI'’s ability
to capture the monetary policy developments. Funtioee, we employ Granger
causality to infer the extent of external influehoa the overall monetary condi-
tions of analysed countries. The results highligfiatt monetary decisions in the
Eurozone have a prominent influence on monetarditions in CEE countries.

Keywords: Monetary Conditions Index, Central and Eastern fa,omonetary
policy, principal components, Vector Error CorraxtiModel, interest rate, real
exchange rate

JEL Classification: E52, E44, E17

Introduction

Since the onset of the financial crisis in Septen#®08, the monetary authori-
ties from Central and Eastern European (CEE) cmmtrave adopted several
measures with the purpose to safeguard financ@lnaonetary stability, on the
background of modest economic development and tamceeconomic growth
forecasts. The importance of the relationship bebwmonetary policy and real
economy motivates our research.
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The aim of our paper is to build a Monetary Cands Index (MCI) for four
CEE countries (Czech Republic, Hungary, Poland, Rachania) and to assess
whether the monetary conditions from Euro area (EMuence the monetary
conditions from above-mentioned countries, betw&agust 2005 and Decem-
ber 2015.

Emerging market economies are characterized asiti@al, meaning they
are in process of moving towards an open markeharoyg and the extent of
monetary tightening or ease relative to previousogde may best be gauged by
looking at both principal channels of transmissiag, exchange rates and inter-
est rates. The constructed MCI is important becaimséhe small economies,
such as those analysed in our paper, the exchatgédas a greater importance
for economic development and it is advisable tduithe this variable in the as-
sessment of the underlying monetary conditions.

Most of the previous studies computed and inteedréCl for one or two
countries on a short period. Our paper contribtethe existing literature in
several ways. Firstly, we extend the literaturglyposing a monetary condition
index for four CEE countries over a long time honzwhich offers a com-
prehensive synthesis of historical perspective #dhtrates the monetary
movements towards loosening or tightening. Thievadl us to learn a lesson in
mapping the narrative of monetary conditions beftomd after the latest global
financial crisis.

Secondly, the weighted average approach is bas&@ctor Error Correction
Model (VECM) technique, which implies the existerafdong-run relationship
between variables in the model. The MCls is corstidiby weighting the initial
standardized variables with the impulse-responseutated over eight quarters
with variance decomposition. The proposed methagole a nonlinear combi-
nation of main MCI components. Until now, to thesbef authors’ knowledge,
this methodology has not been applied for the sadiecountries.

Thirdly, the paper came with a new research idganalysing the degree to
which the movements of monetary policy in CEE cdestare associated with
the European Central Bank (ECB) decisions overpiwod between August
2005 and December 2015, using a Granger causaktysis. By employing this
methodology, we validate the unidirectional cawgaloming from MCI for the
Euro area to MCls in CEE countries.

The rest of the paper is organized as followsti&ed briefly surveys the
major contributions of the literature review. Senti2 explains our data set and
the methodology used. Section 3 discusses the ieadpiesults, while last sec-
tion brings the main conclusions.
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1. Literature Review

Numerous papers have investigated the construofithe MCI and also its
advantages and limitations. Most of the contributitas been made by central
banks, which aimed to analyse monetary policy trassion mechanisms via
interest rate and exchange rate. Early papers fweused on providing a theo-
retical background of monetary condition indexngeilefined as a combination
of the changes in short-term interest rates andnihkilateral exchange rate
compared to base period (Freedman, 1995; BatiniTamdbull, 2002). Regard-
ing the construction of the index, the academierditure recognizes various
econometric techniques used to calculate the weghtariables in MCI (Hyder
and Khan, 2006): single equation of either priceontput; trade elasticities
approach; Vector Autoregressive (VAR) and Joharssepintegrating models,
the latest one being preferred. The first stud@mscerning MCI's construction
were developed on the example of Canada (Dugua84)18vhere MCI has
been used as a target of monetary policy, beingneletd to New Zealand (Nadal
De-Simone, Dennis and Edward, 1996).

There are only a few studies in the literaturedcmted on one or more CEE
countries (Korhonen, 2002; Tord¢j, 2008; Benazicl2®lteanu, 2013; Ho and
Lu, 2013; Czech National Bank, 2015). Korhonen @Gstimated the MCls for
three new European Union (EU) member countries ¢i€4Republic, Poland,
and Slovakia) and found that MCI ratio for the Ge&epublic is comparable to
that of small EU countries, while Poland appearbegamore sensitive to move-
ments in the exchange rate. On the other hand,j T@H8) estimated the
weights for the MCI in Poland using four empirisatategies (Investment Sav-
ings and Phillips curve, VAR model and small stuual system of equations)
and found that most of the methods indicate a jiiegaole of real interest rate,
at the level of 2/3. Benazic (2012) constructed @l §¥br Croatia using Engle-
Granger co-integration method of time series anddmeluded that MCI should
be used more as an indicator in conducting monggaligy rather than a tech-
nical instrument. Ho and Lu (2013) applied two céengentary approaches (fac-
tor analysis and vector auto-regression) in ordegstimate a Financial Condi-
tion Index (FCI) for Poland, taking into accounteimal and external financial
variables. Their conclusion is that FCI can be uibeEmployed as an analytical
tool to inform monetary authorities, as well asrrAeam growth forecasting. The
Czech National Bank built both a real monetary diomas index (RMCI) as the
.weighted average of the deviations of domesticamte real interest rates and
the real exchange rate from their equilibrium leV¢TThe Czech National Bank,
2015) and an alternative monetary conditions indelich describes larger
monetary conditions, using Factor-Augmented Vegtaioregressive (FAVAR)
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models. Both indicators state that the domestit memetary conditions have
been very accommodative, as a response to thenati@nal economic and fi-
nancial crisis.

The study of the MCI is widely debated concernattyantages and short-
comings in interpretations, highlighting the false tMCI should not be used as
operational target, because exchange rate is mobreetary policy instrument
and there is a risk of losing information on indiwal components movements
by looking at the aggregate effect (Siklos, 2002p@ne-Kinch and Holton,
2010). The general conclusion is that there isgreed neutral point of monetary
conditions and the interpretation of the index $ttdocus on its movements,
rather than values. The Financial Condition Inde&lj is seen as an extension
of MCI, taking into account more variables. Despite shortcomings, Us (2004)
stated, on the example of the Turkish economy, tiratpolicymakers should
consider using MCI as an instrument when conductimnetary policy. The
majority of academic literature shows that regessllef the chosen econometric
technique, MCls is successful in highlighting tlieyalent monetary conditions’
tightness/looseness at different moments and icrith@sg their movements.

2. Data and Methodology

2.1. Data

Our empirical research sample is formed from C&iintries in which central
banks have as main objective price stability aral tfonetary policy strategy
adopted is direct inflation targeting. Thus, thengke comprises four countries
from the region: Czech Republic, Hungary, Polami] Romania. These coun-
tries have adjusted their monetary policy instrutsaepending on structural
adjustments, using generally the same instrumenteea ECB, but with certain
features, depending on the characteristics of emcmomy. The sample was
constructed taking into account the similaritiesnwdnetary policy strategy of
mentioned countries. Since the monetary policylimafia and Bulgaria is based
on the exchange rate anchor, these countries aref @gope in our study. For
Baltic countries, we consider that the presentediehdoes not apply, due to
their exchange rate arrangements (the currencydbafarithuania and the par-
ticipation of Latvia to Exchange Rate Mechanismplior to the entry into the
Euro area). The MCI construction is based on mgndhta series ranging from
August 2005 to December 2015. The base periodnsidered August 2005,
when National Bank of Romania decided to adoptctlineflation targeting as
a monetary policy strategy. Although other coustadopted this strategy earlier
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(Czech Republic — 1998; Hungary — 2001; Poland99),9ve analyse the period
2005M08 — 2015M12 for comparability purpose. Thenown features of these
countries motivate their selection for the currstnidy, other CEE countries be-
ing too different in terms of exchange rate regimerder to validate the current
modelling setup. The proposed sample is of greatdst because the conclu-
sions and lessons can be transferred to otherajsmglcountries.

Table 1

Defines the Variables Used in the Econometric Estiations

Variable Proxy/calculation Data source Data specifiation
Interest rate Money market interest rates — 3-moatts | Eurostat In level
Exchange rate Real Effective Exchange Rate (deflato | Eurostat Logarithmic

consumer price indices — 42 trading partners)

Output Industrial production (output of industrial | OECD Logarithmic
establishments; covers sectors such as mining,
manufacturing and public utilities; measured

as an index based on a reference period)

Stock index The reference index for the capitalketr Bloomberg Logarithmic

Loan to deposit ratig  Total loans/ Total depositsthie banking Central banks’ | In level
system official websites

Source Own representation based on the literature review

We employ a set of variables commonly used inetktant literature (Batini
and Turnbull, 2002; Kodra, 2011; Trinh and Kim, 2D4&s proxies for real sec-
tor and different components of the financial systéll the variables relevant in
the transmission process in the economy are indlileorder to estimate the
weights of MCI components.

Industrial production is employed as a proxy Malgaor the real sector, the
monthly frequency of industrial production beingeferred instead of GDP
reported quarterly. The effect of monetary poli@cidions is captured by the
3-month interbank interest rate.

We employ the loans to deposit ratio for the bagksystem in our models
given the importance of the banking sector in faiag economic activity.
A boom in the credit market not accompanied by ramease in deposits level
(which reflects the confidence in the national enny) may indicate a potential
imbalance in the financial system because the farigactor indebtedness can
reach unsustainable levels. Bank credit to theapeisector is found to have
a negative and highly significant impact on thersimess of banks in CEE coun-
tries, as demonstrated by Mirzadioore and Liu (2013). A significant and rapid
increase in the value of this variable can sigeitgessive risk-taking by banks
and thus the deterioration of their’ financial sdoess. Therefore, we expect
a positive monetary policy shock to cause a drapanoan/deposit ratio.
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As a proxy for the capital market we used the megtesentative stock index
for each country in the region, respectively PXPoague Stock Exchange, BUX
for Budapest Stock Exchange, WIG for Warsaw Stoxkhange, and BET for
Bucharest Stock Exchange. From the central barde'spective, an unexpected
rise in key interest rates should lead to a falhgset prices. Bubbles in asset
prices could degenerate into a financial crisis.

The exchange rate measured as the local curresrsys/the Euro is used as
a proxy for the foreign exchange market. The exgbarate stability plays an
important role in the development of foreign inweshts and reducing the cur-
rency risk. Reverse evolution between the polidg wnd the exchange rate is
desirable under the impact of a monetary policyckhén unexpected exoge-
nous increase in interest rates by the central ,bahich does not lead to an ap-
preciation of the local currency denotes a potéimtidalance in the financial
system.

2.2. Methodology

According to the extant literature (e.g., Abdul Maj2012), our analysis is
based on two assets model, namely short-term stteate (IR) and real effective
exchange rate (REER). Let’'s consider the weighted ef the changes in ex-
change rate and interest rate in the selected yeeme based on the following
formula:

MCI, =w, (IR - IR )+ w,[log( ER) ~log( ER)] (1)

wherelR; andER represent the three-month interest rate and régplg the
real effective exchange rate (deflator: consumeregndices — 42 trading part-
ners) at timet, the best proxy for the exchange rate, accordingreedman
(1994).1R, andER, are the interest rate and real effective exchaagein the
selected base year (2005). The real effective exgghaate is expressed in loga-
rithms, in order to stabilize the variance, whertbasinterest rate is in levels. We
have selected the effective exchange rate dueststribng relationship to eco-
nomic activity (net export). The most importantite from the equation are the
value of weights\s), because these numbers highlight the significarioex-
change rate and interest rate as channels of mgrphcy transmission mech-
anism. Each MCI is scaled such that its weights summity (i.e. Wi + We, = 1).

By construction, a rise in the interest rate iases the MCIs and is interpret-
ed as a tightening of monetary conditions. A declmthe interest rate increases
aggregate demand and lowers the MCI, so a falhénimdex is interpreted as
a loosening of monetary conditions. The acadenséediure points out that no
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independent significance is to be ascribed to theolate values of MCls

(Deutsche Bundesbank, 1999; Trinh and Kim, 201#5,dngoing development
only indicating whether the underlying monetary ditions have eased (decline
in the MCI) or become tighter (increase in the M@\cording to the extant

literature on MCIs, the index can serve as an ¢josa target, as an indicator,
or as a monetary policy rule. The MClIs have neeamnbused by central banks in
the form of a rule, but have been used as opertdnggts by the Central Banks
of Canada and New Zealand.

Regarding the MCI’s utility in practice, Trinh atdm (2014) state that the
indicator has two main features of a supportingeintbr short-term monetary
policy management, including quick reaction to nmane policy changes and
close nexus with the policy objective. We recommémdook at the MCI as
a broad reference and interpret it with cautionalse there is no unanimous
way to compute econometrically the weights of tbemponents and the results
could be slightly biased of different measuring imoels.

The academic literature highlights different agmtoes related to this subject:
the estimation of a large-scale macro-econometindah the estimation of an
equation system consisting of reduced form aggeedatmand and aggregate
supply functions, and the analysis of impulse raspdunctions obtained through
VAR model estimation.

In order to estimate the MCI's weights, we foll@venpulse response func-
tions and variance decomposition derived from a WE€stimation of ordep
with the following standard representation:

AY, =af Y, +T A+ #T  AY, 0+ L )

where
Y; — aK-dimensional vector of observable variables,
o —a K xr) matrix of loading coefficients,
S —the K xr) cointegration matrix, with r cointegration rank,
It —a K xK) short-run coefficient matrix fgr= 1,p— 1 {p = VECM order),
U, — a white noise error vector with~ (0,2,),
K —the number of time series variables.

We tested the number of cointegration relatiorslfip envolved in VECM
estimation, using the Johansen Cointegration bested on testing the null hy-
pothesis sequence:

Ho: rk(IT) = O,Hp: rk(ID) =1, ... Ho: rk(I) =K -1 3)

The test ends when the null hypothesis cannogjeeted for the first time. If
Johansen trace test rejects 0, the data series are cointegrated.
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For our purpose, we will consider the VECM formwhich the deterministic
trend is dropped and all observable stochasticalbes fall into the model as
endogenous variables:

AADy, =M*y  +TAy  + .41, Ay . +& —structural form (4)

Multiplying the structural form witt\™, the result is reduced form:

Y=Y+ DAY+ AT AY L+ Re, ®)

where
— a1 s« — AL H—
MN=A"T*T1j=A I”J.CUJ =1, .., p-1
The nexus between the vector of structural shackk:;; and VECM innova-
tion vectory, is:
u =B*¢ 6) (

with the following structure:

U, b, 0 0 O O &p

Us | |B1 B, O 0 O Ers

Ug [0y By, By 0 0 *lg, (7)
Us, b, b, by b, O Esp

U | [By by, by by By [ &

whereB is a lower triangular matrix obtained from a Clsfile decomposition of
the covariance matriXu, such thaBB’ = Zu (Pesaran and Shin, 1998).

In order to capture monetary policy reaction fiorct for each country from
the sample we defined a VECM model of order 5,ngkinto account more
(macro) economic variables, as following: logaritbreeries of industrial pro-
duction index for the real sectap); 3 month interbank interest raties]; the
loans to deposit ratio for the banking systedr)( logarithmic series of stock
index for capital marketsf); logarithmic series of exchange rate measured as
local currency versus the Eurer)

The order of variables is important for optimasuks. Within the empirical
analysis, a recursive scheme is considered unddpliowing two assumptions:
(1) industrial production does not immediately @¥h to a monetary policy
shock; (2) a monetary policy shock has a contenmpangpact on the stock index,
on the exchange rate, and on the level of loanslapdsits. The first assumption
is standard in literature dedicated to such modwissidering that prices and
output respond with a lag (delay) to a monetarycgathock (Balabanova and
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Briggemann, 2012). The second assumption also asstira standard scheme
of contemporary response for the exchange ratatifabation systems, which do

not allow the exchange rate to respond immediatty] conversely, tend to

produce the ,price puzzle, i.e. a positive initiakponse of prices to monetary
policy tightening (Jarocinsky, 2010). In additiemg considered that stock index
responds contemporary respond to a shock of theetanauthorities since

market players are the first to react to unantieipactions or rumors.

The orthogonal shocks are given by the relatignbklow:

& =B'*u, (8)
Given the fact the effects of shocks are visibleerms of moving average
Y, =P,y +P y_ ,+P,u_,+ .. (9)
we get the following form:
Y= @pE twE (10)

where @ =®,B, , =B. ®,*B are the matrices of impulse response function.

Based on the two mentioned hypotheses, the proposksing of VECM is
considered appropriate to study the ,variance deomition” relation between
the variables.

The variance decomposition is used to aid in titerpretation of VECM
model once it has been fitted. The variance decaitipp indicates the amount
of information each variable contributes to theeothariables in the autoregres-
sion. It determines how much of the forecast evesrance of each of the varia-
bles can be explained by exogenous shocks to ties wariables. The variance
decomposition calculates the proportions of chaigesvariable which is due to
their innovations and innovations in other variabim percentage). The results
should be interpreted cautiously because ,the &itatt of a variable is assigned
entirely to the variables included in the systedbtel, 2002).

Denoting thdjth element of the orthogonalized impulse responsfficient
matrix ¥, by ¥;,, the variance of the forecast errgrT., — Vi, Tenr

s AORICATNRY L YUY 1 CEY

The term(gﬁé0 +... +¢k2j,h—1) is interpreted as the contribution of variapte

the h-step forecast error variance of varialileDividing the above terms by
af(h) gives the percentage contribution of variable theh-step forecast error

variance of variabl&:
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A (h) = (¢(2kj,0) ot ¢(2kj,h—1)) /JkZ( h) (12)

As we mentioned in Introduction part, the papeneawith a new research
idea, in order to determine the degree to whiclmtbeements of monetary policy
in analysed countries are associated with ECB ideci$he empirical part of this
paper is supported by Granger causality methodol{g use this methodology
to investigate if there is any causal relationdi@pveen two selected time series,
the current study testing the bidirectional catgdliypothesis. Such causality
assumes that a time serd&sGranger-causes another time sele# Y; can be
predicted better by using the past valueXahan by using only the historical
values ofY; The variables considered are the MCls calculateyalfor CEE
countries and respectively the MCI for the Eurcaata order to test the causal
relations between the two series, the followingabiste autoregression is used:

MCIEat = H +Z (2% MCIEAt-k+ZIBKMCICEE L (13)

MClge = yo+zykMC|CEEt—k+Z€NCI eas kb Uy (14)

whereog andy, are constantsxy, Sy, 7« 6k are parameters, amgdare uncorrelated
disturbance terms with zero means and finite vaganA bi-directional causali-
ty relation exists if botle andp, coefficients are jointly different from zero.

Regarding the methodology of MCI for Euro area, faowed the output
simulation of the OECD’s Interlink model, which gi relative weights of 6:1
in the favour of interest rate. In the Euro arbe, interest rates are controlled by
the ECB, while the exchange rate is influenced theiofactors, independently
of monetary authority.

3. Empirical Results

The stationary analysis of time series accordmdickey-Fuller test Aug-
mented (ADF) and Kwiatkowski-Phillips-Schmidt-SHiKPSS) highlights that
all variables from VECM system are integrated adesrl, | (1). We also run
Philips-Perron test in order to confirm the resaoftthe above-mentioned tests.

Once checked the stationarity of the time setigs,estimation of a VECM
model involves the specification of the cointegrgtrank as well as a maximum
lag order for the endogenous and exogenous vasiaBlero restrictions were
placed on the parameter matrices. The cointegrating was specified with the
help of the cointegration test — Johansen TracésTksthe case of Poland, one
lag is enough to capture the dynamics of the sysamah for the rest of the sam-
ple, two lags. Johansen cointegration test higtdigihe existence of two steady
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relationships between variables in all countriesthle cointegration analysis of
time series, we considered both cases (constamd,trespectively orthogonal
trend) and we made the final decision taking irdocoaint the results of the biva-
riate system for each part, considering risk 0.05 (95% confidence interval).

After the estimation of VECM for each country, tfa@lowing diagnostic
tests were performed: Portmanteau test for auteledion and respectively, LM
tests forh" order residual autocorrelation being the lag order. Chow test was
used to check parameter constancy throughout thplegeriod. Diagnostic and
stability tests of the VECM specifications indicaélbat estimated results are sta-
ble and significant.

Table 2 reports the variance decomposition forGaech Republic. Our em-
pirical results show that at six months time hamizmnovations in short-term
interest rate explain 13% of the variation in tlkef@nge rate and remain below
this threshold during entire time horizon. Also, matary shocks are an im-
portant factor in explaining industrial output, ;g@nat 18 months 24% variation
of this variable is due to the short-term interagt. The innovations in exchange
rate explain 25% explain of the variation in indistproduction after 8 quarters.

Table 2

Variance Decomposition for the Czech Republic: Peentage of Variation for Line
Variables Assigned to Column Variables

Variables Time horizon | Industrial 3M interest Loan to Stock price | Exchange
(months) production rate deposit ratio index rate
Industrial 1 1.00 0.00 0.00 0.00 0.00
production 6 0.80 0.09 0.09 0.02 0.01
12 0.55 0.20 0.11 0.01 0.12
18 0.40 0.24 0.09 0.01 0.26
24 0.36 0.31 0.08 0.01 0.25
3M interest 1 0.08 0.92 0.00 0.00 0.00
rate 6 0.45 0.36 0.16 0.03 0.00
12 0.44 0.12 0.29 0.14 0.00
18 0.42 0.10 0.30 0.12 0.05
24 0.39 0.11 0.32 0.14 0.01
Loan to 1 0.08 0.00 0.92 0.00 0.00
deposit ratio 6 0.45 0.18 0.36 0.01 0.00
12 0.56 0.29 0.12 0.01 0.02
18 0.52 0.32 0.10 0.00 0.05
24 0.47 0.34 0.12 0.00 0.08
Stock price 1 0.02 0.02 0.00 0.96 0.00
index 6 0.01 0.09 0.04 0.85 0.01
12 0.05 0.15 0.04 0.70 0.06
18 0.20 0.12 0.02 0.55 0.10
24 0.33 0.09 0.02 0.45 0.11
Exchange 1 0.04 0.07 0.02 0.06 0.82
rate 6 0.12 0.13 0.06 0.17 0.51
12 0.12 0.08 0.09 0.21 0.50
18 0.11 0.07 0.10 0.23 0.49
24 0.10 0.05 0.12 0.25 0.48

Source Own estimation based on JMulTi.
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The variance decomposition for Hungary, as presemt Table 3, shows that
innovations in short-term interest rate explainobell1% of the variation in
exchange rate. Innovations in short-term interatt and exchange rate explain
below 50% and respectively 33% of industrial praducafter 8 quarters.

Table 3

Variance Decomposition for Hungary: Percentage of ®riation for Line Variables
Assigned to Column Variables

Variables Time horizon | Industrial 3M interest Loan to Stock price | Exchange
(months) production rate deposit ratio index rate
Industrial 1 1.00 0.00 0.00 0.00 0.00
production 6 0.65 0.18 0.03 0.07 0.08
12 0.27 0.40 0.03 0.08 0.23
18 0.13 0.47 0.03 0.08 0.30
24 0.08 0.50 0.03 0.07 0.33
3M interest 1 0.02 0.98 0.00 0.00 0.00
rate 6 0.18 0.61 0.08 0.14 0.00
12 0.25 0.31 0.13 0.30 0.01
18 0.27 0.22 0.14 0.36 0.01
24 0.28 0.18 0.14 0.39 0.01
Loan to 1 0.00 0.20 0.80 0.00 0.00
deposit ratio 6 0.02 0.07 0.88 0.00 0.03
12 0.05 0.05 0.78 0.00 0.11
18 0.08 0.05 0.63 0.01 0.23
24 0.11 0.05 0.49 0.01 0.34
Stock price 1 0.00 0.12 0.05 0.82 0.00
index 6 0.01 0.10 0.32 0.54 0.03
12 0.02 0.08 0.40 0.41 0.09
18 0.02 0.08 0.44 0.34 0.13
24 0.02 0.07 0.46 0.29 0.16
Exchange 1 0.00 0.11 0.05 0.24 0.60
rate 6 0.00 0.02 0.14 0.30 0.54
12 0.00 0.01 0.20 0.31 0.48
18 0.00 0.01 0.25 0.31 0.43
24 0.00 0.02 0.30 0.30 0.38

Source Own estimation based on JMulTi.

Table 4 summarizes the variance decompositiorPtdand and shows that
short-term interest rate represents an importactbrfan explaining exchange
rate and industrial production, after 24 months%18nd respectively roughly
70% of the variation of the aforementioned variabldue to the interest rate.

The variance decomposition for Romania, as ilaistt in Table 5, shows that
innovations in short-term interest rate explainuab55% of the variation in the
exchange rate at a time horizon of 24 months. Amevations in short-term
interest rate explain roughly 33% of industrial guotion after 8 quarters, while
the exchange rate is a modest factor in influentiegaforementioned variable.

Table 6 summarizes MCls weights for the analyseahties, the weights
being computed as the cumulative impulse respohggoavth attached to the
variables in building the MCI.
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Table 4

Variance Decomposition for Poland: Percentage of \fation for Line Variables
Assigned to Column Variables

Variables Time horizon | Industrial 3M interest Loan to Stock price | Exchange
(months) production rate deposit ratio index rate
Industrial 1 1.00 0.00 0.00 0.00 0.00
production 6 0.81 0.15 0.01 0.01 0.02
12 0.39 0.53 0.02 0.05 0.02
18 0.24 0.66 0.03 0.07 0.01
24 0.2C 0.6¢ 0.0¢ 0.07 0.01
3M interest 1 0.03 0.97 0.00 0.00 0.00
rate 6 0.12 0.85 0.01 0.01 0.02
12 0.16 0.78 0.02 0.03 0.01
18 0.17 0.75 0.02 0.05 0.02
24 0.17 0.7 0.0Z 0.0€ 0.02
Loan to 1 0.00 0.03 0.97 0.00 0.00
deposit ratio 6 0.08 0.09 0.73 0.09 0.01
12 0.09 0.18 0.55 0.14 0.05
18 0.08 0.22 0.49 0.15 0.07
24 0.07 0.2¢ 0.47 0.1t 0.07
Stock price 1 0.01 0.02 0.01 0.96 0.00
index 6 0.03 0.39 0.03 0.54 0.02
12 0.09 0.64 0.01 0.20 0.06
18 0.14 0.66 0.01 0.13 0.06
24 0.17 0.6€ 0.01 0.12 0.0t
Exchange 1 0.00 0.00 0.05 0.22 0.72
rate 6 0.08 0.01 0.07 0.11 0.72
12 0.10 0.05 0.08 0.08 0.69
18 0.08 0.13 0.08 0.07 0.64
24 0.0€ 0.1¢ 0.0¢ 0.07 0.5¢

Source Own estimation based on JMulTi.

Table 5

Variance Decomposition for Romania: Percentage of &iation for Line Variables
Assigned to Column Variables

Variables Time horizon | Industrial 3M interest Loan to Stock price | Exchange
(months) production rate deposit ratio index rate
Industrial 1 1.00 0.00 0.00 0.00 0.00
12 0.58 0.26 0.02 0.08 0.05
18 0.54 0.30 0.03 0.09 0.05
24 0.4¢ 0.3¢ 0.0¢ 0.1C 0.04
3M interest 1 0.01 0.99 0.00 0.00 0.00
rate 6 0.07 0.60 0.04 0.10 0.19
12 0.08 0.52 0.03 0.11 0.26
18 0.09 0.49 0.03 0.11 0.28
24 0.11 0.4¢€ 0.02 0.11 0.3C
Loan to 1 0.00 0.10 0.90 0.00 0.00
deposit ratio 6 0.05 0.20 0.67 0.01 0.08
12 0.11 0.13 0.58 0.04 0.15
18 0.14 0.21 0.38 0.11 0.16
24 0.1¢ 0.32 0.2% 0.17 0.1t
Stock price 1 0.00 0.21 0.00 0.79 0.00
index 6 0.02 0.38 0.02 0.58 0.01
12 0.02 0.45 0.03 0.49 0.01
18 0.02 0.47 0.03 0.48 0.01
24 0.0z 0.4¢ 0.04 0.4¢€ 0.0C
Exchange 1 0.00 0.13 0.02 0.05 0.80
rate 6 0.02 0.27 0.00 0.09 0.62
12 0.02 0.48 0.00 0.10 0.39
18 0.02 0.52 0.01 0.11 0.34
24 0.02 0.5¢ 0.01 0.12 0.31

Source Own estimation based on JMulTi.
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Table 6
The Estimated Weights of MCI

Output (weights expressed as a %)
Ratio (Interest rate/exchange rate) Exchange rate
Czech Republic 3.0 25
Hungary 2.0 33
Poland 2.2 31
Romania 15 40

Source Author’s calculation.

During the analysed period, for CEE countries, weaght ratiow/we, is
higher than one, standing around 2, in favour térest rate. For Poland, our
results are in line with Toroj (2008), the relatiweights of the interest rate and
the exchange rate component are 2.22:1. The ocoerref an increase in MCI
signals that there is a tightening in monetaryqyoéind a decrease in MCI sig-
nals a loosening of monetary policy.

Figure 1 plots the evolution of MCI for the CzeRkpublic over the period
between August 2005 and December 2015. The evolationdex indicates an
easing of the monetary conditions in 2005 — 200i6vieed by tightening due to
the sharp appreciation of the national currency amancrease in interest rates
due to pressures on inflation expectations. Asspaese to the global financial
and economic crisis, MCI's evolution marks a ragésing of the monetary con-
ditions. The end of the year 2013 highlights aHerteasing of the monetary
conditions through the direct effect of the weakgnof the koruna on the real
exchange rate and, as a response, to an incregkaiion expectations.

Figure 1
The Evolution of MCI and Its Contributors for Czech Republic (inverted scale)
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Figure 2 captures the evolution of MCI for Hungarpe MCI signals accen-
tuate loosening in monetary policy compared with @zech Republic, starting
at mid-2013, marked by gradual phasing-out of the-week central bank de-
posit facility and the upward trend in central bamierest rate swaps. The MCI
follows the extended rate-cutting cycle, which tatdrin July 2012 when the
monetary policy interest rate was 7.0% and enddfieaturrent record-low of
0.9%, according to historical data reported foy 2016.

Figure 2
The Evolution of MCI and Its Contributors for Hunga ry (inverted scale)
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Figure 3
The Evolution of MCI and Its Contributors for Poland (inverted scale)
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The backdrop of monetary easing in the regionghklighted by the evolution
of MCI in Poland (see Figure 3), motivated by slowd growth in emerging
economies. Between the end of 2008 and early 2B0&0monetary policy rate
was gradually decreased since the global finamisis affected the economic
activity, determined a credit freeze and suppreggedal commaodity prices.
Around mid-2012, the evolution of MCI shows anotheve of policy rate cuts
as inflationary pressures throughout the regioeceas

The evolution of MCI in Romania marks a rapid egsif the monetary con-
ditions, as a response to the global financial @e@homic crisis (see Figure 4).
The National Bank of Romania (NBR) followed a praddownward cycle of
policy rate pursuing price stability on medium-teaocording to a stationary
inflation target of 2.5% + 1%, in a manner to sup@eonomic growth, includ-
ing reviving lending process.

Figure 4
The Evolution of MCI and Its Contributors for Romania (inverted scale)
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The pace and extent to which monetary policy ratese lowered after the
intensification of the crisis were different in cades that pursue inflation tar-
geting strategy. In the Czech Republic and Poleedtral banks have resorted to
a sharp drop in key interest rates shortly aftgt&aber 2008 and pronounced
depreciation of the currency has provided additieugport for the two econo-
mies. Unlike the aforementioned countries, in OetoP008, during the initial
phase of the crisis, Hungary raised the key patitg by 300 basis points as part
of sustained efforts of the EU and IMF to stop tamutflows and to stabilize
the exchange rate after a substantial depreciafitiee Hungarian forint. Mone-
tary policy continued to consider the constraimsfimancial stability and the
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key interest rate was reduced gradually, given ithaas necessary to maintain
a differential to minimize the risk of sudden cunecg depreciation.

The actions and the approaches of central baoks €EE focused on con-
tinuous harmonizing of some features of monetaticpanstruments with the
standards and practices of the ECB. We use Grazayesality methodology to
investigate if there is any causal relationshipMeein the MCls calculated above
for CEE countries and respectively the MCI for Eago area. The current study
tests the bidirectional causality hypothesis. Imleorto employ a Granger-
causality test data series must be stationaryefiwer we perform the Augment-
ed Dickey-Fuller (ADF) tests on the transformedeserFor making them sta-
tionary a first difference was applied for bothisgr Table 7 displays the results
for Granger-causality test.

Table 7

Granger Causality Results between MCI Indicators inCEE Countries
and Euro Area (EA)

Causality hypothesis Test value P-value
Czech Republic

HO: ,MCI_EA" do not Granger-cause ,MCI_CZ" 3.4862 .0066

HO: ,MCI_CZ" do not Granger-cause ,MCI_EA" 0.0819 .9898
Hungary

HO: ,MCI_EA" do not Granger-cause ,MCI_HU" 3.4942 .0828

HO: ,MCI_HU" do not Granger-cause ,MCI_EA" 0.0042 9386

Poland

HO: ,MCI_EA" do not Granger-cause ,MCI_PL" 1.5391 .2052

HO: ,MCI_PL" do not Granger-cause ,MCI_EA*" 0.4500 .8842
Romania

HO: ,MCI_EA" do not Granger-cause ,MCIl_RO*" 0.8844 .5639

HO: ,MCI_RO" do not Granger-cause ,MCI_EA*" 0.4194 9097

Source Own estimation.

In each case, a rejection of the null implies ehisr Granger causality. As
results emphasize, we validate the unidirectionabkality coming from MCI for
the Euro area to MCI in CEE countries. The redulgblight that monetary deci-
sions in the Eurozone have a prominent influencenometary conditions in
CEE countries and respectively, the fact that esvoelimate from these coun-
tries is not ready to ensure the bi-directionalusex

Conclusions

Following the impulse response functions and vemxeadecomposition de-
rived from a VECM estimation, we built a MCI fordo CEE countries (Czech
Republic, Hungary, Poland, and Romania), as a weighverage of the real
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short-term interest rate and the real effectiveharge rate relative to their value
in a base period. The analysis was conducted ¢nepériod between August
2005 and December 2015. Regarding variance decadtmomos horizon of 1 — 8

guarters was selected for robustness. The purpbsmrestructed indices is
to give information about monetary conditions, lynsidering both channels:
interest rate and exchange rate.

Our empirical analysis shows that MCI is an instent capable to capture
the monetary policy developments, whether the dyidgr monetary conditions
have eased (decline in the MCI) or become tighitaréase in the MCI). The
evolution of MCI in the Czech Republic indicates easing of the monetary
conditions in 2005 — 2007 followed by tighteningedio the sharp appreciation
of the national currency and an increase in intee¢es due to pressures on infla-
tion expectations. As a response to the globahéiizh and economic crisis, MCI's
evolution marks a rapid easing of the monetary itimmg of the Czech Republic.
The constructed index for Hungary signals acceesul@iosening in monetary po-
licy compared with the Czech Republic, startingnad-2013, marked by gradual
phasing-out of the two-week central bank depositifga and the upward trend
in central bank interest rate swaps. The backdfopometary easing in the region
is highlighted by the evolution of MCls in Polanddaalso Romania, motivated
by slowdown growth in emerging economies. As altesiua fall in financial
market inflation expectations, 2013 marks a rajpisireg of the monetary condi-
tions, in order to support economic growth, inchgdreviving lending process.

The MCls constructed for CEE countries offer pdulgsredictive information
of monetary policy developments towards loosenintightening, very useful in
understanding the actions and the approach ofaldranks from CEE countries.

Moreover, employing Granger causality methodologg,validate the unidi-
rectional causality coming from MCI for the Eure@arto MCI in CEE countries.
The results highlight that monetary decisions i Burozone have a prominent
influence on monetary conditions in CEE countried eespectively, the fact that
economic climate from these countries is not re@dgnsure the bi-directional
nexus. In terms of policy implications, the caugaietween MClIs in CEE coun-
tries and the Euro area is important because itcbasequences on the best
monetary policy strategy for ensuring price stépilin particular, of economies
in transition. The unidirectional Granger causaligm EA to CEE would pro-
vide policymakers with important knowledge regagdthe plausible prospects
for convergence with the Euro area.

Our methodology for constructing and interpretthg MClIs has two im-
portant limits. Firstly, the weights used for cansting MCls are held constant,
based on econometric estimates, which are highpemtgent on the model used.
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Secondly, the interpretation of the index shouldukon its movements, rather
than values. A given direction of the MCI may haliferent implications in
terms of central bank’s objective, varying on tlaetbrs underlying modifica-
tions in the components. Therefore, an automatiwiam of monetary policy
based on MCI should be avoided (Grande, 1997).

The Monetary Condition Indicators are dependenthenstability of the nex-
us between real and financial variables and okestenated weights — therefore,
given changing economic environment the indexesl nede periodically reas-
sessed to incorporate the most relevant informatiotime. Also, as potential
directions for further research, a financial coiaditindex can be constructed, by
considering the categories of indicators represienataf the domestic economy,
as well as for the external environment.
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