JEL Classification: C58, G1, G12, G14
Keywords: night and daytime returns, market efficiency, US equity exchange-traded funds, calendar effects,
multiple structural change

Is There Seasonality in Traded and Non-Traded
Period Returns in the US Equity Market? A
Multiple Structural Change Approach*

Joao Dionisio MONTEIRO - Department of Management and Economics, NECE, University of
Beira Interior, Covilha, Portugal (jdm@ubi.pt), corresponding author

José Luis MIRALLES-QUIROS - Department of Financial Economics, University of Extremadura,
Badajoz, Spain (miralles@unex.es)

José Ramos PIRES MANSO - Department of Management and Economics, NECE, University of
Beira Interior, Covilha, Portugal (pmanso@ubi.pt)

Abstract

This paper simultaneously examines day-of-the-week, turn-of-the-month and pre- and
post-holidays calendar effects in traded and non-traded daily period returns in a group of
broad-index exchange traded funds (ETFs) that track the major US stock indices (S&P
500, DJIA 30, NASDAQ 100 and Russel 2000 index). Bai and Perron (1998, 2003)’s
method is employed to examine stability of the significant calendar effects over time and
across ETFs. Results exhibit a high instability of the significant calendar effects over the
various regimes up until 2001. From 2001 onwards and until the end of 2013, only a
single regime across all ETFs is identified. In this last regime, results point to the
disappearance of the previous significant effects across the US equity ETFs group.
Unstable observed effects could have been motivated by market-specific conditions in
such short time periods. The disappearance of these effects from 2001 onwards are
consistent with the nature of this asset class: these ETFs are broadly diversified
portfolios with diversification of private information, with higher liquidity and lower
transactions cost, which is likely to reduce potential calendar effects.

1. Introduction

Empirical studies in the market efficiency field have been extensive in
finance. According to Fama (1970), evidence on return anomalies does not appear to
be significant and of sufficient importance to justify rejection of the efficient market
hypothesis, nor does it serve as a theoretical hallmark of fundamentally profitable
trading rules. In the following decades, however, a large number of studies
examining return anomalies were carried out, of which calendar anomalies are the
most common. Results suggest that these could be pervasive and able to be used as
profitable trading rules. Some suggest, however, its decline of importance or even its
disappearance.

The most investigated calendar effects include: the weekend effect, where
returns are lower between Friday close and Monday close (Thaler, 1987; Abraham
and lkenberry, 1994; Pearce, 1996; Zainudin and Coutts, 1997); the day-of-the-week
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effect, where returns tend to vary throughout the week - null or negative returns on
Monday and positive on Friday - (Chang et al., 1993, 1998; Pettengill, 2003); the
holiday effect, where returns are higher on trading days preceding public holidays
(Thaler, 1987; Lakonishok and Smidt, 1988; Ariel, 1990; Pearce, 1996; Brockman
and Michayluk, 1998; Chong et al., 2005) and the turn-of-the month effect, where
returns are higher on the last trading days of the month and the first few days of the
following month (Cadsby and Ratner, 1992; McConnell and Xu, 2008). These
empirical studies, however, mostly use in their analysis returns calculated as close-to-
close daily prices.

As trading can be perceived as a continuous-time process during the entire
day, theoretical and empirical studies have focused their interest on decomposing
daily (close-to-close) returns into non-trading (close-to-open) and trading (open-to-
close) periods, examining implications on trading and returns (Hong and Wang,
2000; Barclay and Hendershott, 2003; Branch and Ma, 2006; CIiff et al. 2008; Kelly
and Clark, 2011; Berkman et al., 2012; Lachance, 2015; Lou et al., 2015). Evidence
points to the prevalence of statistically higher returns during overnight. Also,
empirical studies documented that the first, the second and higher order moments of
the return generating process are different over trading and non-trading periods (Cliff
et al. 2008; Tompkins and Wiener, 2008) and that risk-adjusted overnight returns are
significantly higher than risk-adjusted daytime returns (Kelly and Clark, 2011).
Furthermore, given the pervasiveness of this effect, empirical studies suggest that
these differences could be of economic significance through implementation of
profitable trading strategies, even when incorporating realistic transaction costs
(Kelly and Clark, 2011; Lachance, 2015).

The pervasiveness of this effect across empirical studies, contrary to the
efficient market hypothesis, points to the need for further research. The above cited
evidence motivates carrying out the present study and examine the verifiability and
the robustness of this effect in areas not yet exploited, specifically in the framework
of calendar effects. The present study rest on the rationale of market efficiency. The
aim of this paper is to add to the field of market efficiency an analysis of calendar
effects during trading and non-trading daily period returns in US equity market of
exchange-traded funds (ETFs). Although less scrutinized with respect to trading and
non-trading daily periods and specifically in the ETFs market, the US equity market
has been extensively addressed in calendar effect studies. In this vein, as far as we
know, a comprehensive and simultaneous analysis containing various calendar
effects during trading and non-trading daily periods remains to be done. Likewise,
the simultaneous relative strength of each effect in the calendar regression model has
not yet been examined. Indeed, previous studies have not examined over time the
variability of these effects, which may have sprung from regulatory changes in the
trading microstructure, which occurred in the middle of the 2010s in US equity
markets or from improvements in the information impounding into prices over the
last decades. Most likely, if calendar effects on night and daytime returns exhibit
instability over time, it may happen that the significant effects are only momentary
and arise from period-specific features and would not persist. This study aims to
analyze these issues.

In this paper we simultaneously examine and identify the relative strength of
the day-of-the-week, turn-of-the month and pre- and post-holidays calendar effects in
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traded and non-traded daily period returns in a set of ETFs that track the major US
stock indices. Firstly, for the entire sample period, we examine for the existence of
calendar effects on night and daytime returns, decomposed by the above-mentioned
effects. Secondly, we employ the procedure of Bai and Perron (1998, 2003) to
examine over time the existence and the stability of the significant night minus
daytime return difference previously found. We evaluate whether these effects really
occurred during earlier sample periods, whether they are still present, if they have
diminished in magnitude or even disappeared.

Across ETFs and over the full sample period, results exhibit significant
positive night returns in the last and the first trading days of the month. However,
when examining stability of the significant coefficients over time, Bai and Perron
(1998, 2003)’s method shows a higher variability in the significant regression
coefficients since the beginning of each ETF sample period until 2001. From 2001
onwards and across ETFs, results show a decrease or even disappearance, not
granting support for the existence of the effects in this sub period. These results
suggest that the significant effects were motivated by sub period-specific market
conditions, that markets became more efficient in information impounding into open
and close prices, and that disappearance of the effects are consistent with the
characteristics of this asset class: ETFs are broadly diversified portfolios with
diversification of private information, with higher liquidity and lower transactions
cost (Hasbrouck, 2003).

The remainder of the paper is organized as follows: In section 2, theoretical
causes, predictions and empirical evidence on the behavior of returns during trading
and non-trading daily periods are reviewed. Some empirical evidence of calendar
effects on trading and non-trading periods is also reviewed. Section 3 presents the
data, the calendar effect regression model, the structural change model and the
corresponding statistical tests of Bai and Perron (1998, 2003)’s method. We present
and discuss results in section 4. In section 5, summary results and some concluding
remarks are given.

2. Literature Review

In financial markets, information flows continuously around the clock but
price variations and trading are not continuous due to periodic market closure.
Changes in daily transaction regimes, when markets open and close, can have
important implications for the return generating process over trading and non-trading
periods. Empirical studies have reported that the mean return, the trading volume, the
volatility and the bid-ask spreads in general have a U-shaped pattern during the
intraday trading period across developed stock markets, with these variables being
high at the open and close of the market and relatively flat during the middle of the
intraday trading period (Wood et al., 1985; Mclnish and Wood, 1992; Foster and
Viswanathan, 1993; Abhyankar et al., 1997; Hong and Wang, 2000; Chow, et al.,
2004). However, less consensus exists about the behavior of the mean return during
trading and non-trading daily periods.

Theoretical papers have sought to model the implications of periodic market
closure for equilibrium prices (Longstaff, 1995; Hong and Wang, 2000). These
models, however, suggest different predictions of the effects of periodic market
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closure at the first and second moments of returns. Hong and Wang (2000)’s model
predicts lower returns during non-trading than in trading periods, a prediction
consistent with the observed higher volatility and information flow rates during the
trading period. Longstaff (1995)’s model predicts higher returns during non-trading
than at trading periods to compensate liquidity providers for bearing additional risk,
i.e., higher returns over non-trading periods would arise from a liquidity related non-
marketability effect.

Wood et al. (1985) were among the first to examine return patterns around the
open and the close of the market. Using high frequency of transaction data, they
document the return and volatility to be unusually high at the open and close of the
trading daily period. French and Roll (1986) document stock returns to be more
volatile during trading than at the non-trading period, attributing the higher volatility
during trading hours to the differences in information flow rates between the two
periods, i.e., more private information being incorporated during the day. George and
Wang (2001) examine the rate of information flow and finds that daytime
information rate is about seven times higher than overnight rate. Harris (1989)
document a large mean price increase before market closure and this effect is
persistent across stocks and days. This movement also tends to be observed at the
opening of the market. Barclay and Hendershott (2003) finds that there is less
information asymmetry in the post-close than in the pre-open of the market. Their
findings suggest that there will be a higher fraction of liquidity motivated trades in
the post-close and a higher fraction of informed trades in the pre-open.

Concerning return patterns over trading and non-trading periods, empirical
evidence is not consistent across empirical studies. French (1980) first identified the
weekend effect using US daily stock returns from 1953 to 1977. French finds a
weekend effect where Monday’s mean return is significantly negative, while the
other day-of-the-week returns are significantly positive. Rogalski (1984) examines
the U.S. stock market from 1974 to 1984 to see whether the weekend effect is a
closed market effect by decomposing daily close-to-close returns into a non-trading
and trading return. Rogalski finds that the negative weekend return is composed of a
negative Monday non-trading return (Friday close to Monday open) and a Monday
trading return (Monday open to close) identical to the trading returns of other
weekdays.

Cliff et al. (2008), using datasets of different asset classes for the period 1993-
2006, perform an extensive study in US equity markets on the overnight and daytime
returns. They document that the US equity premium during this decade is entirely
due to overnights returns: the returns during the night being strongly positive and
returns during the day being close to zero and sometimes negative. They do show
that this day and night effect is found on individual equities, equity indices, ETFs and
futures contracts on equity indices.

Tompkins and Wiener (2008) examine returns for five global index futures
markets (S&P 500 futures, FTSE 100, DAX, CAC 40 and Nikkei 225) over traded
and non-traded periods. They find significant differences between traded and non-
traded period returns. For the US market the mean return is higher for the trading
than in the non-traded period, with the non-traded period having significantly lower
variance. For the four non-US stock markets, the non-traded period return is
significantly higher than the trading period. They attribute this positive non-trading
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minus trading return spread to differences in regulatory risk management
requirement between US and non-US equity derivative market-makers.

Clark and Kelly (2011) compares the intraday and overnight returns on a set
of US equity ETFs. Using the Sharpe ratio (SR) measure, they found the overnight
SR to significantly exceed the intraday SR, implying that the premium one receives
by taking on risk, is higher at night than at daytime. Berkman et al. (2012) examine
predictions with regard to intraday patterns in retail order flow and price formation in
a sample of the largest US stocks. Based on the theory of attention-based overpricing
at the opening of the market, they report the existence of the night effect confined to
a large US stock group and attribute the significantly positive (negative) overnight
(daytime) return to the trading activity of retail investors. Qiu and Cai (2013)
examine the anomaly of superior overnight returns on international stock markets.
Using stock index data for thirty-two countries, they find that the anomaly exists in
twenty countries including both developed and emerging markets and that the
superior overnight returns are not justified by the risk-return trade off as overnight
are less volatile than trading-period returns. Their results suggest that greater
divergences of opinion lead to higher overnight return premiums and that short sale
constrains exacerbate the anomaly. Lachance (2015), using all listed US stocks in the
period 1995-2014, but not including ETFs, finds evidence that overnight returns are
subject to highly persistent and positive biases in a large group of stocks. She extends
the analysis to index components of each of the 23 countries of MSCI’s world index
and mostly obtains similar results. Lou et al. (2015) show that, on average, all of the
abnormal returns on momentum trading strategies occur overnight. They attribute the
higher overnight return to the negative intraday pressure put by institutional investors
on momentum stocks. Overall, results in the above empirical studies are not entirely
consistent. Some of these points to the existence of higher overnight returns across
all the individual assets of the sample, others report the effect confined to a group of
assets, while others report an inverse effect.

Several arguments have been put forward to explain this night effect, namely,
the timing of earning announcements, asset liquidity and investor trading
heterogeneity. Early papers on the timing of earnings announcements found that
companies tended to publicize good new during the market open and bad news after
the market close (Patell and Wolfson, 1982). Damodaran (1989) showed that
announcements of earnings and dividends made on Friday are actually more likely to
contain bad news and result in subsequent negative returns during the weekend.
Bagnoly et al. (2005) find that announcements made on Fridays, during the trading
period and after the market close, are more negative than on other days of the week.
Doyle and Magilke (2009) find no evidence that managers strategically choose to
disclose negative information after the close of the markets or on Friday. They also
find no evidence that managers decide to report “good” news before the opening of
the markets. Jiang et al. (2012) argues that the timing of announcements changed and
report that for stocks of the S&P 500, from 2004-2008, more than 95% of
announcements are made overnight.

Concerning the asset liquidity issue, Amihud (2002) documents a negative
relationship between various measures of liquidity and future stock returns,
suggesting that increased (lower) risk or transactions costs of low (high) liquidity
stocks would predict a more (less) night minus daytime return spread. Cliff et al.
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(2008) tested the disclosure timing and the asset liquidity hypotheses and found no
support to explain the positive and significant night minus day return spread
observed in their study.

Investor trading heterogeneity during trading and non-trading periods is also
suggested as contributing to the effect. Barclay and Hendershott (2003) report that
there is a higher fraction of liquidity motivated trades in the post-close and a higher
fraction of informed trades in the pre-open, being the trading in the pre-open
dominated by large informed investors. They report that the pre-open period has the
greatest amount of price discovery per trade. Clark and Kelly (2011) attribute the
night effect to the behavior of active day (semi-professional) traders: not wanting to
hold stocks over a non-trading period would push the day traders to buy at morning
and sell at night. In settling and opening their positions, prices would increase by the
buy and decrease by the sell pattern of the day traders. Jiang et al. (2012) provide
evidence that firms prefer overnight announcements because trades in this period are
mainly from informed investors and these trades are relied upon to convey
information to the general public. Berkman et al. (2012) suggest that trading activity
of retail investors have an important role in explaining higher overnight returns
through their herding behavior in the high-attention stock group that pushes opening
prices up. However, Lachance (2015) reports that the excess overnight for the
overnight bias stock group disappear quickly, but not instantaneously, after the open.
Lou et al. (2015) points to the negative intraday pressure that institutional investors
put on momentum stocks.

The above evidence suggests that findings on the trading and non-trading
period returns are not entirely consistent across markets, even within the same
market, and that these results could be sample period-dependent and asset-specific.
These empirical findings motivate the present study to further investigate night and
daytime effects, examining whether in the calendar context these effects really
occurred in the early years of the sample, whether they are still present and if they
have diminished or even disappeared. We use an appropriate methodology to answer
these questions.

The present study focusses on an ETF group that track the major US stock
indexes. Although some previous studies focused on this asset group and obtained
significant evidence of positive overnight return, they used a shorter sample period
and different methodologies. We are not aware that a comprehensive and
simultaneous analysis of night and daytime returns, across various calendar effects
and examining the relative strength of each effect, was done. Also, as the night and
daytime effects may be time varying, owing to the ETF specificity (trades at once a
highly diversified portfolio of stocks), to improvements in information impounding
and to time varying market conditions, an approach to capture variability of the
significant estimated effects has not yet been applied by previous empirical studies.
This study intends to fill these gaps.

3. Data and Methodology

3.1 Data

The data employed in this study are actual opening and closing daily prices
from a group of four ETFs that track major US equity market indexes. The four ETFs
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used are the DIA (representing the Dow Jones Industrial Average 30 index), the
IWM (representing the Russel 2000 index - a small-cap US companies index), the
QQQ (representing the NASDAQ 100 index) and the SPY (SPYDERSs - representing
the S&P 500 index). ETFs allow investors to trade a basket of stocks in a single
transaction. The creation and destruction features of the ETF ensure that prices on the
exchange closely reflect the fair value of the underlying portfolio’s components.

The analysis of the ETFs returns offer advantages over the analysis of the
indexes returns for two reasons. First, the share price of an ETF is the price for the
entire portfolio, with no problem of asynchronous transactions on certain stocks in
the index. Second, ETFs that track major stock market indexes are highly liquid, with
very low transaction costs (bid-ask spreads) involved in the trading of these
instruments. Also, two specific and useful features of ETFs are that the transaction is
an in-kind trade — i.e., securities are traded for securities — and are generally more
tax-efficient.

Our ETF sample was previously used by Kelly and Clark (2011) in their
analysis of night and daytime SR over the sample period 1996-2006. This set of
ETFs began trading on the Exchanges at different years. According to Kelly and
Clark, the liquidity of these ETFs was poor during the mid-1990s and has
enormously increased during this decade. The SPY started trading in 1993 but its
liquidity was poor during the first-half of 1990s. For each ETF, to determine the
starting point of the analysis, we follow the liquidity criterion used by Kelly and
Clark!. Thus, SPY time series data are used from 01/02/1996 (mm/dd/yyyy), DIA
time series data are used from 01/21/1998, QQQ time series data are used from
03/11/1999 and IWM time series data are used from 01/02/2001 to 01/03/2014.

For each ETF, we compute returns during the two daily sub-periods: the night
(close-to-open prices) and daytime (open-to-close prices) returns. As in most of the
analysis of daily and intra-daily financial data, we work with continuously compound
return and we compute the night and daytime returns, respectively, as:

2 = In[P?/P£.1].100%, (1.1)
rd = In[Pf/P?].100%, (1.2)

where P? is the ETF price level at the open of day t , Pf is the ETF price level at the

close of day t and P{_, is the ETF price level at the close of day t — 1. The average
returns are geometric averages and, therefore, its sign indicates whether the ETF
gained or lost value during this intraday range over the sample period. For each ETF
return time series, day and night returns on the various calendar effects are identified
with dummy variables: by days of the week, by whether they precede or are after a
public holiday, and by night and daytime returns on the last trading day of the month
and on the first and the second trading day of the following month. The Monday
night returns are computed as Friday close to Monday open, while Monday daytime
returns are computed as Monday open-to-close. For the holiday effect, for instance, if

1 For each ETF, data were not used from years in which the 5th percentile time of the first trade of the day
is not in the first ten minutes of the trading day or the 5th percentile time of the last trade before 4 pm is
not between 3:50 pm and 4:00 pm (Kelly and Clark, 2011).
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a public holiday occurs on Monday, the pre-holiday night returns are computed as
Thursday close to Friday open, the pre-holiday daytime returns are computed as
Friday open-to-close, the post-holiday night returns are computed as Friday close to
Tuesday open and the post-holiday daytime returns as Tuesday open-to-close. For the
turn-of-the-month returns, for example, if January, 31th occurs on a Friday, the night
and daytime returns of the last trading day of the month are computed as Thursday-
close to Friday-open and Friday open-to-close, respectively. The night and daytime
returns of the first and second trading days of the following month would be
computed as Friday close to Monday open, Monday open-to-close, Monday close to
Tuesday open and Tuesday open-to-close, respectively. Returns over the extended
close after the September 11% 2001 tragedy were not taken into account.

3.2 The Calendar Effect Model

Three approaches are used to examine hypotheses of day and night returns on
various calendar effects on US equity ETFs. The first involves conducting a
descriptive analysis and parametric tests of night and daytime returns by day-of-the-
week. For each ETF and day of the week we perform tests of equality of means and
variances between night and daytime returns, using parametric tests. Parametric
testing is suitable because for large samples, sample means will be normally
distributed even if the underlying variables are not normally distributed, with the
ratio of the two sample variances following an F-distribution. Additionally,
parametric tests have more statistical power than their nonparametric counterparts.
The second approach involves simultaneously examining trading and non-trading
period returns over three calendar effects using a regression-based analysis. For each
ETF return series, the following regression model is specified for simultaneously
examining the three calendar effects and assesses the relative magnitude and
significance of each effect:

1 =Pfo+ Z?=1 .Bjxj,t + Zi=1 ApXpe,r + Zzz=1 Vlhl,t + @)

Z%n:l amhm,t + Z?l=1 Hnyn,t + Z%:l 19pyp,t + Ets
where 7, is the return, x; is a dummy variable taking the value of one for the non-
trading period return of day jand zero otherwise (j = 1,2,3,4) (the reference
category is the non-trading period return on Wednesday), x; is a dummy variable
taking the value of one for the trading period of the day k and zero otherwise (k =
1,2,3,4,5), h; is a dummy variable taking the value of one for the non-trading (I = 1)
and trading period return (I = 2) of a day preceding a public holiday and zero
otherwise, h,, is a dummy variable taking the value of one for the non-trading (m =
1) and trading period return (m = 2) of a day following a public holiday and zero
otherwise, y,, is a dummy variable taking the value of one for the non-trading period
return of the last trading day (n = 1) and the first and second trading days of the
following month (n = 2,3) and zero otherwise, y, is a dummy variable taking the
value of one for the trading period return of the last trading day (p = 1) and the first
and second trading days of the following month (p = 2,3) and zero otherwise, and &,
is the error term.
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Bos Bj» Ak, Vi, Oy O, U, are the model’ parameters to be estimated. The f,
estimate represents the non-trading period mean return on Wednesday that neither
precedes nor follows a public holiday and neither occurs on the last trading day of the
month nor on the first and second trading day of the following month. The §;
parameter estimate, for instance, represents the increase on the non-trading mean
return of a day following a public holiday, vis-a-vis the non-trading period mean
return on Wednesday that neither precedes nor follows a public holiday and that
neither occurs on the last trading day of the month nor on the first and second trading
day of the following month. To examine the appropriateness of the return series for a
regression-based analysis we evaluate the stationarity of the ETFs group return series
conducting the null hypothesis of unit roots.

3.3 The Multiple Structural Change Model

The third approach involves examining over time the stability of the
significant coefficients in model (2). Thus, we estimate model (2) and make
inference in the context of multiple structural change model using Bai and Perron
(1998, 2003)’s method. The ETF return time series, decomposed according to
various calendar effects, may contain multiple structural changes, reflecting calendar
effects’ variability. Hereafter, are presented the method and the associated test
statistics of Bai and Perron’s procedure applied to our regression model (2).

As in Bai and Perron’s terminology, we hypothesize that the linear regression
model (2) is a pure structural change model in the sense that all parameters can vary
across the various regimes and can be expressed in matrix form as

R=Z8+E, (3)

where R = (rq,7,, ..., Tmyq)’ 1S the vector with the corresponding observed returns
in the m + 1 regimes, Z is the matrix which diagonally partitions Z, the matrix with
the corresponding vectors of covariates (dummy variables) at the m-partition
(T, Ty, T, i, Z =diag(Zy,Zy, .., Zipyr) With Z; = (27, +1,..,27, ),
6§=(68.,6,,..,6,,,1)" are the corresponding vectors of coefficients and E =
(g4, &2, ..., Em41)’ are the corresponding vectors of disturbances. The break dates
(Ty,T,, ..., T,,) are explicitly treated as unknown and for i =1,2,..,m , we have
A =T;/T with 0 <1, <1, <+ <4, <1. Bai and Perron (1998) impose some
restrictions on the possible values of the break dates. They define the following set
for some arbitrary small positive number e: A, = {(A4, ..., ) [Aiz1 — Al = €,4, =
€, 1, <1 — €} to restrict each break date to be asymptotically distinct and bounded
from the boundaries of the sample and to assure enough observations to estimate all
the sub-sample parameters. As proposed by Bai and Perron (1998), the estimation
method is that based on the least-squares. For each m-partition ( Ty, Ty, ..., Ty),
denoted {T}} the associated least-squares estimate of §; is obtained by minimizing
the sum of squared residuals (SSR) Z{Z{lzfin_lﬂ(n —2,8,)? . Let 8{T;} denote
the resulting estimate, containing the vectors of coefficient estimates for each regime.
Substituting it in the objective function and denoting the resulting SSR as
Sy (Ty, Ty, ..., Ty), the estimated break dates ( T, T, ..., T,,,) are such that
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(Tl,TZ, ...,Tm) = arg (T1,7T121,l.?rm) St (Ty, Ty, .., Ty, (4)
where the minimization is taken over all partitions ( Ty, T, ..., T,) Such that T; —
T;,_, = [eT]. The break point estimators are global minimizers of the objective
function. The regression parameter estimates for each segment are the associated
least-squares estimates at the global minimizer estimated m-partition {7}}, i.e., & =
8{T;}. To estimate the break dates and the associated regression coefficients for each
segment, the efficient estimation algorithm developed in Bai and Perron (2003) is
used, which is based on the principle of dynamic programming and which allows
global minimizers to be obtained using a number of SSR that is of order 0(T?) for
anym = 2.

3.4 Test Statistics for Multiple Structural Changes

3.4.1 A Test of Structural Stability versus a Fixed Number of Changes

Bai and Perron (1998) propose the sup F type test of no structural break
(m = 0) versus the alternative hypothesis that there are m =k breaks. Let
(T4, Ty, ..., Ty) be a partition such that T; = [A;,T] (i =1,2,...,k). Let R be the
conventional matrix such that (R&) = (81 — 8,8, — 83, ..., 8, — 8,,1) and
M, =1-XXX)"1X" Let

N _ (T-(k+1)q-p\ &R’ (R(Z’MXZ)_IR)_IRE
FT(/11, ---:/1}(; Q) = ( kq ) SRk f (5)
where SSR, is the sum of squared residuals under the alternative hypothesis which
depends on ( Ty, Ty, ..., Ty.). The sup F type test statistic is defined as sup Fy (k; q) =

sup  Fr(A4, ..., 44 q). An asymptotically equivalent version could be obtained
(A1, Al)ENE

using the break dates estimates obtained from the global minimization of the SSR.
The test would be defined as sup Fr (k; q) = Fr(4y, .., 4; q).

The limiting distribution of the test (5) depends on the presence or absence of
serial correlation and heterogeneity in the residuals. When serial correlation and
heterogeneity are present in the residuals, Bai and Perron (1998; 2003) suggest using
the following version of the F test

T—(k+1)q-p

- )3'R'(RV(3)R’)‘1R3, ©)

FiQy, e i @) = (

where V(8) is an estimate of the variance—covariance matrix of & that is robust to
serial correlation and heteroscedasticity, i.e. a consistent estimate of

v(8) = plim T(Z'M,Z)"'Z’'M,QM,Z(Z' M, Z)™ !, (7)
where, for a pure structural change model, M, =1 and Q is the variance-covariance

matrix of residuals incorporating the serial correlation and heterogeneity. The Fj
statistic is the conventional F-statistic for testing §; = 6, = -+ = 844 against &; #
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6,41 for some i given the partition ( Ty, Ty, ..., T}). If in our estimated ETFs time
series regression residuals exhibit serial correlation and heteroskedasticity, we
compute the statistic (6) using the HAC Newey-West variance-covariance matrix of
7(3).

3.4.2 A Double Maximum Test

In the above test it is assumed that the alternative number of break dates m =
k is pre-specified. However, for inference purposes the researcher may wish not to
pre-specify a particular number of breaks. In cases where the number of breaks is not
known, Bai and Perron (1998) introduced two tests of the null hypothesis of no
structural break against an unknown number of breaks given some upper bound M.
These are called the double maximum tests since they involve maximization both for
a given m and across various values of the test statistic for m.

This new class of tests is defined for some fixed weights {a,, a,, ..., ay } as

DmaxF; (M;q) = max a,, sup Fr(Aq, ..., 9). 8)

1smsM - (24,...Am)€Ae

The weights reflect the imposition of some priors on the likelihood of various
numbers of structural breaks, where a,, =c(q,a,1)/c(q,a,m) and c(q,a,m)

denote the asymptotic critical value of the test sup  Fr(44,..,4,;q) for a
(A1, Am)€EAe

significance level a. First, they propose the equal weighted version where all weights
are set equal to unity, i.e., a,, = 1,

UDmax Fr (M,q) = max Fr(Ay, ..., dm; q), 8.1)
where 1, ..., 1, are the estimates of the break points obtained from the global
minimization of the SSR. As an alternative, they propose a second version of the test
where the weights are defined as a;=1 and for m>1 as a, =

c(q, @, 1)/c(q,a,m)

_c@al) s
WD max Fy (M, q) = 1$§MWFT(/11""’A7”' Q) (8.2)

Bai and Perron note that, unlike the UD max F; (M, q) test, the value of the
WD max Fr (M,q) depends on the significance level chosen since the weights
depends on a.

3.4.3 A Test of [ versus [ + 1 Breaks

Additionally, Bai and Perron (1998) proposed a test for the null hypothesis of
[ structural changes against the alternative that an additional change exists, labeled
sup Fr (L + 1]1). The test is applied to each segment containing the observations
[T, T;] G=12,..,1+1), Ty,=1and T,;; = T. We conclude for a rejection in
favor of a model with (I + 1) breaks if the overall minimal value of the SSR (over all
segments where an additional change is included) is sufficiently smaller than the SSR
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from the [ break model. The break point thus selected is the one associated with this
overall minimum. The test is defined as

supFr (1 +1,) =
{ST(Tl, )= min_ inf Sp(Ty ., Tiy7, T ...,T,)}/aZ, ©)

1<isl+1TEA

where Ai,ﬂ = {T; Ti—l + (Tl - Ti_l)r] <7t< Ti - (Tl - Ti—l)n}!
Sr(Ty, ., Ti_y, 7, Ty, ..., T)) s the SSR resulting from the least squares estimation

from each m-partition (T, ..., T,,,) and &2 is a consistent estimator of o2 under the
null hypothesis.

3.4.4 Selection Procedure of Break Dates

Since we conclude that the estimated time series regressions contain structural
changes wusing the F;(A4,..,Aq), the UDmaxF;(M,q) and the
WD max Fr (M, q) tests, we need to determine the number of breaks using a
selection procedure. To further improve the selection of the number of breaks and
their locations, Bai and Perron (2003) suggests that we first look at the two double
maximum tests to see if at least a structural break exists. Then, the number of breaks
can be decided based upon an examination of the sup Fy (I + 1|1) statistics obtained
using the break dates estimates from a sequential global minimization of the SSR.
The final number of selected breaks is thus equal to the number of rejections of the
sup Fr (1 + 1|1) tests, assuming that we start with [ = 0 (no structural breaks). Bai
and Perron (2003) suggest that this procedure leads to the best results and is
recommended for empirical applications.

4. Empirical Results

Table 1 summarizes the descriptive statistics for the traded and non-traded
period returns for the examined US equity ETFs, decomposed by days of the week.
Across the ETF group and for every day of the week, in general, average returns are
higher during the non-trading than the trading period. During the trading period and
for every day of the week, except at Friday on the QQQ, average returns are not
significantly different from zero. For the non-trading period, average returns on
Monday and Tuesday for the SPY, on Tuesday for DIA, on Monday, Tuesday and
Thursday for QQQ and on Tuesday for IWM are significantly positive. The overall
non-trading return for the SPY, DIA, QQQ and IWM is also significantly positive.

The volatility of returns (as measured by standard deviation) for every day of
the week and all ETFs, is higher during the trading period. This result is consistent
with evidence obtained in previous studies (French and Roll, 1986; Lockwood and
Linn, 1990; CIiff et al., 2008) and in line with hypothesis that information flow
volume is higher during the trading than the non-trading period (George and Wang,
2001).

The distributional properties of the returns series for all ETFs, days of the
week and trading and non-trading periods do not appear to be normal. For almost
every day of the week, and trading and non-trading periods and ETFs, return
skewness is significant and there seems to exist a pattern about the sign of this
parameter. Across ETFs, the skewness is negative (positive) during the trading (non-
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trading) period on Monday, except on QQQ, positive (negative) during the trading
(non-trading) period on Friday and negative during the trading and non-trading
period on Thursday, except for QQQ. There is also a common pattern on the signal of
this parameter across weekdays and trading periods between SPY and DIA,
exhibiting the strong correlation between these two ETFs. These results indicate the
higher probability of returns lying below (above) the mean return on Friday during
the non-trading (trading) period and for Monday the higher probability of returns
lying below (above) the mean return during the trading (non-trading) period.

The kurtosis across ETFs, with returns decomposed by days of the week and
by trading and non-trading periods, is significant, indicating leptokurtic distributions
with the number of extreme returns being higher than under the normal. Finally, the
Jarque-Bera statistics (values not presented), as expected, reject the null of normality
of returns across ETFs, over weekdays and trading and non-trading periods.

4.1 Parametric Tests of the Mean and Volatility Return Differences

The last two columns of Table 1 present test results for the equality of means

and variances. For each ETF and day of the week, statistical values for tests on the
difference between daytime and night return are presented. For all ETFs and every
day of the week, hypothesis testing of the null of equal variances are rejected at 1%,
with the volatility of the non-trading being significantly lower than the volatility of
the trading period return. These results are consistent with the hypothesis that the
volume of information flow that occurs during the trading period is significantly
higher than that observed during the non-trading period. This same result was
observed by Stoll and Walley (1990) in the NYSE.
Concerning average returns, results indicate that, in general, across ETFs and days of
the week, mean return differences between trading and non-trading periods are not,
with few exceptions, significant. The overall night mean return for SPY, the
Tuesday, the Friday and overall night returns for QQQ and Monday night return for
IWM are significantly higher than the corresponding daytime average returns. These
results contrast with those obtained in previous studies (Cliff et al., 2008; Kelly and
Clark, 2011) where for these same ETFs were obtained pervasive significant
differences between trading and non-trading period returns. Notice, however, that the
examined sample period in Cliff et al. and Kelly and Clark ends in 2006 and the one
used in the present study spans until the end of 2013. At first sight, it appears that the
night and daytime effect previously found have significantly diminished or even
disappeared, despite the pattern of a significantly lower volatility remaining during
the non-trading period.

Finance a avér-Czech Journal of Economics and Finance, 68, 2018, no. 1 83



€686 8¢T0- CEEB'0 L€90°0 29, Repsan |
GT6°6 €250 €0€6'0 29900 669 Kepuol 1yBiutano
«»x8T8'T *xx€06°C" 668°0T S9T°0 OTT.'T LLE0°0- 8¢ elo1
#xVCT°C «=0€T'C- 0S8 80T°0 98€S'T 76600~ 6v. Aepld
»xGTE'E 6950~ 8.T°9 660°0- 89T 96€0°0 (472 Aepsiny L
»xTV8'E 0¢eo- JA AN €060 GEI8'T 87000 S9. Aepsaupam
»x90L'V »=ETT'C €089 8€9°0- 9.08'T 9880°0- 9L Aepsany
»xE€GL'T 16S°T- Ll2°CT G81°0 YT1€9'T 29v0°0- 00L Kepuop swnkeq
000
1,02°8T G99°0- 7879°0 T8T0°0 4104 elo
19.°Vv€ v1eC T€ELO 0v10°0- 708 Aepud
€89, 0cT0- 88190 65000 0T8 Aepsiny L
1659 Zvso- GT.S0 0ST0°0 GeZ8 Aepsaupam
9€L'TT 2¢9'0 8€2¢9°0 8¢S0°0 TZ8 Aepsany
0€EL0T 12v'0 0,890 GTE0'0 5. Kepuol 1yBiuteno
*xx/9G°C €98°0- VSETT STT°0- 06€0'T LT00°0 STOV [el01
#x1GL'T €cro- 299'S 2810 T1026°0 22e0’0- 08 Aepud
*xx800°€ 0TT0 €68°¢CT 119°0- CeLOT L0700 0T8 Aepsiny L
*xx/GE'E 0€T'0- 9€9°¢CT 2900 cLv0'T 9600°0 GZ8 Aepsaupam
*xx0LL°C 90C'T- 99€°0T 1220 €8E0'T 8T00°0 TZ8 Aepsany
»xL0V'C 2920 TOEET 28¢°0- 0990°T ¥6T0°0 5i<72 Kepuop awnieq
vid
G9/L'ST 22S'0- 18290 €5€0°0 E€ESY [e1ol
- 128°'G¢ 0.8°T- 6¢.L°0 ¥¥20°0 806 Kepud
0489 262°0- T2€9°0 GT20°0 16 Aepsiny L
- - G9G°L 659°0- 0T09°0 ¢ST100 0€6 Aepsaupam
12C°TT LT20 72990 9¢90°0 6¢6 Aepsany
879°CT 0850 80T.0 9€S0°0 758 Kepuol 1yBiuteno
*xx6.G°C «EVEC- 88L°0T ¢ST°0- T060°T €600°0- VESY e10}
»x069'T GEE'T- ove's ¢0T'0 0S00'T 9T€0'0- 806 Aepli
*xxGEB'C 9€8°0- 200°¢CT €EL0- 6280°T TETO00- [4%9) Aepsiny L
»x98C°€ ¢e0- 6EV'TT 6,10 7680°'T 02000 0€6 Aepsaupam
*xxEE6°C 10C°T- 2S9°0T /8€°0 ceEVT'T 70T0°0 626 Kepsany
»x9TG'C L1S'T- 9G¥'¢T Tvl0- 9.¢T'T GST0°0- G468 Kepuop awnieq
AdS
Ssaouelen
oy (saouelren . . pung
10 Anenbe fenbaun) sueaw jo SIS0y SSaUMYS (%) "Aop 'pPIS (%) ueay JaquinN popelL abueyOXT

9yl 10} 1sa)-4

Alrenba ay 1oy 18911

413 pue %aaM-ayl-jo-Ae@ Ag suiniay awnkeq pue 1yBIN Jo sansieIs aAnduosaq T ajqeL

-Czech Journal of Economics and Finance, 68, 2018, no. 1

uver

Finance a

84



‘Alonnoadsal ‘s|ans] 9T pue g ‘0T aus Je Juedyiubis Ajreonsnels
- lwizio 1-Cusy- (g o)

. I
A < 10 A >+ 3 payalas s saoueuen enba jo nu ayr assym N%\n%Hk 1S9] 4 pajiel-om)

auyy s sadueleA Jo Auenba Joj 1sa) ayL .:CI “u), NANS\MWVV.TAQI i), NA E\N_%vd;mﬁws_,.,.,. NN%+ _:\ m_.m.vv =1 a1aym wopaal} Jo saaibap (I YIM uonnguISIp

-} 8y} MOJ|0} Ty ‘seouelien sajdwes sy ale .N% pue N_rm. ‘suesw ajdwes ay) are NM pue _M ‘sozis aidwes ay) ase “#f pue ' asaym (seoueuea fenbaun)

<

ale 1ey)l SaNn[eA BJ0UdP yxx ‘v ‘x

m.oQ mr_\,\ )+ TE\ N_mbx (“x — "x) = 7 s1suesw jo Ayrenba 1o} 158 ayL “A10681€D YIS Ul SUOREAISSHO JO JaqUINU - JBGWINN ‘NI 10} ¥T0Z/TO/E0 O} T00Z/T0/Z0
woly pue via 10} ¥TOZ/TO/E0 O} 866T/T0/TZ ‘OO 10} ¥T0Z/TO/E0 O} 666T/S0/TT ‘AdS J0}yTOZ/TO/E0 O} 966T/T0/Z0 WOL) dre S8lss awn suinal swnkep pue 1ybIN :S810N

€181 1600 ¥808°0 20700 692€ [e10}
TETTE 6.2°0- TEE6'0 10200 159 Keplig
S8T'. GEO'0- 29720 81700 8G9 Aepsiny L
8€5°L 120" §€ZL'0 2€00°0 T.9 Kepsaupam
009°6T 1060 GE08°0 GE80'0 699 Aepsan
EEY'8 612°0 12280 52S0°0 ¥19 Kepuon 1yB1uIsno
xxxE10°E «CE8'T- 16€'8 €670~ vEOV'T 9TT0'0- 0/2€ [e103
#2xC66'T 2970 09T'6 1850 TLTET €800°0- 1G9 Aepud
xxx069°€ 8IT'T- G6.°'6 0L¥°0- SEEV'T 9820°0- 859 Kepsiny1
xxxL16'E ¥€G°0 €618 8200 62hy'T G9€0°0 1.9 Aepsaupam
xxxLET'E 868°0- 1689 1220~ 8Si'T 0920°0 699 Kepsan
xx8L1'C x022'C 1282 198°0- €0.LE'T 9060°0- ST9 Kepuon awnkeq
AMI
16€°0T /ST0 TTv60 0GS0°0 12.€ [e103
2927CtT v1€0- 9GG0'T /600 6L Aepu4
1SL°L 8890 67260 88.0°0 47 Kepsiny1
€58'6 86T°0 10560 G200 59/ Kepsaupam

85

-Czech Journal of Economics and Finance, 68, 2018, no. 1

aver

Finance a



*AloAnoadsal ‘sjana)l 94T pue G ‘0T 8y 1e Jueayiubis Ajleansiels are Jey) sanjea
BIOUBP sy ‘xx ‘x 73 + TUIQT=AT 4 UL TR | Vg T L I 1=17 4 PAxAp VAT Pl 1=[T 4 0 = U s) ]apow parewnse 8y L “yiuow a8y jo Aep 1se| ay) jo aoud uado o) Aep eyewnnuad sy
10 2o11d 8509 W0} PaYe|Ndfed Si yiuow ay) Jo Aep 1se| sy} Jo uinias ybiu syy ‘usdo-Aepu4 0) 8s0jd-Aepsiny L wolj parenafed si uinai ybiu Aepliy ‘uado-Aepuojy 03 8sojd-Aeply woly pajejndjed
S| uinjal ybiu Aepuoiy ayL "Xuyew ddueLeA0d I1S9MM-AOMAN ayl BUISN WO} UMOUNUN JO UONE[3.I000)Ne pue AHDNISEPads0Ialay o) Pajoaliod are sanfea-d pue SI0L9 piepuels |[e ‘suinjal ul
S)S9} 1004 JjUN 10} S| S}S3} UoLIad-Sdl|iud pue Ja|in4-Aax21Q Y ‘Sfenpisal sarenbs 1sea| ul ANoNsepadsolalay oy Si1sa) dHYM ‘S[enpisal sarenbs jses| ul Uoiea110d [el1as 10} S 1sa} Aa1po9-yasnalg
‘019z ale sjuaa0d adojs e yeyy sisaylodAy |inu ayl Jo si ansiels-4 's413 Jo spouad ajdwes 10} uondas erep 9as "uinal WyBiu Aepsaupap 8y} S| suoissalbal Ul 8duU1aal |gelien Awwnp ay) S9lo0N

w697 18" +#x858°G8" 8TV 68" »EEV 16" 158} UoII_d-Salyd
*xZE9'TE" TV 7E- +xL96'GE- xx20'SY - 158} J3|Ing-Aax21a "V
»79'00C LT TV 95 GST #80 08T SNYM
29" LE 2 TS TP #xGLL'TS »xE€6'GE Kaypoo-yosnaig
8.8°0 LT52°T ¥6€'T X689 T onsness - f
€000°0- 90000 60000 0T000 o pasnipy
52000 TE00'0 €€00°0 TE000 o
6€59 SSYL 6208 1906 A
9GTT0 L¥E00 €/GT0 L1900 0690°0 /2€0°0 91,00 ¥0T0°0 Kep-quodas (F¢)
TLS0°0 €210°0- 82200 0LT0°0- €2v0°0 8T20°0- 12700 0STO0- wbIu-quodss ()
L2ET0 €T00°0- €LET'O 9z€0°0 05800 ZYIT0 €280°0 »C06T"0 Kep-qisnd (%)
91,00 +289T°0 0TL00 x«8T22°0 29%0°0 #BTYT0 0870°0 »8ETT'0 wb-aisig (%9)
6600 T0ZT 0" 980T°0 ¥6ET 0- 81,00 ¥866T°0~ S€L0°0 %2210~ Kep-qisen ('g)
¥090°0 L€L0°0 52900 ¥990T°0 01700 ¥8.90°0 67800 »0SGLT0 wbw-aise ('9)
6GET0 WIT0 €69T°0 ¥150°0 9980°0 STE00 5060°0 ¥650°0 Kep-Hisod (9)
¥.60°0 89v0°0- 220T'0 €000 2990°0 1€20°0 16900 2€20°0- WbIu-HIsod (“A)
82TT'0 €1€0°0 Y0ET'0 S/ST°0 Sv20°0 S20T°0 TLL00 66€0°0 Rep-Haid ('9)
89900 T9T0°0- 66.0°0 2120°0- 06700 9000 L6¥0°0 5500 wbiu-Haid (*4)
ST90°0 20000~ 8000 ¥ELTT0- 1200 SSE0°0- 1200 T0v0'0- Kep-Aepud (*v)
69700 £VT0°0 82500 S6T00 0€€0°0 Sv€0°0- 12€0°0 €200°0 wbw-Aepus (*9)
16500 ¥220°0- 9,900 §€20°0 22r00 50000 00700 8920°0- Kep-Aepsiny L (*0)
12¥0°0 6,£0°0 LTS0°0 8950°0 60€0°0 €600°0- €0€0°0 §500°0 wbiu-AepsinyL (%)
0€90°0 €0v0° 96.0°0 9T¥0'0 S000°0- 12700 €TT0°0- Kep-Aepsaupam (*»)
T b1u-Aepsaupam
¥6T0°0 €2.0°0 82700 STT00- 12700 S600°0- Kep-Aepsan (“»)
+0€80°0 99%0°0 80€0°0 09€0°0 TTE00 86%0°0 wBiu-Aepsany (°d)
58800~ 5200 8€V0°0 2€00°0 TEVO'0 9T1v0°0- Kep-Aepuoy (')
TOY0'0 58700 02€0°0 0,000 9TE00 82€0°0 wb-Aepuon (')
S€00°0- 25€0°0 00200 €800°0 00200 16000 ejsuod ()

J0119°PIS ‘1J90D J0119°PIS 190D 10119°PIS 190D J0119°PIS ‘490D
AMI 000 via AdS 413

[9POIN 199)3 YIUO-8Y}-O-uinL
pue AepljoH ‘Yaap-ayl-Jo-Aeq Jo suiniay poliad Buipel|-UoN pue Buipel] UO SI0JIT pJepuelS pue S1USBIDIB0D PalewWNs] g a|qel

-Czech Journal of Economics and Finance, 68, 2018, no. 1

aveér

Finance a

86



4.2 Regression-Based Results

The estimated coefficients and standard errors of the specified parameters in
equation (2) are presented, for each ETF, in Table 2. At the end of the table are
presented the R?, the adjusted R®, an F-test of the null hypothesis that all
coefficients are jointly zero, the Breusch-Godfrey, the White and the Augmented
Dickey-Fuller and Philips—Perron’ statistics. The Augmented Dickey-Fuller and
Philips-Perron’ tests reject the null hypothesis of a unit root in the return series,
suggesting that all return series are stationary and suitable for a regression-based
analysis.

The Breusch-Godfrey Lagrange multiplier test is used to test for high-order
serial correlation in the least squares residuals. The null hypothesis of no serial
correlation is rejected for all ETFs suggesting the presence of high-order serial
correlation in the residuals. The White test is used to test for heteroscedasticity in the
residuals and the null hypothesis of no heteroscedasticity is also rejected for all ETFs
return series. Accordingly, the standard errors of parameters are estimated using the
Newey-West procedure to correct for the effects of heteroscedasticity and
autocorrelation in the residuals.

Consider the combined calendar effect regression models for the SPY and
DIA. In no case are the estimated coefficients for the days of the week, by trading
and non-trading periods, significant. For the QQQ (IWM), only the Friday daytime
(Tuesday night) return is negative (positive), but marginally significant. These results
are in line with those obtained in the tests for mean return differences in Table 1. For
the pre- and post-holidays effects, and across ETFs, in no case are there significant
estimated coefficients during the respective trading and non-trading periods. These
results appear to be consistent with those obtained by Chong et al. (2005) in their
analysis of the US stock market using daily returns, where the prevailing evidence
points to the disappearance of this effect after 1997.

In terms of the turn-of-the-month days, and across ETFs, the estimated
coefficients for trading and non-trading periods of the last and the first trading day of
the following month are significant. For SPY, return coefficients for the non-trading
period of the last and first trading days of the month are significantly positive at the
0.05 level. The daytime return of the first (last) day of the month is significantly
positive (negative) at the 0.05 (0.10) level. At first glance, these results appear to be
consistent with those obtained in previous studies using close-to-close daily returns
on the US equity market (McConnell and Xu, 2008). These authors find that this
effect is persistent in US equity market in the period 1926 to 2005. However, in the
present study, significant coefficients do not extend to the second trading day of the
month.

For the DIA’s model, the significant estimated coefficients are almost
identical to those observed for the SPY’s model, reflecting the strong correlation
between these two ETFs. However, the estimated coefficient for the trading period of
the first day of the month is no longer significant. As expected, these results reflect
the strong common behavior pattern of these two ETFs.

For the QQQ’s regression model, only the estimated coefficients for the non-
trading period of the last and the first trading days of the month are significant and
positive. For the regression model of the IWM, only the estimated coefficients on the
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Tuesday night and the night return of the first trading day of the month are positive,
though marginally significant.

Across ETFs’ combined calendar effect models, only the estimated
coefficients for the night and daytime returns of the last and first trading days of the
month are significant, with the common pattern of the last and first days’ night
returns being positive and the first day’s daytime return being negative, though only
significant on SPY and DIA. Additionally, in all four models, the null hypothesis of
joint insignificance is not rejected in three out of the four models, with joint
insignificance rejected for the SPY model but at the 0.10 level.

Thus, results of the estimated coefficients of the combined calendar models
for the four ETFs do not offer empirical support for the existence of day-of-the-week
and pre- and post-holidays effects during trading and non-trading daily periods. For
the turn-of-the-month days, some evidence is exhibited but not entirely consistent
across the four ETFs calendar models. In interpreting summary statistics of the
estimated models, it is relevant to note the low R? values. These results are expected
in regressions that intend to model daily returns and even more so in regressions
modeling night and daytime daily returns. As exhibited in Table 1, this seems to be
due to the large variance of the dependent variable, i.e., a higher variation coefficient.

4.3 Multiple Structural Change Results

In the previous section, and at first glance, the significant coefficients of the
combined calendar models would appear to offer some evidence for a single calendar
effect in the turn-of-the-month days during the night and daytime periods. However,
the low R? values of the regressions and the insignificant joint F-test could also
indicate that the significant coefficients could be the result of occasional or time
period-dependent momentary effects. On the other hand, some earlier studies showed
evidence that the calendar effects over time may be subject to changes in trading
procedures due to regulatory developments, changes in informational market
efficiency and other exogenous phenomena to market activity. Thus, in order to
examine the long run stability in the estimated models’ parameters, we initially
conducted cumulative sum of square residual (SSR) tests. Graphs of the cumulative
SSR, however, suggest breaks on the return series.

To assess the stability of the significant coefficients, we run multiple
structural change tests using Bai and Perron’s (1998, 2003) method. This procedure
is applied to the equation model (2) admitting a pure structural change model where
all parameters are allowed to vary across multiple regimes. In this method, the break
dates and the model coefficients across the various regimes are the parameters of
interest to be estimated. Table 3 present results of the stability tests on parameters
over time. Based on this procedure, the modeling strategy of the return series over
calendar effects is similar to that performed in the previous section, i.e., we apply the
Bai and Perron (1998)’ estimation and test procedures to the model (2). The aim is to
test for the existence of multiple structural changes in the mean level of the return
series across the various calendar effects. In the procedure specification, we set the
trimming € = 0.05, the maximum permitted number of breaks is set at M = 5 and
the various tests uses a 5% significance level.
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Table 3 Multiple Structural Change Test Results Across ETFs

ETF SPY DIA QQQ IWM
Specification ¢ = g1l qummy variables M=5 e =0.05
(obser\i/lations) 469 401 373 27
Sup Fr(1) 42.248% 49.458* 47.347% 24.877
Sup Fr(2) 28.874** 31.719%* 56.960 *x 37,295 *x
Sup Fr(3) 33.513 %% 35.770* 67.755* 47.297**
Sup Fr(4) 34.726** 39.138 #* 59.126 ** 50.875**
Sup Fr(5) 37.190 38.382%* 54.816 ** 53.016**
UDmax Fr 42.24 % 49.458** 67.755** 53.016**
WDmax Fr 46.656%* 49.458** 78.501 ** 66.510%*
Sup Fr(1]0) 42.248 ++ 49.966 ** 47.347 % 27.877
Sup Fr(2]1) 45,787+ 44.872 %% 26.414
Sup Fr(3|2) 37.854* 50.728*
Sup Fr(43) 43,433 22.518
Sup Fr(514) 31.679
Soleced ‘ : : ;

Notes: This table presents statistics’ values in the equations (6), (7) and (8) for the pure structural change
model in equation (2). € = 0.05 stands for the trimming coefficient, M = 5 stands for the maximum
number of allowed break dates in the model; g stands for the number of regressors with allowed
changing coefficients and h stands for the minimum number of observations in each regime, ** denotes
values that are statistically significant at the 5 level.

Since in the previous section tests results on residuals showed that return
series exhibited serial correlation and heteroscedasticity, in estimating the models we
allow for different distributions of the errors across the various regimes and the
estimated standard errors and p-values are corrected for serial correlation and
heteroscedasticity using the Newey-West covariance matrix.

For the SPY, the Sup F;(k) tests are all significant for k between 1 and 5.
The UDmax F; and the WDmax Fy tests are also significant, suggesting that at least
one break is present. To determine the number of breaks, the sequential procedure is
applied using a 5% level which selects four breaks (the Sup F;(5]|4) test is not
significant). The four break dates are estimated at 12/12/1996, at 05/02/1998, at
01/27/1999 and at 04/16/2001. For the DIA, the Sup Fr(k) tests are all significant
for k between 1 and 5. The UDmax F; and WDmax F; tests are also significant,
suggesting that at least one break is present. The selection procedure selects three
breaks, with the break dates estimated at 01/11/1999, at 01/28/2000 and at
03/12/2001. For the QQQ, the Sup Fr(k) tests are all significant for k between 1 and
5. The UDmax F; and the WDmax Fr tests are also significant suggesting that at
least one break is present. The selection procedure selects one break, with the break
date estimated at 09/20/2001. For the IWM, the Sup Fr(k) tests are all significant
for k between 2 and 5. The UDmax F; and the WDmax F; tests are also significant
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but the selection procedure do not select any break, suggesting no structural change
in the mean level of returns over the entire sample period in this ETF.

For the SPY, estimated calendar models across the various identified regimes
are presented in Table 4. Across the first four regimes, from 1/02/1996 to 4/16/2001,
there is a high variability in the significant coefficients. Each one of the first three
identified sub-periods comprise about one year and the fourth about two years of
daily trading and non-trading period returns. In the first four regimes, the null
hypothesis of joint insignificance of parameters is rejected at the 5% level in the first
and second and at the 1% level in the third and fourth. In the fifth regime, the
longest, the null hypothesis of joint insignificance cannot be rejected. These results
suggest that the significant calendar effects, evidenced during the first four sub-time
periods, would be motivated by momentary effects generated by specific market
conditions during these sub periods. For SPY, these results suggest that persistent
and significant day-of-the-week, pre- and post-holidays and turn-of-the-month effects
do not exist. Thus, these results would not support any profitable trading strategy
based on these calendar effects. The estimated results for the fifth and last regime,
from 04/17/2001 to 01/03/2014, despite the estimated coefficient for the night return
of the first trading day of the month being marginally positive, suggest the
disappearance of calendar effects observed in the previous sub—periods.

For the DIA, results of the estimated models for the various regimes are
shown in Table 5. As in the SPY case, there is also in the ETF a strong variability in
the estimated coefficients in the first three regimes. Each one of the first three
regimes comprises approximately 1 year of intraday returns. The fourth and last
regime coincides with that observed for SPY. In this last regime, the estimated
coefficient for the non-trading period of the first trading day of the month is
significantly positive. In the first three regimes, the null hypothesis of joint
insignificance is rejected. This suggest that the estimated calendar effects have some
explanatory power in returns but that these effects are also specific and restricted to
these short sub-periods, not allowing delineating profitable trading strategies.
Similarly, in the fourth regime, we observe the decline and the disappearance of
calendar effects in this ETF, despite the estimated coefficient for the night return of
the first trading day of the month being significantly positive. Similarly, the null
hypothesis of joint insignificance for this regime cannot be rejected.
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For the QQQ, estimated models are presented in Table 6. For this ETF, Bai
and Perron (1998)’s method only identifies two regimes over the entire sample
period. The first regime encompasses about two and a half years of night and daytime
returns and the significance and sign of the estimated coefficients in this regime are
identical to those exhibited in Table 2 for this ETF over the entire sample period,
except in the coefficient for the Tuesday daytime return. However, the null
hypothesis of joint insignificance of the estimated coefficients is not rejected. The
second regime spans from mid-September 2001 until the end of the entire sample
period. In this regime, and similarly to that observed in the full sample period, the
estimated coefficient for the night return of the first trading day of the month is
significantly positive. However, this significant effect, along with the significantly
negative effect of the daytime return of the last trading day of the month, reveal no
significant power in explaining the trading and non-trading period return variance
since the null of joint insignificance of the coefficients fails to be rejected.

Table 6 Estimated Coefficients and Standard Errors on Trading and Non-Trading
Period Returns of Day-of-the-Week, Holiday and Turn-of-the-Month Effect
Model for Multiple Structural Changes for the QQQ ETF

ETF QQQ 3/11/1999 - 9/20/2001 9/20/2001-1/03/2014
Coeff. Std.error Coeff. Std.error

(B,) Constant -0.0688 0.1342 0.0277 0.0316
(B1) Monday-night 0.1760 0.1743 0.0070 0.0454
(a;) Monday-day -0.0145 0.2781 -0.0694 0.0658
(B,) Tuesday-night 0.2362 0.1682 0.0075 0.0446
(a;) Tuesday-day -0.5534* 0.2875 -0.0157 0.0651
Wedn.-night s e s e
(a3) Wedn.-day -0.1273 0.3146 0.0129 0.0696
(B) Thursday-night 0.2999 0.2046 0.0074 0.0454
(ary) Thursday-day 0.1564 0.2681 -0.0025 0.0608
(B,) Friday-night 0.2770 0.1965 -0.0331 0.0490
(as) Friday-day -0.2390 0.2878 -0.0947 0.0627
(y1) PreH-night 0.0556 0.3705 -0.0366 0.0632
(61) PreH-day 0.3489 0.6276 0.1273 0.1080
(y2) PostH-night -0.3756 0.3686 -0.0012 0.0990
(8,) PostH-day -0.6815 0.7184 0.2024 0.1429
(6,) LastD-night 0.5814*+* 0.1945 0.0091 0.0590
(9,) LastD-day 0.1514 0.4759 -0.2001** 0.0873
(6,) FirstD-night 0.4862* 0.2587 0.1648** 0.0658
(9,) FirstD-day -0.1353 0.4638 0.0580 0.1327
(63) SeconD-night 0.0060 0.3182 -0.0157 0.0594
(9;) SeconD-day -0.0027 0.7904 0.0782 0.1010
R? 0.0206 0.0031

Adjusted R? 0.0057 0.0001

F - statistic 1.3846 1.0336

T 1268 6188

Notes: The regression constant term (reference category) is the Wednesday night mean return. F-statistic is of
the null hypothesis that all slope coefficients are zero. All standard errors and p-values are corrected for
heteroscedasticity and autocorrelation of unknown form using the Newey-West covariance matrix. T
stands for sample size, either of night and day time returns, in each regime. The Monday night return is
calculated as from Friday-close to Monday-open prices; the Friday night return is calculated as from
Thursday-close to Friday-open prices; the night return of the last trading day of the month is calculated
as from the close price of the penultimate trading day to open price of the last trading day of the month
and the others calendar returns are calculated accordingly. The estimated model is r, =S, +

Z‘}=1 Bjxje + She1 T + Xieq Yihye + Yoot Ombme + Xoe1 OnYne + 213;=1 OpVpe + & where each
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regression coefficient captures the corresponding mean return difference relative to the constant term.
*, % ¥ denote values that are statistically significant at the 10, 5 and 1% levels, respectively.

Finally, for the IWM, the Bai and Perron (1998)'s method does not identify
different regimes in the calendar effects on the trading and non-trading period returns
over their entire sample period. The absence of different regimes of calendar effects
in this ETF is not surprising given that their sample period begins in 06/02/2001,
approximately coinciding with the beginning of the last identified regime in the
previous three ETFs and where the calendar effects on trading and non-trading period
returns tend to disappear. In this latter sub-period and across ETFs, the exception is
the positive and significant effect on the night return of the first trading day of the
month.

Results suggest that the calendar effects on trading and non-trading daily
period returns in US stock markets, using as a proxy returns in the US equity ETFs of
the major US stock indices, exhibit a strong variability in the significant coefficients
in the short sub-samples until the beginning of 2001. After this date, significant
calendar effects tend to disappear, only remaining a significant positive effect on the
night return of the first trading day of the month. Also, across ETFs and for this last
sub-period, the null of joint insignificance of the parameters in the model fails to be
rejected. Thus, in the US equity ETF market, results do not support the existence of
calendar (day-of-the-week, pre- and post-holiday and turn-of-the-month) effects on
trading and non-trading daily returns, in particular from 2001 onwards.

5. Conclusion

This study examines the presence of calendar effects on trading and non-
trading daily period returns in the US equity market, using return series of the four
major Exchange Traded Funds (ETFs) actively traded and that track major stock
market indices in US markets: the SPY (S&P 500 index), the DIA (Dow Jones
Industrial Average index), the QQQ (NASDAQ 100 index) and the IWM (Russell
2000 index). The regression model simultaneously specifies three calendar effects in
night and daytime returns: by day-of-the-week, by pre- and post-holidays and by
turn-of-the-month days’ effects. The specified model allows us to examine the
relative strength of each effect.

Obtained results during the full sample period are not consistent with those
observed in previous studies using these same ETFs, although using other methods
and shorter and earlier sample periods. Specifically, almost all mean return
differences between trading and non-trading periods, by days-of-the-week and across
the set of ETFs, are not statistically significant. On the other hand, by days-of-the-
week, but consistent with previous studies, we continue to observe the pervasive fact
that the volatility of the trading is significantly higher than the volatility of the non-
trading daily period return.

Over the entire sample period, regression results for the combined calendar
effect model only exhibit significant coefficients on the last and the first trading day
of the month for the SPY and DIA and in a smaller number in the QQQ and IWM
ETFs. The night return of the first trading day of the month is the only significant and
positive coefficient across all ETFs, though marginally significant in the IWM.
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To examine over time the persistence or the fixedness of the calendar effects,
we employ Bai and Perron (1998, 2003)’s method to identify multiple structural
changes. Across ETFs, results show the existence of several regimes in calendar
effects, except for the IWM where only a single one regime is observed over the
entire sample period. After identification of the regime break dates over the entire
sample period, regression models were re-estimated. For each of these three ETFs,
the significant estimated coefficients vary considerably across regimes and with a
short duration, from one to two years. A common pattern across ETFs is observed in
the last regime, beginning in 2001, and the single one for the IWM. In this last and
considerably longer regime, significant effects observed in previous regimes
disappear, except for the significant positive effect on the night return of the first
trading day of the month which tends to persist.

In summary, before 2001, results exhibit a high instability in significant
coefficients. From 2001 onwards, and across ETFs, there is a decrease or even the
disappearance of calendar effects in trading and non-trading daily period returns.
Results obtained in the present study contrast with those obtained in previous studies
by Cliff et al. (2008) and Kelly and Clark (2011) using this same ETF group,
although using earlier and shorter sample periods, ending at 2006. For the exhibited
instability by the significant coefficients across ETFs over the sub-sample periods
prior to 2001, we cannot exclude the possibility that these significant and unstable
observed effects could have been momentary and motivated by market-specific
conditions in such short time periods. On the other hand, and in line with the absence
of these effects from 2001 onwards, results are consistent with the nature of this asset
class, i.e., these ETFs are broadly diversified portfolios with diversification of private
information, with higher liquidity and lower transaction costs (bid-ask spreads); these
characteristics mitigate adverse selection, induces uninformed investors to trade these
securities (Hasbrouck, 2003) and improves information impounding.

Other factors could have contributed to the absence of calendar effects,
namely the growth in futures market, the increased trading by institutional managers
in this asset class and the regulatory changes introduced by SEC (2005) in the US
market trading microstructure. Hasbrouck (2003) found that for the S&P 500 and
NASDAQ 100 indexes, price discovery is dominated by futures, specifically by E-
minis futures contracts, and not by ETFs trading. The regulatory changes introduced
by SEC (2005) could have contributed to improvements in information impounding
at the open and close of the markets and reduced trading activity leeway by
specialists in NYSE and market makers in NASDAQ in open and close price
discovery.

Our results suggest that, from 2001 onwards, open and close price discovery
mechanisms may have become more efficient. Given our inconsistent results with
previous studies using this same ETF group, it would be adequate to carry out further
studies to examine the robustness of our results using this and other asset groups,
with other methods and with an extended sample period.
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