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PREFACE

Dear readers,

It is my pleasure to introduce you a collection of papers from the 14th annual
international scientific conference The European Financial Systems 2017 organized
annually by Department of Finance of the Faculty of Economics and Administration,
Masaryk University in Brno, Czech Republic. This year's conference was focused
especially on the current issues related to accounting, banking sector, insurance, new
regulations of financial markets, different tax systems, corporate finance, public finance,
financing of non-profit organizations and financial literacy.

Because the collection of papers presents the latest scientific knowledge in this area,
I believe you will get a number of new insights usable both for your scientific, and
educational or practical activities. I would also like to express my conviction that we
meet each other in occasion of the 15th year of this conference held in 2018.

I wish you pleasant reading

Petr Valouch

Chairman of the Program Committee
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The impact of financial market imperfections on the investment -
cash flow sensitivity in Slovak companies

Katarina Belanova

! University of Economics
Faculty of National Economy
Dolnozemska Street 1, 852 35 Bratislava, Slovakia
E-mail: katarina.belanova@euba.sk

Abstract: A company usually has get at least part of financing for investment projects
from financial markets. If financial markets are perfect, the choice of the sources of
finance does not influence investment decisions. Since financial markets are imperfect,
companies find that external finance is costly or rationed. Especially small and medium -
sized companies (SMEs) have difficulties in getting external financial sources. As a result,
corporate investment is sensitive to the amount of internal funds. The aim of the article
is to survey the impact of financial market imperfections on firm investment on the
sample of 53 automotive companies in the SR. The survey was carried out during the
year 2011. Using augmented accelerator model, we find supportive evidence for the fact
that companies which are supposed to be more financially constrained exhibit greater
investment - cash flow sensitivity. Our findings support the results of Fazzari et al.
(1988) who also find that investment spending of firms with high levels of financial
constraints is more sensitive to the availability of cash flow.

Keywords: investment - cash flow sensitivity, capital market imperfections, financial
constraint

JEL codes: G14, G31

1 Introduction

Companies need finance to operate and undertake investment projects. It is obvious that
if finance is inadequate, they will not invest. A company can finance its investment
projects by the use of internal and/or external funds. It usually has to get at least part of
its financing from financial markets. When firms find that external finance is costly or
rationed, they face financing constraints in their investment decisions. The accessibility to
external finance of companies has become more interesting after the financial crisis from
2007.

The body of empirical research which explores the connection between investment and
finance has developed with the theme that financial structure is relevant to a firm's
investment decisions when capital markets are imperfect. This is in contrast to Modigliani
and Miller’s (1958) irrelevance theorem. Modigliani and Miller have argued that in
a perfect capital market, a firm's investment decisions are independent of its financing
decisions because the financial structure would not affect the costs of investing. Under
such assumption, they conclude that a firm s financial structure is irrelevant to its value.
For example, Myers and Majluf (1984), Greenwald et al. (1984), and Myers (1984)
provide strong support of the fact that external funds are not a perfect substitute for
internal capital. As a result, the cost of external finance may differ substantially from
internal capital. According to this view, investment expenditures may depend on financial
factors such as the availability of internal capital (Fazzari et al., 1988). According to
them, firm's internal cash flow may impact investment because of a financing hierarchy
(Pecking Order Theory), in which internal capital has a cost advantage over external
capital. A large number of empirical studies have provided strong support for the
financing hierarchy hypothesis. The standard approach of this research is to categorize
firms according to a variety of firm - level financial variables (dividend payout, size,
leverage, etc.) before measuring the investment - cash flow sensitivity. The main results
of these papers suggest that investment is more sensitive to cash flow for firms with high
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levels of financial constraints. For instance, Fazzari et al. (1988) consider firms with high
dividend payout ratios as unconstrained and firms with low ratios as financially
constrained. They show that investment is less sensitive to internal funds for firms with
high dividend payout ratio.

Kaplan and Zingales (1977) challenged the seminal study of Fazzari et al. (1988)
extensively. They questioned the validity of the measure of financial constraints. Based
on the same database complemented with firms’ annual reports, Kaplan and Zingales
(1997) proved that the investment - cash flow sensitivity is the highest for firms which
seem to be the least financially constrained.

As we can see, researchers devoted much attention to the influence of internal finance on
investment. However, literature is ambiguous whether this influence has a positive or a
negative effect on the relationship. Studies comparable with Fazzari et al. (1988) - for
example Chirinko and Schaller (1995); Hubbard et al. (1995); Bond, Harhof and Van
Reenen (1999); Carpenter, Fazzari and Petersen (1994); Nickel and Nicolitsas (1999);
Marhfor et al. (2012) conclude that investment - cash flow sensitivity for financially
constrained firms is higher compared to lower financially constrained firms. However,
studies comparable with Kaplan and Zingales (1997) - for example Chang, Tan, Wong
and Zhang (2007); Erickson and Whited (2000) and Cleary (1999) conclude the contrary,
lower constrained firms displayed a higher sensitivity of cash flow to investment than
higher constrained firms.

According to Clearly et al. (2007), the cause of these contradictory conclusions is the lack
of a precise empirical proxy for financial constraints.

The aim of the article is to survey the impact of financial market imperfections on firm
investment on the sample of 53 automotive companies in the SR.

From the text we can conclude that the recognition of the effect of financial market
imperfections on firm investment suggests that internal funds should be accounted for
when estimating firm investment.

2 Methodology and Data

In the year 2011, we carried out a survey among automotive companies in the SR. All
information on the variables used in our study was obtained through the financial
statements of the companies. The data received from the survey allow us to investigate
the sensitivity of corporate investments to internal funds. The dataset used in the
empirical analysis contains 53 companies.

There are two main approaches in the empirical literature regarding the issue of finance
constraint. The most popular and widely use dis the reduced form regression. It employs
Tobin"s Q, defined as the stock market valusation of firms vis - a - vis its replacement
cost (capital stock at historical prices adjusted for inflation and depreciation). The other
approach is structural model estimation, using the Euler equation. There are also some
modified versions of the reduced form approach.

By adding an internal - funds variable to the standard accelerator model, we use the
augmented accelerator model for testing the argument that if financial markets are
imperfect, firm investment may be sensitive to internal funds. Although there are some
criticisms regarding this model, its advantage is that it consists of variables that are
observable.

Model Specification
We use the following model specification:
I =a, +a,SAL ,50 + a3PRQ 50,0+ €

where:
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I; is total planned (gross) investment divided by total fixed assets in 2010;

SAL,p;0 is total sales in 2010 divided by total fixed assets in 2010 and reflects the
accelerator model of investment, we expect a, to be positive;

PRO5p;0 is total profit in 2010 divided by total fixed assets in 2010 and measures the
existence of financial constraints with which automotive companies may be confronted;
we expect as to be positive reflecting the importance of the availabilityof internal funds in
determining investment decisions.

i the individual firm index; and
€ is an error term.

As stated, when coefficient as is positive and statistically significant, investment is
positively sensitive to internal funds. If financial markets are perfect or financial
constraints are absent, the coefficient should be zero. Kaplan and Zingales (1997) also
derive an equation that helps to explain this argument. In addition, since the degree of
financial constraints may vary across firms of different characteristics, coefficient as; may
also be found to vary across different groups of a priori classified firms according to the
degree of financial constraints they face.

3 Results and Discussion

This section presents the results of the empirical test of the link between financial market
imperfections and firm investment using the data on automotive companies in the SR.
Table 1 shows the outcomes of the OLS estimations of equation.

Table 1 Determinants of investment of automotive companies: entire sample

Constant 0.033
(1.1338)

PRO;. 0.166%*
(0.7181)

SAL; 0.49%**
(2.4045)

N 53

R? 0.132

Source: own survey
Note [ significant at the 10 per cent level; O O significant at the 5 per cent level

The positive sign of PRO,p;0 indicates the existence of financing constraints for the
automotive companies. Yet, it is possible that the degree of financing constraints differs
across companies that have different characteristics. Unfortunately, the data we have
gathered for this study do not permit analysis of these issues.

4 Conclusions

The paper is devoted to an empirical study on the effect of financial market imperfections
on investment of automotive companies in the SR. Despite the theoretical plausibility of a
relationship between capital market imperfections and real investments, the empirical
literature has found it difficult to identify this channel. Overall, more research is needed
to identify a method that will not be subject to criticisms related to the use of cash-flow
in the investment equation and will be based on the data that are relatively available
across countries and over time.

The empirical study lends support to the view that companies surveyed have faced
financing constraints. More specifically, we estimate an augmented investment equation
using the data obtained from the questionnaire on automotive companies in the SR. The

13



results show that the availability of internal funds has a positive and statistically
significant effect on investment of the entire sample, suggesting that automotive
companies face financing constraints.

Our findings support the results of Fazzari et al. (1988) who also find that investment
spending of firms with high levels of financial constraints is more sensitive to the
availability of cash flow.
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The Development of Gross Premiums Written in Life Insurance
in the Czech Republic

Karina Benetti

Technical University of Liberec
Faculty of Economics, Department of Economic Statistics
Studentska 1402/2, 461 17 Liberec, Czech Republic
E-mail: karina.benetti@tul.cz

Abstract: Life insurance industry over the last decade has changed greatly, not only in
the offer of products. Originally this type of insurance resulted to cover the consequences
of the risk of death and survival. Products of life insurance covering the risk of death
should provide family of in case of death of the breadwinner, products aimed at the risk
of life expectancy were mainly-saving products which should primarily secure the
individual in old age. It was also possible to arrange a product called mixed life
insurance. It is worth mentioning that there are various modern variations and
possibilities of arranging the different kinds of insurance within the life insurance of
people. The product development is escalated in investment life insurance product, which
has its strengths, but also weaknesses. The main objective of this paper is to capture the
main trends of gross life insurance premium, focusing on changes in gross premiums
written by individual types of life insurance products including the analysis of selected
parameters (number of insurance contracts, insurance penetration and other selected
indicators). The software STATGRAPHICS Centurion will be used for this analysis.

Keywords: life insurance, development, gross premium written
JEL codes: G18, G22

1 Introduction

The main roles of life insurance in the financial services system are gradually changing.
According Duchackova (2016) the life insurance is considered to be an instrument to
cover the needs of people, on the one hand, a tool of covering the consequences of the
risk (death and other risks - accident, invalidity, illness etc.), and on the other hand, a
tool for savings to cover the needs of people in post-productive age. At present, many
factors affect the development of life insurance and especially its efficiency. In the use of
life insurance as a means of addressing the needs of people in old age is in the last
period on the Czech insurance market a number of problems. The problems, according
Duchackova (2016) arise from the form of life insurance products, from regulatory
approaches in life insurance, from approaches to selling life insurance contracts.
However, life insurance is a standard tool of the insurance (financial) market
(Duchackova, 2015). Its role, significance and form are changing throughout its
development in relation to changing conditions of life insurance. It is characteristic for
the recent period that life insurance has been going through modifications, in particular
the typical increase in the share of unit linked life insurance which is representing in
particular the product of the investment life insurance. Life insurance and especially unit
linked life insurance have been recently facing a few challenges. Some of them resulted
from changing financial markets and others were connected with the conclusion of life
insurance policies.

The aim of the paper is to analyze the development of the gross premium written of life
insurance in the Czech Republic and the basic groups of life insurance products by
analyzing selected indicators.

In the following part will be characterized research methods and data for analysis.
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2 Methodology and Data

In the research were particular used scientific methods: induction, comparative analysis,
synthesis of partial knowledge, elementary statistical analysis and dependence analysis.

For elementary statistical analysis was used the following selected indicators (Hindls, et
al, 2000):

« the first difference (1)

2 =a-n,. (1)
+ the second difference (2)

A? =@ —At(i) (2)
« the growth coefficient (3)

kt = L

Yi-1 (3)

+ the growth rate (4)

6yt =Tyl -100 4)

» the increase rate (5)
Ty, = k; L00
t

(5)
« the average absolute gain (6) and
n
21
1Z:t=2 ZYn_yll
n-1 n-1 (6)
« the average growth coefficient (7)
K = ng 2
h (7)

where n is the number of values (in this paper n = 22).

For regression analysis was used software STATGRAPHICS Centurion XVI. For the
analysis was used secondary data from Czech National Bank (2017).

According to the results of an elementary statistical analysis will be chosen a suitable
model for trend analysis. The results of trend analysis will be evaluated based on their
individual indices:

« RMSE (root mean squared error);

« R% modified index of determination;

+ p-value (of parameters and model) of significance, according to which the

robustness of a particular model is evaluated at the 5% significance level;

e« t-test,

* F-ratio of model.
Other indicators that will assess the development of life insurance in the Czech Republic
will include, in particular: development of number of insurance contracts, insurance
penetration, gross premium written in life insurance per capita and the ratio of the
individual life insurance groups (insurance relate to an investment fund, wedding
insurance or child-care insurance, accident insurance or sickness insurance, retirement
insurance, death and survival insurance) to the total prescribed life insurance in the
Czech Republic.
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3 Results and Discussion

The results of elementary statistical analysis, by selected characteristics, of development
of gross premium written in life insurance are given below. The development of the
percentage ratio of gross premium written in life insurance versus non-life insurance is
illustrated in Figure 1. This figure shows the importance of life insurance on the Czech
insurance market. It should be added that this ratio is reversed on average across the EU
(see Eurostat data). The basic development of gross premium written in life insurance of
its first difference illustrated Figure 2 and Table 1.

Figure 1 Development of The Percentage Ratio of Gross Premium Written in Life
Insurance Versus Non-life Insurance
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Figure 2 Development of Premium Written in Life Insurance with Development of its
First Difference
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According to the development of the values specified in Figure 1 can be deduced that the
observed characteristics recorded growth till 2014. For this reason, does not make sense
to describe the examined values other statistical characteristics (such as e.g. coefficient
growth, growth rate and increase rate). For a basic overview of the development of the
examined values sufficient to indicate the results of absolute average gain and average
growth coefficient.

The result of average absolute gain is for gross premium written in life insurance
CZK 2 392 810 520.

The result of average growth coefficient is for gross premium written in life insurance
1.092248 (which corresponds to 9.23 %).

Table 1 Elementary Characteristic Development of Gross Premium Written in Life

Insurance
Gross
premium
written of
non-life
insurance (in
Years thousands
(t) CZK (y:)) A A2 k: Ty Oy
1995 9 341 715 X X X X X
1996 10937 216 1 595501 X 1.170793157 0.170793157 17.08%
1997 12 692 286 1 755070 159 569 1.16046771 0.16046771 16.05%
1998 15089 372 2 397 086 642 016 1.188861644 0.188861644 18.89%
1999 19 793 331 4 703 959 2 306 873 1.311739879 0.311739879 31.17%
2000 22770132 2976801 -1727 158 1.15039414 0.15039414 15.04%
2001 28 281 966 5511 834 2 535033 1.242064209 0.242064209 24.21%
2002 34 036 346 5 754 380 242 546 1.203464639 0.203464639 20.35%
2003 41 128 802 7 092 456 1338076 1.20837889 0.20837889 20.84%
2004 44 201 009 3072207 -4 020249 1.074697216 0.074697216 7.47%
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2005 44 954 269 753260 -2318947 1.017041692 0.017041692 1.70%

2006 47 233389 2279120 1525860 1.050698633 0.050698633 5.07%

2007 54 128 225 6894836 4615716 1.145973773 0.145973773 14.60%

2008 56909094 2780869 -4113967 1.051375581 0.051375581 5.14%

2009 60 209 323 3 300 229 519 360 1.057991241 0.057991241 5.80%
11 555

2010 71 764 862 539 8255310 1.191922753 0.191922753 19.19%

-11 311

2011 72 009 104 244 242 297 1.003403365 0.003403365 0.34%

2012 72 049 292 40 188 -204 054 1.000558096  0.000558096 0.06%

2013 71577 033 -472 259 -512 447 0.993445335 -0.006554665 -0.66%

2014 71 186 464 -390 569 81 690 0.994543375 -0.005456625 -0.55%
-8 771

2015 62 415 277 187 -8380618 0.876785747 -0.123214253 -12.32%
-2 824

2016 59 590 736 541 5946 646 0.954745999 -0.045254001 -4.53%

Source: own elaboration Czech National Bank (2017)

From Table 1 it is clear, that the largest increase was recorded in the surveyed quantity
in 2010, on the contrary, the largest decline in 2015. The question is which life insurance
group this increase / decrease was caused. This will be the focus below.

The results of the ratio of the individual life insurance groups (insurance relate to an
investment fund, wedding insurance or child-care insurance, accident insurance or
sickness insurance, retirement insurance, death and survival insurance) to the total
prescribed life insurance in the Czech Republic are shown in the Figure 3.

Figure 3 The Development of the Ratio of the Individual Life Insurance Groups to the
Total Premium Written in Life Insurance in the Czech Republic
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From Figure 3 it is clear that the increase in the total life insurance premium written in
2010 was driven by an increase in subscribed life insurance premiums linked to the
investment fund. On the other hand, the decline in total life insurance premiums written
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in 2015 was due to a decline in written life insurance premiums in the event of death and
survival, as well as a partial decline in gross written premium written linked to the
investment fund.

The results of development of number of insurance contracts, insurance penetration and
gross premium written in life insurance per capita see in Table 2.

The number of the insurance contract has a decreasing trend over the reference period,
except 2012. However, the gross premium written per insurance contract has a volatility
development period. This means that with the decreasing number of contracts, the gross
premiums written not decreases. Premium per capita increases in the period 2006 to
2011, and in the following year, since 2012, it has declined. In the case of this indicator,
it is highly desirable for its value to have a growth tendency. The decreasing trend of this
indicator indicates the low use of the product by the population of that country.
Insurance penetration a growing tendency in 2006 to 2010, with a downward trend in the
following period since 2006, indicating the unfavorable development of the indicator.

Another research question is how to develop gross premiums written in life insurance in
the future this will be used to analyze time series and software STATGRAPHICS
Centurion XVI. The trend in time series can be described by trend functions unless the
development of time series corresponds to a particular function of time (for example:
linear, quadratic and exponential).

Table 2 The Results of Selected Indicators

2006 2007 2008 2009 2010
Number of insurance contracts 10 010 546 10119438 10104 445 9 349 600 8919 070
Gross premium written per insurance contract 4718 5 349 5631 6 442 8 046
Premium per capita 4 601 5243 5456 5741 6 824
Insurance penetration 1.35% 1.41% 1.42% 1.54% 1.82%

2011 2012 2013 2014 2015
Number of insurance contracts 8675566 9357769 8060735 7740318 7 392770
Gross premium written per insurance contract 8 300 7 699 8 880 9197 8 443
Premium per capita 6 860 6 856 6 810 6 764 5920
Insurance penetration 1.79% 1.77% 1.75% 1.65% 1.37%
Source: own elaboration from (Czech Statistic;(l););f)ice, 2017a and 2017b), (Czech National Bank,

Linear trend function (line) has the following form (8), (Artl et al, 2002):

T, = Bo + Bit (8)
Quadratic trend function (parabola) has the following form (9), (Artl et al, 2002):

T, = By + Pit + Bot? (9)
Exponential trend function has the following form (10), (Artl et al, 2002):

T; = BoBi (10)

To evaluate the suitability of the trend have been identified and assessed values of trend
function forecast, values of the root mean squared error (RMSE) and values of modified
index of determination (R%).

RMSE (11), (Artl et al, 2002):
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RMSE = [57_,(y; - 9,)? (11)

where J, is modeled values at time t.
Determination modified index (R%) (12), (Artl et al, 2002):

(1-R*))(k-1)

Ry = R* — T—k

(12)
Other indicators used for trend analysis include: p-value, t-test and F-ratio. Based on the
results of these indicators, using the software STATGRAPHICS Centurion XVI was
selected the best model - quadratic trend.

Trend function forecast is: T, = — 4572620 000 + 6 184 630 000t — 126 960 000t2.

Forecast for next two periods is — point for year 2017 CZK 70 511 000 000 (interval CZK:
56 552 400 000 - 84 471 300 000) and point for year 2018 CZK 70 729 300 000
(interval CZK: 55 850 200 000 - 85 608 400 000).

Figure 4 Time Series Equalization by Quadratic Trend and Forecast of Development for
Next Two Years
Time Sequence Plot for Col_1
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The predicted development of the gross premiums written in life insurance according to
the selected time series model for the following two periods — 2017 and 2018 - has a
growing tendency. If the model prediction would be fulfilled, it would indicate a positive
development in the use of life insurance products. However, it is questionable whether
declining trends in the use of traditional life insurance products, death and survival
insurance, rather than suggesting a change in clients' interest in other products = such
as the life insurance product linked to the investment fund. On the contrary, the increase
in the use of life insurance products that are linked to the investment fund does not
necessarily imply a positive development in the use of life insurance products, as the
investment life insurance products are not the classic investment products but rather the
investment instrument (when the reasonable amount for the risk of death not met). This
could be a basic research question for further research.
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Abstract: Movements on the global financial markets are nowadays interconnected and
influenced by both fundamental and behavioural or psychological effects. During the last
couple of years, besides of standard corporate results and predictions, the market
volatility is significantly trigger by monetary policies of central banks and policy makers.
Nevertheless, many investors find stock market indices as an appropriate way for their
investments, especially at time of low bond yields. The objective of this paper is to
analyse the time-varying nature of selected world stock market indices by using a
correlation model as well as to evaluate the influence of behavioural effects of market
participants on the volatility. The output from the model confirmed the negative
correlation among selected stock indices and volatility, while real effective exchange
rates effect differs. The paper highlights key aspect having weight on stock markets
mainly the central bank monetary policies, public debts, currency pair fluctuations, as
well as inflation levels.

Keywords: stock price indices, market and exchange rate volatility, price correlations,
monetary policy, behavioural effects.

JEL codes: F34, G15, G18.

1 Introduction

The stock markets as well as financial instruments which are offered there, have recently
drawn the attention of investors, policy makers and academics across the world. Several
studies have focused on the correlation between the markets, the main factors
influencing the trend movements, contagion between the spot and future markets, the
short and mid-term volatility reasons and reactions to different shock scenarios. Such
information is crucial not only for fund managers, portfolio risks analysts but for
individual investors as well. It enables them to timely address and diversify their
investments in order to reduce the underlying risk. Conceptual views on stock market
indices correlations differ and point out striking differences in outputs and model
interpretations.

Morana and Beltratti (2008) analyse linkage and monthly stock market returns for the
USA, the UK, Germany and Japan over the period 1973-2004. Results point to a
progressive integration of the four stock markets, leading to increasing co-movements in
prices, returns, volatility and correlation. Evidence of a positive and non-spurious linkage
between volatility and correlation, and an increasing trend in correlation coefficients over
time, were also found. Similar research studies about transmission of stock returns,
volatility and international stock market correlations were published by Pan and Hsueh
(1998), Forbes and Rigobon (2002), Rua a Nunes (2009) and Ranta (2013).

In a more recent study of Connor and Suurlaht (2013) analyzed the relationship between
macroeconomic variables and time-varying correlations between Eurozone markets. They
find that Eurozone markets seem to be more correlated when recent cumulative returns
are on average lower within the region. The correlation magnitude positively varies with
Eurozone GDP growth measures. More specifically the correlation magnitude is higher
during quarters when the cross-country average quarterly GDP growth rate is higher.
Cappiello et al. (2006) proposed an asymmetric approach called Asymmetric Dynamic
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Conditional Correlation (ADCC) model. The main reason was to analyze the behavior of
international equities and government bonds. While equity returns show a strong
evidence of asymmetries in conditional volatility, little is found for bond returns.
However, both equities and bonds exhibit asymmetries in conditional correlations, with
equities responding stronger than bonds to joint bad news. The article also found that
during periods of financial turmoil, equity market volatilities show important linkage and
conditional equity correlations among regional groups increase dramatically.

The most significant effects on stock markets during the last couple of years occurred
due to variety of standard and non-standard measures adopted by major central banks.
Purchase of financial assets financed from money of central bank, increased liquidity and
pushed up asset prices. Those who sold assets to the central bank rebalanced their
portfolios into riskier assets. According to Gerlach-Kristen et al. (2016), announcements
of large-scale bond purchases pushed down bond yields across a wide swatch of bond
markets, as well as in Japan. They point to a global portfolio balance effect that reflects
the global integration of many bond markets. The study of Rogers (2014) analyzed the
effects of unconventional monetary policy by the Federal Reserve, Bank of England,
European Central Bank and Bank of Japan on bond yields, stock prices and exchange
rates.

A sizeable percentage of investors are using social media to obtain information about
companies. As a consequence, social media content about firms may have an impact on
stock prices. Various studies utilize social media content to forecast stock market-related
factors such as returns, volatility, or trading volume. Pieter de Jong et. all (2017)
investigate whether a bidirectional intraday relationship between stock returns and
volatility and tweets exists. Findings indicate that 87% of stock returns are influenced by
lagged innovations of the tweets data, but there is little evidence to support that the
direction is reciprocal, with only 7% of tweets being influenced by lagged innovations of
the stock returns.

Nooijen and Broda (2016) examine the predictive capabilities of online investor sentiment
for the returns and volatility of MSCI U.S. Equity Sector Indices by including exogenous
variables in the mean and volatility specifications of a Markov-switching model. They find
that the Thomson Reuters Marketpsych Indices (TRMI) predict volatility to a greater
extent than they do returns. In the two-regime setting, there is evidence supporting the
hypothesis of emotions playing a more important role during stressed markets compared
to calm periods. The authors also find differences in sentiment sensitivity between
different industries: it is greatest for financials, whereas the energy and information
technology sectors are scarcely affected by sentiment.

Another economic indicator that measures the degree of optimism that consumers feel
about the overall state of the economy as well as their personal financial situation
represent the consumer confidence. Several authors (Shiller, 1984, Fisher and Statman,
2003, Baker and Wurgler, 2007, and Reed 2016) measure consumer sentiment via
analysis of social networks and show that such sentiment affects stock prices;
specifically, the S&P 500 and the Dow Jones Industrial Average. The authors
implemented lexicographic analysis of Twitter data over a three-month period and found
that talk intensity of economic issues not only causes shifts in the daily stock market
prices, but also has a significant negative effect.

The paper deals with the analyses and predictions of both fundamental and behavioural
effects on stock market movements. The objective of this paper is to analyse the time-
varying nature of selected world stock market indices by using a dynamic correlation
model as well as to evaluate the influence of behavioural effects of market participants
on the volatility.

24



2 Methodology and Data

To suggest the regression model, it was required a use of methods of summary,
synthesis and analogy of the knowledge and creation of a short literature review. Second,
it was done a data collection. In our model there were used daily data and our time
series range from 2000 to 2017 (4243 observations). While similar studies generally use
quarterly data, we decided to work on a daily frequency in order to capture the more
precise outputs. It were used the time series from the QUANDL DataStream. To capture
the dynamics of our model, it was used as a dependant variable indices (DAX, S&P 500
and Nikkei 225), as a measure of stock price movement and as a remark of economies.
Further, the real effective exchange rates (USD/EUR, USD/ JPY and EUR/PJY) were used
to incorporate the currency depreciation/appreciation into our framework. Last, we
incorporated into model the historical volatility of selected world stock indices to analyse
the influence on the stock price movements. The selected parts of data series are plotted
in a Figures 1-3. Regarding the methodology, we were used a method of multiple
regression in order to explain the relationship among the independent variables to the
dependent variable, according the formula (Hair et all., 2010):

Y=a+ b1X1+ bzXz"F"' +bxxx (1)

where Y is the value of the Dependent variable (Y), a (Alpha) is the Constant or
intercept, and b, is the slope (Beta coefficient) for X; , X; first independent variable that
is explaining the variance in Y, b,is the slope (Beta coefficient) for X, , X, first
independent variable that is explaining the variance in Y, and so on. The computations
were completed in Eviews. Figure 1 reports the data, mnemonics, descriptions, sources
and specifications.

Figure 1 World stock price indices movement since 2000
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Source: Quandl, 2017.

3 Results and Discussion

In this section, the multiple regression estimates for the selected stock price indices DAX,
S&P 500 and Nikkei 225 and chosen independent variables - real effective exchange
rates USD/EUR, USD/JPY and EUR/JPY and historical volatility of selected world stock
indices. The output from the model confirmed the negative correlation among selected
stock indices and volatility, while real effective exchange rates effect differs. The volatility
significantly grows in time of negative mood on the market, higher geopolitical risks or
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monetary policy changes. In a such situations, market tend to make corrections from
previous rallies, and statistically ones a year there are a massive sell offs. This happened
for example in summer

2015 (China currency devaluation) or in February 2016 (market fears over the European
banking system, oil price fall). And vice versa, the volatility declines in times of bull
market moods. As an example could serve the last stock rally from Dec. 2016 up to
March 2017 (Trump economic effect). The last example was characteristic by extremely
low volatility and simultaneously several historical stock markets records, especially in US
market. The next table below summarises the model output for DAX (similar output were
calculated for S&P 500 and Nikkei 225 indices, could be delivered upon request).

Table 1 Model output

Dependent Variable: DAX

Method: Least Squares

Date: 06/24/17 Time: 11:49

Sample (adjusted): 4/27/2010 3/31/2017
Included observations: 1772 after adjustments

Variable Coefficient Std. Error t-Statistic  Prob.
EUR_JPY -16.61796 1.675051 -9.920869 0.0000
EUR_USD 0.000471 5.56E-05 8.468616 0.0000
GERMANY -34.73515 2.391942 -14.52174 0.0000
JAPAN -5.957127 1.738761 -3.426077 0.0006
NIKKEI_225 0.137846 0.010030 13.74362 0.0000
S_P_500 2.820317 0.081273 34.70162 0.0000
us -239.1736 97.42216 -2.455022 0.0142
UsD_JPY 28.94847 2.861030 10.11820 0.0000
C 1887.464 165.5598 11.40050 0.0000
R-squared 0.953396 Mean dependent var 8583.351

Adjusted R-squared 0.953184 S.D. dependent var 1868.848
S.E. of regression 404.3608 Akaike info criterion 14.84756
Sum squared resid 2.88E+08 Schwarz criterion 14.87539
Log likelihood -13145.94 Hannan-Quinn crit. 14.85784
F-statistic 4508.288 Durbin-Watson stat 0.156175

Source: own calculation (Eviews), 2017
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Figure 2 Historical Volatility of selected world stock indices
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Source: Quandl, 2017.

The reaction of the real effective exchange rates on the stock markets differs. While EUR
and USD appreciations does have a negative, but small correlation on stock price
movements, JPY effect is much stronger. Generally stronger currency leads to more
expensive exports, what is reflected in decline of exporter’s stock prices. This is visible in
case of japan yen. The appreciation of JPY, especially in time of risk appetite mood on the
markets, leads immediately to stock price decline and lower level of Nikkei 225 index.
This situation happened in April 2017, an appreciation of USD/JPY from 112.5 to 108.5
lead to Nikkei 225 index decline from 19.500 to 18.350 (US health care act disapproval,
Syria attack, Korea fears).

Second we analyse cross correlation matrix among chosen stock indices. There are
positive relations among all of them, but DAX and S&P 500 dispose of quite high
correlation. This is caused by similar economic cycles of European and US economies and
their interconnections. The positive investor mode from one economy is strongly
reflected in another one and reverse. The positive correlation between Nikkei 225 and
S&P 500 is lower compare the previous one, what is influenced by different industry
structure of Japan and US economy. Japan economy is heavily dependent on row
material imports and higher share of export on GDP. Those facts are reflected in NIKKEI
225 index development. In addition the exchange rate of Japanese yen play an important
role in index price trends. The lowest positive correlation shows DAX and NIKKEI 225
indices.

Table 3 Cross Correlation Matrix

DAX S&P 500 NIKKEI
225
DAX - 0,8966 0,4815
S&P 500 0,8966 - 0,5581
NIKKEI 225 0,4815 0,5581 -

Source: own calculation (Eviews), 2017

Further aspect, which we analyse, was the influence of applied monetary policy to change
in stock prices. An expansionary monetary policy applied by major central banks after
2001 was reflected in a massive asset reallocations, mainly from less risky assets
(government bonds) toward riskier equities. These trend caused significant equity prices
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increases, what could be seen in figure 1. The policy of law interest rates have helped
governments to consolidate their debts and contributed to stabile economic environment.
Since 2016, the general labour market conditions improved and inflation levels increased,
what lead Federal Open Market Committee (FOMC) to raise the target for the federal
funds rate by 0.25 % percentage point to a range of 0.5-0.75 %, and in March 2017 by
further 0.25%. The FOMC expects that economic activity will expand at a moderate pace,
labor market conditions will strengthen somewhat further, and inflation will rise to 2 %
over the medium term. This change of interest rate was partially reflected in stock price
movements, but the major trend came for the Trump policy actions.

In September 2016, the Bank of Japan committed to expanding the monetary base until
inflation exceeds 2 % in a stable manner and adopted a new policy framework aimed at
controlling the yield curve by targeting short and long-term interest rates. In December,
the European Central Bank announced an extension of the intended duration of its asset
purchases through at least December 2017, albeit with a slight reduction in those
purchases beginning in April 2017. In a mid-term view, the increase of interest rate
would come in Europe in 2018, while the Japan situation is difficult to predict.
Nevertheless, the positive correlation of analyzed markets would not change and the
interest rate changes would have a higher impact on bond markets.

Figure 3 Major exchange rate pairs development
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Source: Quandl, 2017.

Further we try to forecast the price development of selected world indices for the next
two years, while taking into account the past volatility and cross currency exchange rate
movements since 2000 as an independent variables. There are negative relations among
stock price indices and volatility and negative correlations among exchange rate
movements and stock price indices. For example, an appreciation of the japan JPY leads
to downturn trend of Nikkei 225 index, as stronger JPY means more expensive export,
what is immediately expressed in lower prices of japan export companies. The results
confirmed the strong correlations of analysed word stock indices. R-squared coefficient
amounts 0.9533 by DAX, 0.9457 by Nikkei 225 and 0.9419 by S&P 500 index. The next
figure below summarises the model output for the stock indices forecasting.
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Figure 4 Model output - Stock indices forecasting
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Source: Own calculation (Eviews), 2017.

The results confirmed the strong correlations of analysed word stock indices. R-squared
coefficient amounts 0.9533 by DAX, 0.9457 by Nikkei 225 and 0.9419 by S&P 500 index.
Aggregate real stock prices are fairly highly correlated over time with aggregate real
dividends. As confirmed by the study of Shiller (1984), the simple correlation coefficient
between the annual real Standard and Poor's composite stock price index and the
corresponding annual real dividend series between 1926 and 1983 is 0.91. The
correlation coefficient between the real stock price index and a linear time trend over the
same sample is only 0.60. Thus, the price of the aggregate stock market is importantly
linked to its dividends, and much of the movements of the stock market that we often
regard as inexplicable can be traced to movements in dividends.

Looking in a development since last year, U.S. equity markets were volatile around the
Brexit vote in the United Kingdom but operated without disruptions. Broad equity price
indexes have increased notably since late June, with a sizable portion of the gain
occurring after the U.S. elections in November 2016. Reportedly, equity prices have been
supported in part by the perception that corporate tax rates may be reduced. Moreover,
market participants pointed to expectations of changes in the regulatory environment as
a factor contributing to the outperformance of bank stocks. By contrast, stock prices of
firms that tend to benefit from lower interest rates, such as utilities, declined moderately
on net. The implied volatility of the S&P 500 index—the VIX— fell, ending the period
close to the bottom of its historical range.

Financial market conditions in both the advanced foreign economies (AFEs) and the
emerging market economies have generally improved since June 2016. In the AFEs,
increasing distance from the Brexit vote, better-than-expected economic data for Europe,
and the continuation of accommodative monetary policies by advanced-economy central
banks have contributed to improved risk sentiment.

Except of the fundamental aspect of the economies, the financial markets are
significantly influenced by behavioral, or psychological effects (Fenzl, 2016). The key
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question is, what facts about financial decisions and what cognitive and neural processes
influence people by taking financial decisions. Because of cognitive constraints and a low
average level of financial literacy, many household decisions violate sound financial
principles. Households typically have under diversified stock holdings and low retirement
savings rates. Investors over extrapolate from past returns and trade too often. Even top
corporate managers, who are typically highly educated, make decisions that are affected
by overconfidence and personal history. Many of these behaviors can be explained by
well-known principles from cognitive science.

The literature in behavioral finance has forcefully demonstrated that these robust
decision anomalies have important consequences for individual investor wealth, stock
market prices, and regulatory policy (Frydman and Camerer, 2016). What is less clear,
from a cognitive science perspective, is the psychology that generates the observed
patterns of saving, investing, and trading behavior. There is a large number of trading
patterns that are inconsistent with the rational use of information and the ideal balance
of risk and return. A useful next step in organizing this set of facts is to understand the
correlation structure among the various biases. Many of these seemingly distinct biases
could be generated by a common neural and psychological mechanism.

Some emerging evidence for this conjecture has already been found, as the same brain
areas encode signals that generate the disposition effect and repurchase effect. This
neural overlap fits with a strong correlation between these effects at the behavioral level.
Most of the research use longstanding folk psychological constructs such as limited
attention, emotion, salience, and the value of simplicity that psychological limits imply.
Being able to measure the psychological influence on stock market movements, there will
be needed a broader interdisciplinary study of financial decision making, as a
collaboration using the ideal combination of mathematical modeling, cognitive and neural
measures, and observed behavior.

4 Conclusions

This paper investigated the link between the German DAX, Japan Nikkei 225 and US S&P
500 index, and chosen macroenomic variables government bond yields and exchange
rate. We relied on the correlation method to establish whether the correlations between
markets and macroeconomic variables has evolved over time and were affected by
unconventional monetary policy pursued by central banks.

The output from the model confirmed the negative correlation among selected stock
indices and volatility, while real effective exchange rates effect differs. The volatility
significantly grows in time of negative mood on the market, higher geopolitical risks or
monetary policy changes. The quantitative monetary policy adopted by major central
banks caused rapid decline of government bond prices, while stock indices went up
significantly. This movement of stock market participants toward potential high yields
could be seen in US, Europe and Japan markets as well. Second we analyse cross
correlation matrix among chosen stock indices. There are positive relations among all of
them, but DAX and S&P 500 dispose of quite high correlation. This is caused by similar
economic cycles of European and US economies and their interconnections.

Next we try to forecast the price development of selected world indices for the next two
years, while taking into account the past volatility and cross currency exchange rate
movements since 2000 as an independent variables. The model outputs predict further
grow of all analysed indices. In case of Europe and Japan, this is in line with market
analyst predictions. Regarding the US equities, both trends could be confirmed. Some
analyst predict a 5-10 % correction, while other see further increase thanks to Trump
economy policy. Further we analyse the psychological effect on stock market
movements. Stock prices are likely to be among the prices that are relatively vulnerable
to purely social movements because there is no accepted theory by which to understand
the worth of stocks and no clearly predictable consequences to changing one's
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investments. Ordinary investors have no model or at best a very incomplete model of the
behavior of prices, dividends, or earnings of speculative assets.

Since investors lack any clear sense of objective evidence regarding prices of speculative
assets, the process by which their opinions are derived may be especially social. There is
an extensive literature in social psychology on individual suggestibility and group
pressure. Much of this literature seeks to quantify, by well-chosen experiments, how
individual opinions are influenced by the opinions of others. The research shows evidence
of flagrant decision errors under social pressure but not of abandonment of rational
individual judgment. Behavioral Finance has identified contagion as one of the underlying
mechanisms of booms and panics in financial markets, where contagious entities such as
rumors, profit expectations, trading rules and others are transmitted via social
interactions.
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Abstract: The aim of this paper is to give a comprehensive description of the risk
dependence and interdependence between selected European stock markets and Brexit
equity in the period spanning from January, 7, 2000 to February, 3, 2017. We have
studied behavior of extreme quantiles using quantile regression approach. This approach
is robust because it is based on the use of various measures of central tendency and
dispersion statistics for a detailed analysis of the relationship between variables. We have
found evidence of significant interdependence/independence between financial markets
and Brexit. The analysis of upper and lower quantiles allows to observe that the
interdependence is positive asymmetric and higher for bear markets compared to bear or
normal markets conditions.

Keywords: risk, quantile regression, stock market, Brexit
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1 Introduction

The changes of interdependence of financial markets often show asymmetric dependence
of assets or markets. The literature which concentrates on analysis of changes of
financial market dependencies compares financial markets during normal period and
during crisis period. Many authors use a linear dependence measure such as OLS
methods (Bae et al. 2003), (Baur, Schulze, 2005), or Markow-switching model (Hu,
2006) or copulas (Baur, 2012).

In the recent time, policy uncertainty in Europe has intensified due to the Global Financial
Crisis, serial crises in the Eurozone, etc. Economic policy uncertainty increased after the
start of the recession during 2007-2009 due to businesses and household uncertainty
about future tax, spending, regulatory, health-care and monetary policies. Baker et al.
(Baker et al., 2015) have investigated the role of policy uncertainty, and they have
developed an index of economic uncertainty (EPU) for the United States.

New uncertainty is caused due to Brexit. Brexit is an abbreviation for "British exit,"
referring to the UK's decision in a June 23, 2016 referendum to leave the European Union
(EU). The vote's result shook global markets, causing the British pound to fall to its
lowest level against the dollar in 30 years. There is inconsistency of opinion about the
influence of this vote on financial markets. Some authors (Ringe, 2017) argue that, in
reality, the impact of Brexit for financial services will be minuscule, if not irrelevant.
(Raddant, 2016) analyzed response of selected European stock markets to Brexit. He
analyzed the correlation of market indices, stock volatility and the special role of stocks
from the financial sector.

Bloomberg gives us an opportunity to analyze economic policy uncertainty for Europe,
the United Kingdom and for Brexit in index EPUCBREX. The construction of these indices
is based on newspaper articles regarding policy uncertainty about economy, uncertainty
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and information about spending, deficit, regulation, budget, tax, policy, or the Bank of
England, or ECB. We have taken EPUCBREX index as risk factor for analyzing six
European markets - the DAX, Germany market, CAC40, French market, WIG20, Poland
market, ISEQ, Irish stock market, IBEX Spain stock market and XU100, Turkey stock
market.

This paper contributes to the existing literature by using a quantile regression approach
to investigate how Brexit uncertainty expressed in EPUCBREX index affects returns of the
mentioned market indices. We have analyzed the dynamics of selected stocks indices
across selected quantiles. Our findings could provide a new insight into the behavior of
European stock markets, thus leading to meaningful implications for policy makers,
investors and risk managers dealing with this market.

We have used linear quantile regression approach. While OLS regression model estimates
the expected value of the dependent variable, linear quantile regression approach
provides essentially the same estimates as sample quantiles. Quantile regression has
been used in many papers concerning the risk analysis (Engle and Manganelli, 2004),
(Alexander, 2008), (Baur, 2013) (Birau, Antonescu, 2014), (Naifar, 2016), (Aymen,
Mongi, 2016), etc.

The aim of this paper is to find the linkage between the selected stock markets and the
uncertainty expressed in EPUCBREX index. Is there an asymmetric or symmetric
dependence? Which market has been influenced the most by Brexit? Which market has
been stable? The paper gives answers to these questions in our empirical study. The data
used in our empirical study are based on daily data for the period from January, 7, 2000
to February, 3, 2017 are expressed in EUR.

Our findings may have implications for portfolio risk managers, policymakers,
international investors in terms of risk management which should vary per changes in
economy.

The remainder of the paper is organized as follows: Next section describes the quantile
regression methodology and data. Our empirical analysis with results is presented in the
following section. Conclusions and discussions are presented in the last section.

2 Methodology and Data

Quantile regression was developed by Koenker and Bassett in 1978 (Koenker, Bassett,
1978) as an extension of the traditional least squares estimation of the conditional mean.
Quantile regression is a distribution-free technique to estimate the effect of a regressor
on the quantiles of the response distribution. Let Y be a linearly dependent variable on
variable X. The quantile regression expresses the conditional quantiles of dependent
variable Y for given independent variable X, based on an arbitrary joint distribution. It is
assumed that the errors of the quantile regression are i.ji.d with the specific error
distribution function F,. We take the g-th conditional quantile function Qy(Q\ x)of Y

specified by regression model (Mensi, 2014)

Q,(al X) =inf {b]F,(BX)2 6} = 3 4 (a) Xy (1)

where Fy(b|X) is a conditional distribution function of Y for given X. Quantile regression

coefficient /ﬁ((q) determines the dependence between vector X and the g-th conditional

quantile of Y. The values of ,Bk(q) for qU[0,1] determine the whole dependence structure

of Y. The dependence of Y based on an explanatory variable in vector X could be either
constant where the values of p (q) do not change for different values of g or

monotonically increasing (decreasing) when B.(q) increases (decreases) with the value of
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g or symmetric (asymmetric) where the value of Gi(a) is similar (dissimilar) for low and
high quantiles (Aymen and Mongi, 2016). The coefficients of B (a) for a given q are
estimated by minimizing the weighted absolute deviations between Y and X

" T
B(a) =min % (a=Lcqupx )X ~(a+ £ X)) @
where

1 if Y <a+BX

<a+fX% — . 3
besavox {O otherwise )

Model Specification

In order to investigate different effects that the conditioning variables have on the
quantile function we have used the quantile regression model that explains the
relationship between the stock market Y (developed or emerging markets) and Brexit
uncertainty as an independent variable. This dependency can be presented by equation

QWalX) = a(q) +p(g) EPUCBREX+ ¢. (4)

Equation (4) enables us to examine what kind of dependence structure exists in the
selected European stock markets and how the dependence structure is affected by X.

Data

In this paper, we have shown the effect of Brexit on selected developed and emerging
European markets. Developed European markets are represented by the Germany DAX
index, French CAC40, Ireland ISEQ and Spain IBEX stock market index. Emerging
European stock market is represented by Poland WIG20 and Turkey XU100 stock market
indices. The choice of the markets has been based on the fact that Germany is the
strongest member of the EU, France, the second strongest pillar of the European Union,
the development during the recent period just before the election has been quite
uncertain and therefore interesting to analyze. We have chosen Turkey and Poland
because these countries are comparable in size to Germany or France, and Ireland and
Spain were chosen as the countries that could be in our opinion influenced the most by
Brexit.

The daily data were collected from January, 7 2000 to February, 3, 2017. Data provider
is Bloomberg Ltd. All data are expressed in EUR. The closing prices of analyzed time
series are nonstationary, therefore we have used logarithmic returns (log returns are
obtained by formula: r;, = In P, /In P, t = 1,..., T, where P, is the closing price in time t
excluding account dividends).

3 Results and Discussion

Table 1 provides the results obtained using IBM SPSS software. We have estimated
quantile regressions with intercept for next nine quantiles g = {0.01, 0.05, 0.1, 0.25,
0.5, 0.75, 0.90, 0.95, 0.99} according to equation (4). The table shows the quantile
regression estimates for each market index return per the empirical model defined by Eq.
(4). The asterisk “"*" denotes statistical insignificance at the 5% level.

We have found a significant positive effect of Brexit on each stock market. The strongest
and symmetric dependence of the DAX log returns on Brexit is in 5% and 95% quantile,
then for 25% and 99% quantile the dependence is slightly lower and finally for 50% and
90% quantiles. The lowest significant dependence was for 1% quantile. The effect of
Brexit on French market is slightly higher as on Germany market. The effect is positive
and significant for all quantiles. We see the strongest and the same effect for 5% and
10% quantile. For other quantiles, the influence of Brexit is lower in 25% and 1%
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quantile. From the median to 90% quantile, the effect is stable. Brexit has the lowest
impact in 99% quantile.

The dependency of the Poland market on Brexit is oscillating, positive and significant. We
can find a symmetric influence in several quantiles. The highest impact of Brexit has
appeared in 5% and 95% quantile, and then in 90% a 99% quantile. Comparable effect
can be observed also in lower and upper quartiles. Then follows the median and the
lowest influence is in bear markets in 1% quantile.

Brexit had the strongest influence on the Irish market, mainly in bear markets. The
influence has been positive gradually decreasing from 1% to 90% quantile. In bull
markets (in 95% and 99%), the influence of Brexit has again increased, but it has been
lower compared to bear markets.

Table 1 Quantile regression estimates of the coefficients

0.010 0.050 0.100 0.250 0.500 0.750 0.900 0.950 0.990

DAX a(a) -0.03 -0.01 -0.01 0.00 0.00 0.00 0.01 0.01 o0.03
t-stat -38.64 -34.87 -35.17 -28.88 2.77 33.66 33.69 41.10 26.37
ﬁ(q) 0.87 094 091 0.92 0.91 090 091 0.949 0.92

t-stat 17.06 28.76 40.63 77.16 88.83 78.88 38.43 34.95 12.18

CAC40 a(q) -0.02 -0.01 -0.01 0.0 0.00 0.00 0.0 0.01 0.02
t-stat -29.06 -32.52 -42.34 -32.18 0.92* 35.25 42.97 40.87 28.92
B(a) 0.95 0.98 0.98 0.96 0.93 0.93 0.93 0.92 0.89
f-stat 16.40 32,68 61.08 94.10 106.76 99.21 58.08 39.88 14.49

WIG20 a(@) -0.04 -0.02 -0.02 -0.01 0.00 0.0l 0.02 0.02 0.04
f-stat -24.14 -34.93 -39.30 -29.96 0.85* 31.46 44.72 34.32 24.79
Bla) 0.66 079 0.73 0.72 068 072 0.78 0.79 0.78
f-stat 4.96 14.96 21.58 35.11 36.02 34.45 2593 14.99 6.14

ISEQ a(q) -0.03 -0.02 -0.01 0.00 0.00 0.01 0.01 0.02 0.03
t-stat -17.01 -35.64 -30.23 -30.34 2.64 34.59 43.61 35.16 24.97
B(a) 0.77 0.77 0.75 0.69 0.67 0.65 0.65 0.68 0.76
t-stat 5.78 21.42 27.17 55.62 60.65 54.14 34.14 20.48 9.13

BEX a(@ -0.03 -0.02 -0.01 -0.00 0.00 0.01 0.01 0.02 0.03
t-stat -27.24 -31.28 -47.33 -29.47 1.14 33.74 36.79 35.42 24.97
plq) 099 0.87 087 0.84 0.82 0.83 0.83 0.83 0.82
t-stat 12.38 22.24 47.57 63.26 73.81 68.30 36.77 25.16 10.13

XUi100 a(@) -0.07 -0.04 -0.03 -0.01 0.00 0.01 0.02 0.04 0.07
t-stat -22.09 -42.49 -46.74 -28.40 1.27* 29.67 43.12 32.85 24.48
fl@) 079 0.83 0.82 0.77 0.74 082 0.80 0.73 0.64
t-stat 3.17 12.16 18.99 25.93 30.03 26.54 18.39 8.80 3.04

Source: author’s calculations based on data from Bloomberg

The Spanish stock market has been relatively affected the most positively by Brexit. The
dependence has been the highest for 1% quantile, gradually declining and moderately
stabilized over the median.

The Turkish market has been slightly oscillating influenced by Brexit, with the highest
positive impact for 5% quantile. Brexit had the lowest impact in bull markets (99%
quantile) (see Table 1).
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Quantile regression estimates of the regression parameters are shown in Figure 1 -
Figure 6. Note that the dashed line shows the quantile regression estimates of the
regression parameters across the quantile ranging from 0.01 to 0.99. Gray band depicts
95% confidence intervals for the quantile regression parameter estimates. Figure 7
compares the impact of Brexit on individual markets. We see that in bear markets, Brexit
had the greatest impact on the Spanish stock market, followed by the French and
German markets, followed by the Turkish, Irish stock market. Brexit had the least impact
on the Polish stock market. During the bull markets, Brexit had the greatest influence on
German, French, Spanish, Polish, Irish and the lowest on the Turkish stock market.
Under standard business conditions expressed by the median, the French, then German,
Spanish, Turkish, Polish, and finally Irish, stock markets were most affected.

Figure 1 Quantile regression estimates of the regression parameters for DAX
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Figure 2 Quantile regression estimates of the regression parameters for CAC40
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Figure 3 Quantile regression estimates of the regression parameters for IRELAND
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Figure 4 Quantile regression estimates of the regression parameters for IBEX
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Figure 5 Quantile regression estimates of the regression parameters for WIG20
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Figure 6 Quantile regression estimates of the regression parameters for XU100
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Figure 7 Comparison of the Quantile regression estimates
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4 Conclusions

Our paper contributes to the existing literature by assessing the impact of Brexit
uncertainty on selected developed and emerging European stock markets across different
quantiles of the return distributions. Our empirical evidence for the daily data from
January, 7 2000 to February, 3, 2017 indicates positive significant dependence between
the EU stock markets and Brexit. Brexit has had an asymmetric influence on individual
stock markets. It has more influence during bear rather than bull markets. Our findings
are similar to (Raddant, 2016) findings that wrote the Brexit vote had similar effects in
Germany, France, Spain and Italy, but our results precisely describe the impact of Brexit
on the analyzed stock markets. Mapping the impact of Brexit is helpful for international
investors, portfolio risk managers, traders, policymakers to avoid the downside risk in
their investments. Uncertainty about future agreements between the UK and the EU and
changes in the future EU financial infrastructure still remains, and the two year period to
finalize the process of leaving the EU can therefore bring some interesting developments.
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Abstract: The aim of the paper is to analyze bankruptcy model INO5 to determine its
usability for private civil engineering companies in Slovakia. The analysis has been
carried out using a sample of companies obtained from a Slovak database called FinStat.
In this paper, we have analyzed data from a static point of view when we have used one
year data, and from a dynamic point of view when we have analyzed samples of
companies that have been bankrupt for the last 4 years. The reporting ability of the
selected indicator INO5 is judged by the number of correct and incorrect predictions. We
have found that the INO5 index is an appropriate model, the validity of which has been
verified by logistic regression. We have found out the predictive power of the INO5 model
is not reduced unless we consider the EBIT/interest expense and current assets/short-
term liabilities indicators. We have found that the index INO5 is a reliable model for civil
engineering industry in Slovakia.

Keywords: Index INO5, bankruptcy model, logistic regression
JEL codes: G32, M10, C35

1 Introduction

Civil engineering sector makes a significant contribution to Slovakia's GDP despite the
declining construction production in recent years (Yearbook of Construction in SR 2016).
The situation in civil engineering sector has slightly improved because of state contracts
that were obtained, especially by large construction companies. However, the financial
situation of the large construction companies is not completely without problems.
Medium, small and micro construction businesses in the civil engineering sector can have
some financial problems, they can default by failing to pay at a specified time an
obligation. Default is a specific event, when a company fails to meet obligation.
Bankruptcy is a legal process, where creditors work with legal authorities to oversee the
finances of an entity which is in default or insolvent. Bankrupt is the process through
which creditors collect the debts owed to them. The fact that Slovak civil engineering
sector is in a crisis proves, compared to other sectors, a higher number of companies
that are bankrupt or possibly facing the bankruptcy. These facts have led us to analyze a
sample of companies from the construction sector the data from accounts database
FinStat.

All around the world there are known numerous bankruptcy models, but most of them
were created based on surveys of economic conditions that are very different from the
economic reality in Slovakia. The added value of these models can be misleading for a
Slovak company.

Due to similar economic conditions of the Czech and Slovak Republic, it is appropriate to
use the same model developed for the conditions in the Czech Republic for Slovak
companies. The advantage of the Czech model is based on the fact Slovak companies
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have comparable or identical items of financial statements (DihenesS¢ikova and Hicak,
2011).

The best-known Czech model is Neumaier's husband model Index IN (Neumaierova and
Neumaier, 2005). The prediction possibilities of the financial situation of the Slovak
companies were also mentioned in (Zalai et al., 2016). An analysis of the usefulness of
Altman's functions for predicting the financial development of Slovak companies was
carried out by Kabat’s team (Zalai et al., 2016).

Many experts try to create reliable indicators for detecting creditworthiness or bankruptcy
in Slovakia. The most common used method for creating a bankruptcy model is
multidimensional discriminatory analysis or logistic regression. At present, either new
models arise or experts deal with the usability of the already established credit and
bankruptcy models in the selected economy.

The aim of the paper is to analyze and validate the INO5 model for Slovak civil
engineering companies. The paper contains four sections. The first and the second
section provides theoretical background for the practical processing of the topic. The
third section includes a more detailed description of the objectives set, used methodology
and the methods of investigation. The fourth section presents our results and findings for
the bankruptcy model INO5 for Slovak civil engineering sector and model INO5 adjusted
by logistics regression.

2 Methodology and Data

The first Neumaier's model originated in 1995. It was based on mathematical and
statistical rating models and practical experience in analyzing the financial health of
companies (Knapkova et al., 2013). Insolvency was frequent in Czech companies at that
time. Therefore, this model includes the ratio of the reflected insolvency of the
companies expressed in relation to the liabilities over the maturity divided by incomes.
Similarly, Slovak companies had similar problems, so the model can be used in Slovakia
as well (Zalai et al., 2016). This model considers more creditors than ownership
(RGEkova, 2015). Ownership model was created in 1999. Combining both models, a new
model INO1 was created in 2001, linking creditworthy and bankruptcy insight. In 2005,
Neumaiers created INO5 model that upgrades the INO1 model from the point of view of
enterprise's ability to create value. Compared to the model INO1, the weights in the
EBIT/Total Assets and bandwidth indicators have been changed (Zalai et. al, 2016). The
INO5 model is

INO5=0,134/L)+0,04EBIT/IE)+3,97EBIT/TA+0,21{TRTA)+0,09CA/(STL+STBL) (1)
where A/L - Assets/Liabilities or Financial Leverage,
EBIT/IE - EBIT/Interest Expense or Interest Coverage,
EBIT/TA- EBIT/Total Assets or Ability to Create Profits or Production force
TR/TA- Total returns/Total Assets

CA/(STL+STBL - Current Assets / (Short-term Liabilities + Short-term Bank Loans
and Borrowings) or 3rd grade liquidity.

Enterprise rating and the assignment of the future status is based on the next bands:

INO5 > 1.6 - enterprise creates worthiness with probability 67% (good financial situation
of the company)

0.9 < INO5 < 1.6 - gray zone (Area of unmatched results)
INO5 < 0.9 - enterprise is at risk of bankruptcy with probability 86%.

To avoid problems in the indicator EBIT/IE in the case of loans approaching zero,
Neumaiers recommended to reduce the value of the indicator EBIT/IE to value 9. This
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eliminates any case when the impact indicator EBIT/IE outweighs the other effects, and
the index value is approaching to infinity (Neumaierova and Neumaier, 2005).

Our analysis of the INO5 model has been carried out using a sample of companies
obtained from the Slovak FinStat database. Data were filtered, refilled and merged as
needed. The resulting databases were continuously controlled for instance on data
duplicity or randomly on the correctness of the data associated with the company's ID
(company registration number). We have created two data samples. The first contains
1360 Slovak private civil engineering companies. The second sample contains
information about 35 bankrupted and restructuring Slovak private civil enginnering
companies during 4 years before the bankruptcy.

In this paper, we have analyzed data from a static point of view when we have used one
year data using crosstabs. Static analysis was carried out for 1360 private Slovak civil
engineering companies. From a dynamic point of view, we have analyzed the predictive
value of the INO5 model for bankrupt companies over four full consecutive calendar years
immediately prior to their bankruptcy (dynamic point of view) (Klempaiova, 2017). The
number of bankrupt companies was 35. In the last analysis, we verify the performance of
the INO5 model using logistic regression. We have used IBM SPSS software (Verma,
2013).

3 Results and Discussion

Crosstabs have been used to test goodness of the fit of the observed frequency of
bankrupt and restructured companies in private civil engineering Slovak sector and INO5
model and to test the significance of association between these two attributes.

Table 1 Bankruptcy and Restructuring vs INO5 category

INO5 finstat

Bankruptcy Gray zone Prosperity Total

2 No Count 409 271 523 1203
% % within Bankruptcy and Restructuring 34,0% 22,5% 43,5% 100,0%
‘;5:: % within INO5 finstat 74,6% 97,8% 97,8% 88,5%
_né % of Total 30,1% 19,9% 38,5% 88,5%
§ Yes Count 139 6 12 157
‘L;-J. % within Bankruptcy and Restructuring 88,5% 3,8% 7,6% 100,0%
§ % within INO5 finstat 25,4% 2,2% 2,2% 11,5%
0 % of Total 10,2% 0,4% 0,9% 11,5%
Total Count 548 277 535 1360
% within Bankruptcy and Restructuring 40,3% 20,4% 39,3% 100,0%

% within INO5 finstat 100,0% 100,0% 100,0% 100,0%

% of Total 40,3% 20,4% 39,3% 100,0%

Source: own processed based on data www.finstat.sk

Table 1 shows results of the static analysis that was performed on 1 360 companies. 157
companies (11.5%) were bankrupt or in restructuring. INO5 model identified 548
companies as bankrupt (40.3%). 139 companies out of 548 companies i.e. 25.4% were
correctly identified as nonperforming. The model correctly classified 88.5% of true
nonperforming companies. Chi-square test confirmed the dependence between
bankruptcy and restructuring frequency and the model INO5 at the 99% confidence level
(sig=0.000). Cramer’s V and Contingency Coefficient were significant and equal to 0.335.
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Using the simple sum of the totally rated companies or of the total error rate (error a +
error B), we reached the results summarized in Table 2. The wrong type 1 (error a)
represents the incorrect classification of insolvent companies as solvent (prosperous) and
wrong type 2 (error B) evaluates solvent companies as insolvent. The simple sum method
did not show reality in a real sample of companies. The success rate of the INO5 model in
the individual categories studied (success structure) has been considered together with
their location throughout the sample. In such a way of assessment, INO5 model appeared
to be successful, unlike the simple sum method.

Table 2 Correctness of the INO5 model

Model Correct evaluation Wrong evaluation Number of

INO5 Frequency % frequency % companies
Type 1 139 88.5 18 11.5 157
Type 2 794 66 409 34 1203
Total 933 68.6 427 31.4 1360

Source: own processed based on data www.finstat.sk

Dynamic analysis has been performed for a sample that contained 35 bankrupt
companies. Correctness of the model INO5 during four consecutive calendar years just
before the known bankruptcy is given in Table 3. We can see the model INO5 has the
highest success one year before bankruptcy. With an increasing number of years, the
ability to accurately predict bankruptcy decreases.

Table 3 Correctness of the INO5 model

1 Year 2 Years 3 Years 4 Years

Bankruptcy 33 32 29 25
94% 91% 83% 71%

Gray zone 1 1 2 4
3% 3% 6% 11%

Prosperity 1 2 4 6
3% 6% 11% 17%

Source: own processed based on data www.finstat.sk

The financial situation of all 35 companies, as assessed by INO5 over four years, is shown
in Figure 1. The top row is the situation four years before the bankruptcy, the lowest row
is the situation one year before bankruptcy. The black square in the chart means the
company is located in the border zone bankruptcy, gray square - gray zone, white square
- prosperity.

Figure 1: The informative value of INO5 within 35 companies bankrupt

Source: Own processed based on data www.finstat.sk

Verification of INO5 for Slovak civil engineering companies using logistic
regression

To validate the INO5 using logistic regression, we have modified the data sample of 1390

companies as follows: we ignored extreme values such as assets over EUR 1,000,000,

interest expense over EUR 1,000,000, and liabilities over EUR 10,000,000. We

considered EBIT values greater than EUR -1,000,000, sales over EUR 7,500,000, current

assets that are less than EUR 5,000,000, short-term liabilities lower than EUR
44



10,000,000 and short-term bank loans of less than EUR 5,000,000. Missing data were
omitted. Validation of the INO5 model took place on a sample of 322 companies from
total 1360 companies. We will consider the following logistics model for verifying
bankruptcy forecasting:

Log p{1-p) =a + b(A/L) + c(EBIT/IE) + d(EBIT/TA) + &(TRA) + f(CA/( STL+STBL) (2)

Independent variables were the ratios (see equation (1)) that enter the INO5 model
calculation and p is the probability of bankrupcty. The dependent variable indicates
whether an enterprise is in bankruptcy or restructuring (value equals to 1) or not (value
equals to 0). We have used the Forward: LR (likelihood-ratio) method to estimate the
logistics regression model, by which we have gradually analyzed the logistic model for
model INO5. Our results of the logistic regression will be discussed in two steps. In the
first step, the logistic regression model will be developed using the constant without
using any of the independent variables. This model can be used to compare the utility of
the model developed in step 2 by using the identified independent variables. Constant
model captures the fact that 88.8% of companies were not bankrupt.

Table 4 shows that if nothing is known about the independent variables and one simply
guesses that a company would not be bankrupt, we would be correct 88.8% of the time.
The probability of bankruptcy is 0.126 (see Table 5). Significance of Wald's statistics is
low (less than 1%), the estimated chance is significant with significance value 0.01.

Table 4 Classification table

Predicted
Bankruptcy and Restructuring

Percentage Correct

Observed No Yes
Step 0 Bankruptcy and No 286 0 100.0
Restructuring
Yes 36 0 0.0
Overall Percentage 88.8

Source: own processed based on data www.finstat.sk

Table 5 Variables in equation (2)

B S.E. Wald df Sig.  Exp(B)
Step 0° Constant -2,072 0,177 137,338 1 0,000 0,126

Source: own processed based on data www.finstat.sk

Table 6 shows whether each independent variable improves the model or not. We can
see that the ratios A/L, and CA/(STL+STBL may improve the model as they are significant
with EBIT/IE and A/L slightly better than CA/(STL+STBL. Inclusion of these variables would
add to the predictive power of the model.

Table 6 Variables not in equation (2)

Score df Sig.

Step 0 AL 8.467 1 .004
EBIT/IE 12.972 1 .000
EBIT/TA 427 1 .513
TRA 2.728 1 .099
CA/( STI+STBI 6.033 1 .014

Overall Statistics 24.748 5 .000
Source: own processed based on data www.finstat.sk
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Table 7 shows the value of -2 log likelihood (-2LL), which is a deviance statistic between
the observed and predicated values of the dependent variable. All deviance statistics are
insignificant, which indicates that the model is suitable. Nagelkerke’s R? explains 42.8%
variability of the dependent variable by the independent variables in the model.

Table 7 Model summary

-2 Log Cox & Snell Nagelkerke
Step likelihood R Square R Square
1 218.428° .022 .044
2 168.033¢ .164 .325
3 170.000° .159 .315
4 151.395° .206 .408
5 147.454¢ 215 428

Source: own processed based on data www.finstat.sk

To find whether the deviance statistic -2LL is insignificant or not, Hosmer and Lemeshow
tests were executed. The results are shown in Table 8. Since the p values associated with
Chi-square in Table 8 are greater than 0.05 started from the second to the fifth model,
models are efficient.

Table 8 Hosmer and Lemeshow Test

Step Chi-square df Sig.

1 47.432 8 .000
2 1.965 8 .982
3 2.125 8 977
4 5.914 8 .657
5 13.136 8 .107

Source: own processed based on data www.finstat.sk

Table 9 is a classification table, it shows the observed and the predicted values of the
dependent variable in each model, when we add some ratio into the model. When we add
ratio EBIT/IE, the model correctly classifies 89.4% companies. The model with ratios
EBIT/IE and A/L classifies correctly 90.1% companies. If the independent variable is the
ratio A/L then the log linear model correctly classifies 89.1% companies. When model
uses ratios A/L and TR/TA its capability to correctly classify bancrupty is 92.2%. If the
model uses ratios such as A/L, EBIT/TAand TR'TA then model’s ability to properly evaluate
the bancrupty is 92.5%.

Table 9 Classification table

Predicted
Bankruptcy and

Restructuring

Observed No Yes Percentage Correct

Step Bankruptcy and No 286 0 100.0
1 Restructuring Yes 34 2 5.6

Overall Percentage 89.4
Step Bankruptcy and No 281 5 98.3
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2 Restructuring Yes 27 9 25.0

Overall Percentage 90.1
Step Bankruptcy and No 279 7 97.6
3 Restructuring Yes 28 8 22.2
Overall Percentage 89.1
Step Bankruptcy and No 282 4 98.6
4 Restructuring Yes 21 15 41.7
Overall Percentage 92.2
Step Bankruptcy and No 283 3 99.0
5 Restructuring Yes 21 15 41.7
Overall Percentage 92.5

Source: own processed based on data www.finstat.sk

Table 10 shows the value of regression coefficients B, Wald statistics, its significance and
odds ratio exp(B) for each variable in each model. Note that all coefficients are in log-
odds units. The logistics regression equation for predicting the bancrupty in the fifth
model is given by equation (3). By increasing the financial leverage, the A/L ratio, the
chance of bankruptcy of the company decreases in the odds by 97.6%. With increasing
the EBIT/TA ratio, the chance of bankruptcy of the company grows by 31.8% and when
increasing the TRTA ratio, the chance of bankruptcy will be reduced by 40.18% when
other ratios are kept and all other predictors are constant.

Iogﬁ =2,829- 3,762 L+ 0,27BBIT TA- 0,5TR Tv. 3)
Table 10 Variables in the equation (Forward LR (likelihood-ratio) method)
B S.E. Wald Df Sig. Exp(B)
Step 1° EBIT/IE .000 .000 3.193 1 .074 1.000
Constant -2.122 .181 137.395 1 .000 .120
Step 2° AL -2.607 455 32.785 1 .000 .074
EBIT/IE .000 .000 .936 1 .333 1.000
Constant .770 466 2.739 1 .098 2.161
Step 3° AL -2.689 453 35.169 1 .000 .068
Constant .876 460 3.637 1 .057 2.402
Step 49 AL -3.447 .547 39.754 1 .000 .032
TRTA -.409 .149 7.587 1 .006 .664
Constant 2.324 .627 13.726 1 .000 10.215
Step 5° AL -3.762 .591 40.528 1 .000 .023
EBIT/TA .276 .147 3.529 1 .060 1.318
TRTA -.514 .158 10.591 1 .001 .598
Constant 2.829 .717 15.577 1 .000 16.927

Source: own processed based on data www.finstat.sk
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Now we estimate INO5 log linear model using “Enter” method. Hosmer and Lemeshow
test rejects the suitability of the model (sig=004) at confidence level 1%. The individual
coefficients (see Table 11) of this model say: increasing the financial leverage of the A/L
ratio, the chance of bankruptcy of the company will be reduced by 96.3%. The EBIT/IE
indicator does not affect the bankruptcy, increasing the EBIT/TA of the company, the
chance of bankruptcy increases by 38.3%, by increasing the TR/TA ratio the chance of
bankruptcy will be reduced by 39.5%. Increasing the CA/( STL+STBL)indicator, the
bankruptcy will be reduced by 38.2% keeping the other indicators unchanged.

log——=2,758- 3,297 L+ 0,EBT IE+ 0,3EBIT TA- 0,50R TA 0,488/(STL+ STB) (4)

1-
’ Table 11 Variables in the equation
B S.E. Wald df Sig. Exp(B)

Step A/L -3.297 .726 20.639 1 .000 .037

1P EBIT/IE .000 .000 .545 1 .460 1.000
EBIT/TA .324 .168 3.736 1 .053 1.383
TRITA -.503 .162 9.608 1 .002 .605
CA/(STL+STBL) -.482 .579 .693 1 .405 .618
Constant 2.758 .733 14.147 1 .000 15.767

Source: own processed based on data www.finstat.sk

The informative value of the full model log linear INO5 model (4) to correctly predict the
bankruptcy is 92.5% (Table 12). If we do not consider INO5 model indicators EBIT/IE and
CA/( STL+STBL) (model (4)) its expressiveness ability would be impaired. The model (3)
without these indicators, unlike the INO5, is statistically significant, with the leverage of
both models being the same for Slovak private construction companies.

Table 12 Classification table

Predicted
Bankruptcy and Restructuring Percentage Correct
Observed No Yes
Step 1 Bankruptcy and No 283 3 99.0
Restructuring Yes 21 15 41.7
Overall Percentage 92.5

Source: own processed based on data www.finstat.sk

4 Conclusions

This paper aims to analyze the bankruptcy and creditworthiness model INO5 from a static
point of view on a real sample of companies and from a dynamic perspective on a sample
of real estate businesses. Subsequently, INO5 has been verified for private construction
companies in Slovakia. We have found out that the predictive power of the INO5 model is
not reduced unless we consider the EBIT/IE and CA/(STL+STBL)indicators. Although the
model without these indicators is statistically significant, unlike the INO5 model, with the
leverage of both models being the same for Slovak private companies in the construction
sector.
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Abstract: This paper aims to investigate the factors influencing the level of market
prices of flat renting in the Czech Republic, more precisely on big cities such as Prague or
Brno. Firstly, it analyzes the development of market rent prices over the last 7 years and
examines the specific factors which influenced this period. The subject of the research is
also the relation of the difference in the development of the market prices rental
according to flat size. In the paper we also focus on the influence of non-standard real
estate price development behavior in cooperation with a significant decrease in interest
rates on mortgage loans. An integral part of the comparison is the development of
market rent prices with other markets bringing regular dividends, especially capital
markets, or dependence on the development of alternative investments such as precious
metals. On the basis of the achieved results, the conclusion predicts the future
development of the market rentals in the Czech Republic.

Keywords: financial system, interest rate, prices of flat renting, central banks, inflation
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1 INTRODUCTION

In the case of a decision to save or to postpone the current consumption for later
consumption, it is necessary to decide responsibly both on the amount of the deposit, so
that it makes sense as well as on the way we will create the savings. That needs to take
place both in case of decision making of households or businesses. In general, it is the
same approach for all as they are potential investors.

There exist an option and it is the easiest one to save into the box. This saving method,
in addition to the risk associated with the theft has one certainty that the future value
converted to the current value of the amount saved will be lower than the real current
value. In other words if we do not value these savings anymore their interest rate will
gradually decrease. Therefore, investors who want to keep their value of their savings or
better to increase this value need to go to the financial market. Especially they look at
the capital market or the precious metals market and the real estate market and search
for options to secure the value of their savings.

However, in the event that we go to these markets we should be aware that we must
always consider the three main factors influencing our decision. It is namely risk,
profitability and liquidity. However, the prices in these markets are interdependent and
incidentally regulated by various interventions. These interventions can also have side
effects such as when consumers are forced by various interventions to keep their assets
for later consumption, not invest them into financial markets while seeking alternatives
for their use.

Great alternative appears in the purchase of real estate, both for the purpose of own
housing and also for the depositing of free financial capital. Real estate investment is also
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great advantage over other alternatives, and it has also the ability to be funded through
a mortgage. That is actually one of the cheapest financing alternatives on the market.
Therefore, in the case of so called "saving" into the real estate it is not necessary to
possess initial investment because real estate can be covered by nearly 100% with
usage of different combinations of loans.

2 Methods and Data

Mainly secondary data from the database of the Czech Statistical Office and the Czech
National Bank were used in order to analyze the problem. These data were subjected to
the study of interdependencies and links.

The results of the secondary data analysis determine the factors that can influence the
development of rental prices and which are the output of primary research.

Examined secondary data are e.g.:

e property prices

+ the development of interest rates on mortgage loans

+ the development of interest rates on savings accounts

« the developments in capital markets

» the development of precious metal prices
The results of the analysis then predict the possible future development of rental prices
on the real estate market.

Since the article deals with rent in the form of savings, research has focused only on the
most liquid and stable position of real estate in large cities, especially Prague and Brno.
From the point of view of size, focuses on the flats where their values are converted into
m2 or divided according to their layoutas 1 + k, 2 + k, 3 + k, 4 + k. To determine the
psychological value of the investment (real estate) for the subsequent lease, the
modified Gordon dividend discount model was used, namely:

VH=(D-(1+4g))/(rd-g) [1]
where:
VH - internal (current) property value
d - expected rent
g - expected annual growth rate of rent
rd - required (constant) rate of return (discount rate)

Data was processed in MS Excel 2007. The data was reviewed for the period from year
2009 until the beginning of year 2017.

The methodology used is a combination of qualitative and quantitative analysis. The
qualitative component of the research is represented by the findings of economic theory,
which are then compared with the current way of managing the most important world
economies. In terms of economics, the following theoretical approaches are used:
"Classical Interest Theory", "Theory of Interest Rate Liquidity Preference", "Loan Capital
Theory" and "Rational Expectations of Interest Rates", and represented by the monetary
economy, namely Fisher Quantitative theory of money. As far as the quantitative
component is concerned, it is based on economic data taken from the Eurostat database,
the US Department of the Treasury and the Trading Economist.
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3 Results and discussions

In the event that we decide for investment in real estate instead of consumption of
financial capital we must realize that in most cases it may be a long-term form of
financial capital deposit.

Since, there is a need to transfer a larger amount of financial capital to invest in real
estate, bank credit is largely used. It stands for a commitment on the part of the investor
that if the investment does not bear the expected income he or she must be able to
cover the loan from their own resources. Additionally, their creditworthiness is affected
when extra loans are needed.

Many people carry out this form of investment only a few times in their lifetime so it is
appropriate to consider the parameters that affect its variables.

In analyzing the factors influencing the value of the investment income in the form of
rents on the real estate market, we analyze the relationships between the values of the
rent charged on the real estate market and the development of other factors. Variables
that affect them most are: real estate prices, inflation, interbank interest rates
announced by the Czech National PRIBOR. These variables affect the interest rates of
commercial mortgage banks and the interest rates on savings accounts or alternatively,
the development of prices on other markets such as the capital markets and the precious
metals markets.

Analysis of the development of rental prices in Prague and Brno

As we deal with the analysis of real estate investments, for their stability, the research
was carried out for flats in Prague and Brno where their value was always converted to
m2.

Figure 1 Rental prices of flats
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As seen from chart 1, in reviewed period from year 2010, rental prices in all sized flats
have grown apart from a non-standard small apartment. Furthermore, it is clear from
chart 1 that the most profitable group is a group of small apartments due to the layout of
the size of the flat per m2. [6] It is necessary to say that other housing costs are linked
to general housing costs but not all of them are being converted per m2 but per unit. It
can 't be clearly stated that the smaller the flat the more economically advantageous it
is. Therefore, it is good to choose a certain average with regard to the possible use or to
target onto certain groups of usability. Those might be apartments 1 + k and 2 + k with
an area of 40-60 m2. In the following years there is a trend of moderate decline in 2011
to 2013 and thereafter the growth from 2014 calls with the development of other factors
in order to determine possible effects on rental price growth.

Thereinafter, the focus needed to be on analyzing the overall development of property
prices over the period in general.

In the first place, it is necessary to think about who is doing these investments in
particular. Real estate investing is carried out by a wide range of subjects. On one hand
it can be end users or households that buy real estate for their own housing needs, or on
the other hand small to medium and large investors or businesses that store their assets
for their preservation or as way of generating income from rents.

Analysis of factors affecting rents

Real estate investment is one of the long-term stable investments. However, even in this
segment large and sometimes unexpected fluctuations can be experienced in terms of
their immediate value.

Figure 2 Price index of real estate 2010=100
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In chart 2, we can see that if we omit the extreme situation that has been occurring

since 2014 the value of real estate is almost constant. This trend which is shown by the

two charts can be determined as identical. However, in the case of rental prices, it is not

as significant as in case of property prices. Therefore, by examining or following these

changes we can then predict if such stable situation will or will not move into different
53



levels than it is now. Question remains whenever this wave will change downwards again
or remains on the original level. [2]

After a non-standard period in the years following year 2008 when the world struck the
economic crisis, the real estate market stabilized slightly and gradually declined until the
beginning of 2014. Since 2014, real estate prices have been steadily rising and starting
to align with the situation between 2007 and 2008. Nonetheless this increase is not so
significant but continues to last and has been going for three years on.

What is affecting these prices on the real estate market is in particular the demand that
has been growing steadily in recent times as well. As has been said, the purchase of real
estate is accompanied by a significant investment so for the most part these operations
are realized through loans, especially mortgages. Therefore, interest rates are one of the
major factors influencing the mood in the real estate market.

These interest rates, especially mortgage loans, are largely influenced by the PRIBOR
interbank reference rate announced by the Czech National Bank.

The interbank interest rate is one of the key factors influencing the interest rates of
commercial banks providing both mortgage loans and the possibility of depositing
surpluses e.g. on saving and term accounts. This is the reason why this downward trend
also influenced the rates.

Figure 3 Development interest rates
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This trend, which began in 2010 namely the gradual reduction of interest rates on
savings accounts, resulted in the consumer looking at possible alternatives of forms of
saving or depositing surplus capital. These alternative instruments are investments in
financial markets, in particular capital markets and precious metal markets and possibly
real estate markets, both in the form of funds and direct purchase of real estate [3].

Real estate investment is largely influenced by interest rates on mortgage loans. And this
can be observed in the period when interest rates have fallen to an average interest rate
sometimes below 2% pa. More and more clients are going to banks for mortgage loans,
where the volume only in September 2016 was 19.607 billion crowns of mortgages. This
increase can be seen in comparison with the three quarters of 2016 where the total
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amount of 81 996 mortgages was negotiated in a total amount of CZK 159.676 billion.
For comparison, for the whole year 2015 CZK 190.42 billion was provided in mortgage
loans. Subsequently, this border has been overcome in 2016.

Table 1 Comparison of mortgages in particular years

YEAR Amount Amount in Volume in August Volume in September
in August September in billions CZK in billions CZK

2010 4 046 4 800 6,757 8,011

2011 5891 6 219 9,865 10,379

2012 6 164 5 302 9,143 8,698

2013 7 661 8 730 12,424 14,221

2014 6 515 8 302 11,187 13,831

2015 8 493 8 600 15,637 15,931

2016 9 290 9 825 18,139 19,607

Source: own processing (data form NSI)

Another intervention in the real estate market and possibly also in the mortgage lending
market is the recommendation of the CNB that from the 1st of October 2016 banks can 't
provide so-called 100% mortgages. The client must finance at least five percent of its
own resources. This bank regulation did not affect the bank's offer yet, but major
changes still await as there was amendment to a consumer credit act in December 2016.
The regulator's concerns about the development of the real estate market are
appropriate, the average amount of the mortgage loan for the third quarter increased
year-on-year by 8.6%, from the beginning of the interventions by over 20%, which is the
rapid growth of real estate prices.

Another factor influencing the future value of both property prices and their subsequent
income in the form of rent is inflation. The interbank referential interest rate PRIBOR is
used as a price source for determining the interest rates and returns of various financial
products such as bonds, financial derivatives, mortgage loans, etc. and also is used as a
tool for regulating the inflation rate. Therefore the analyzed area focuses on the
relationship between inflation and its responsive interest rate adjustments.

Figure 3 Development Inflation and PRIBOR of period 2010-2017
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The Czech National Bank has set the level of inflation between 2-4% as a safe inflation
target. If this limit is exceeded it will begin to use the available methods to offset it. In
2008, inflation started to rise disproportionately. It surpassed all forecasts from both
domestic and foreign analysts. This growth was due to several factors such as the
expected increase in value added tax from 5% to 9%. Traders "included" this tax rise in
the prices before its introduction. Above all, the direct and indirect effects of the previous
sharp rise in world energy and food prices had its impact on this growth. In addition,
growth in wage costs accelerated in recent quarters, although labor productivity growth
slowed down at the same time, leading to a sharp rise in unit wage costs. [8]

At the end of 2008, the Czech National Bank responded to this growth by one of the most
used instruments therefore by lowering interest rates. With this regulator, the CNB wants
to make it possible for all entities to increase their consumption and thus raise the level
of inflation. After this intervention, the expected level was reached at the end of 2012
but the trend turned again and inflation fell to an even lower level than it was before
these interventions.

The Czech National Bank responded to this development by making use of its main
monetary policy tool when lowered interest rates to the technical zero rate (0.05%) at
the end of 2012. In addition, the CNB has committed itself to maintaining interest rates
at this record low level as long as needed. However, for the regulation of such a low
inflation further measures had to be taken. So on November 7, 2013, the CNB Bank
Board decided to start using the exchange rate as another instrument for the release of
monetary conditions. Only the announcement of the CNB that it is ready to use the
exchange rate led to a weakening of the koruna's exchange rate in late 2012 and early
2013, which helped to hinder the disinflationary tendencies and helped the economy to
breathe a little. The CNB expected the inflation to decline to zero at the beginning of
2014 and that even after adjusting for excise duties on cigarettes the overall price level
has fallen. Prices for many consumer basket items (especially consumer goods prices)
have fallen for a long time.

This CNB's exchange rate commitment was only adopted unilaterally, preventing the
koruna's exchange rate appreciation above set up level by intervention of selling and
buying foreign currencies. In the opposite direction, weakening above this level leaves
CNB to the development of supply and demand on the foreign exchange market.

This decision resulted in a rapid depreciation of the koruna's exchange rate at a desired
level, then slightly above it, reaching the 27 CZK / EUR border only in July 2015.
Therefore, during this period, the CNB did not directly intervene in the development of
the exchange rate.

At its extraordinary meeting on April 6, 2017, the Bank Board of the Czech National Bank
decided to end the use of the koruna exchange rate as another instrument for the release
of monetary conditions. This decision was immediately applicable. With this step, the
CNB has returned to the standard monetary policy regime in which the main instrument
is interest rates. The exchange rate of the koruna may fluctuate in both directions
depending on the development of demand and supply. Nevertheless, the CNB is prepared
to mitigate potential excessive exchange rate fluctuations with its instruments.

Other possibilities for consumers to keep their capital funds are capital markets,
especially equity and bond funds, possibly other types of funds.
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Figure 4 Development of the fond
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Above hereinafter, there are also significant fluctuations in the period under review
where extreme situation occurred around year 2008. As follows, there was a gradual
growth that reached the values from between 2007 until August 2014 when the stock
and bond markets again began to experience significant weaknesses. These markets are,
however, influenced by events from around the world. [4]

There are many factors that affect the demand for real estate and hence influence the
prices on the real estate market. However, the most prominent are the development of
prices of capital markets and precious metals markets and the level of interest rates
influenced to a large extent by the Czech National Bank by its interventions in support of
the growth of the economy. [7]

Internal property value

All above mentioned factors are the decision-making agents of an investor who is
considering how to dispose of their funds. Therefore, another and crucial factor is the art
of determining the intrinsic value of the property at its own discretion. In order to
determine the intrinsic value the so-called "one-stage profit model with constant growth"
can be used. Such models are used to determine the intrinsic value of an enterprise's
share.

One-step models with constant growth are the most commonly used profit models in
investment practice. This is due to the fact that the (net) profit on the rents is divided
into two parts: the part from which the dividends are paid and the part which goes to the
net investment. This is also related to the assumption of a constant growth rate of the
company's profit. At the same time it is obvious that as the dividend payout ratio is
decreasing, so the future profit growth rate is expected to be increasing and also higher
growth rate of dividend is expected and vice versa.

Therefore, we can use the so-called Gordon Dividend Discount Model to use the
determination of the intrinsic value of the property, which represents a truncated version
of a time-unbound single-rate dividend discount model with constant growth. [1]The
equation for the calculation needs to be modified only in terms of parameters for the use

of internal values of an investment properties.
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VH=(D-(1+g9))/ (rd-g)[1]

We calculate the internal value (VH) as a dividend, in our example, the rent (D) divided
by the required rate of return (rd) from which the expected rental growth rate is
deducted.

Although Gordon's model of investment practice is the most widely used one-step
dividend discount model, it is only applicable if the expected growth rate of rent (g) is
not only constant but also below the required rate of return (rd). At the same time, it
should be remembered that the growth rate of rental property valued should not be
higher than the growth rate of the whole economy.

For example, if we were considering buying a real estate of a size of 2 + k and 62m it
would be possible to consider according to chart no. 1 that the monthly rent of such
property will be around CZK 14,000 including all services. If we further consider that the
operating costs are about CZK 3,500, we have remaining 10,500 CZK or 126,000 CZK
per year as net profit on the real estate (without deducting the repayment of the
mortgage loan) which can be considered as a dividend (D).

Furthermore, we have to include the discount rate (rd), which is composed of the cost of
capital expenditures (we will consider the average value of the mortgage loan which we
can fix for a longer period for rate of 2.5% pa) and the liquidity of the investment (which
will be determined using the so-called opportunistic costs, for example of 3.5% pa) and
as a constant rate of growth in rent (g) we will use the value of the expected inflation
rate at 2% pa. From these parameters we can now calculate our psychological limit,
which we should not exceed when buying real estate.

VH = (126000 - (1 + 0,02)) / ((0,025 + 0,035) -0,02) = CZK 3,213,000

In the above example, it would be possible to realize the investment if the possibly
purchased investment property had a lower purchase value than CZK 3,213,000.
However, under what specific assumptions the investor must determine by himself.
Today, this value for such a large apartment and given location is real but at the limit of
market opportunities.

4 Conclusions

While analyzing the factors of investment in real estate, it is necessary to include the
influence of emotional decision making of an investor. Because, unlike other alternatives
for example in the form of investment into the funds where the investor only sees a
sheet of paper signed and the money is largely allocated to the world, the property
relates both to the place of storage and to the visual side and different investor taste.

After analysis of the examined factors, we can say that the rental prices of investment
properties are influenced to a large extent by their purchase price which is influenced by
the combination of interest rates, purchasing power of businesses and the population,
inflation and developments on financial markets, especially capital markets and precious
metal markets. However, it should be noted that these investments can be very
dangerous because such investment goes on in larger financial volumes, so the positive
state during positive times may turn into a nightmare in times of crisis as interest rates
can rise above the bearable rate of the investor. The value of the property may also
notice a significant decrease at this time, and any sale may not cover all the obligations
arising from the acquisition
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If we consider investment property as a long-term investment, no matter how the price
of the property is going to develop, it is necessary to free itself from the emotional point
of view, and in the realization of such a project, to calculate "only" the economic
profitability and performance of the whole investment. Therefore, if the factors of positive
economic growth, low interest rates, and the declining trend of financial markets,
especially equity, come together, it is very likely that demand for real estate will grow
and hence its price, which will also support rental growth. It is obvious that in the
surveyed areas, which are the big cities, the amount of people interested in renting is
still increasing. And in the case of more expensive real estate there is also a pressure to
sell own properties with a subsequent demand for rents.
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Abstract: In behavioral economics, framing effect represents a cognitive bias, in which
the choice of the decision-maker is influenced by presentation of the decision problem.
The specific formulation of the decision frame can thus incite individuals to choose a
certain alternative. In the paper, we report preliminary results on the effect of price
framing on the life insurance demand. Using the sample of 200 respondents, we test the
differences in the attractiveness and demand for life insurance under different premium
framing. In the between-subject setting, we identify statistically significant difference in
the rating of the life insurance under various price formulations, controlling for socio-
economics characteristics. We do not observe the effect on the life insurance demand.
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1 Introduction

In the economic theory, insurance demand is considered the purest example of economic
behavior under uncertainty, where individuals act rationally with the aim to maximize
their expected utility (Schlesinger, 1999). Economic models conclude that the main
factors, affecting insurance purchase, include the likelihood and extent of losses, the risk
aversion of the buyer and the premium (Mossin 1968; Padmanabhan and Rao, 1993;
Schlesinger, 1999). The premium represents the driver that could be influenced by the
insurers in attracting clients at competitive insurance market. However, in the many
situations, it was observed that not only the amount but also a presentation of the
premium could affect the attractiveness of the product from the client’s point of view.
Even thought that according to standard economic theory, price formulation should not
be included into the decision-making process of the utility maximizing economic agent,
this effect was observed the market. This phenomenon is studied in behavioural
economics and it is known as price framing.

In the paper, we reported preliminary results of the pilot study focusing on the effect of
price framing on the life insurance demand. Using the sample of 200 respondents, we
test the differences in the attractiveness and demand for life insurance under different
premium framing. In the between-subject setting, we identify statistically significant
difference in the rating of the life insurance under various price formulations, controlling
for socio-economics characteristics. We do not observe the effect on the life insurance
demand.

Theoretical definition of framing effect

In standard microeconomic framework, economic agents are purely rational and they try
to maximize their expected utility. Individuals are price takers constrained by their
financial resources and the price that they face when they make their choices (Nechyba,
2015). In their decisions, the price as an absolute (or in some cases relative) value is
taking into the consideration. However, economic agents do not behave strictly according
to these predictions and the consumer decision-making model provided a lack of
description of human behavior in particular issues. People experience deviations from
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rationality - errors in judgments and procedures - defined patterns of judgment and
behavior that differ from rational individuals. As a reaction, behavioral economics was
introduced as a new stream of economics that implement elements of psychology into
economic decisions. We can define them as systematic errors of economic agents in
collecting, analysing and evaluating information and in making economic decisions.

Framing effect represents a cognitive bias, in which the choice of the decision-maker is
influenced by presentation of the problem. Therefore, formulating or presenting a
problem affects the behavior of individuals. This contradicts the theory of rational choice,
which assumes that preferences should not change between two choices, and one should
choose, always the most beneficial alternative. Kaheman and Tversky (1981) described
this phenomenon. In their seminal paper, they tested the consistency of students’
choices in the famous “disease problem”. Two groups of students were presented two
problems. In each of these problems, they had to choose one of two alternatives.
Presented problems and alternatives were as follows:

Problem 1: Imagine the U.S. is preparing for the outbreak of an unusual Asian disease,
which is expected to kill 600. Two alternative programs to combat the disease have been
proposed. Assume that the exact scientific estimate of the consequence of the programs
are as follows:

If Program A is adopted, 200 people will be saved.

If Program B is adopted, there is a 1/3 probability that 600 people will be saved and 2/3
the probability that no people will be saved.

Which of the two programs would you favour?

Problem 2: Imagine the U.S. is preparing for the outbreak of an unusual Asian disease,
which is expected to kill 600. Two alternative programs to combat the disease have been
proposed. Assume that the exact scientific estimate of the consequence of the programs
are as follows:

If Program C is adopted, 400 people will die.

If Program D is adopted, there is a 1/3 probability that nobody will die and 2/3 the
likelihood that 600 people will die.

Kahneman and Tversky observed that in the first problem, 72% of students opted for
alternative A and 28% of students for B. Students chose 200 survivors, which seemed
more attractive to them than the second alternative, which assumed a chance of 1/3 to
survive 600 people. In the second problem, the C option was chosen by 22% of the
students and the D alternative choose 88% of the students. The expected value of
program A and program C are the same, as well as the expected value in program B and
D. Rational individuals should be consistent. However, changing the formulation of
alternatives in these two programs - the first program talks about the living and the
second about the dead people - changed student behavior from risk averse to loss
averse. By this observation, authors concluded that the way in which the options are
presented in the framework could influence how an individual is making their decision.
The effect of the framing may occur randomly without the individual being aware of its
impact on the final decision. Declared discrepancy reflects two psychological traits of
individual agents: risk aversion (in the decision-making problem in terms of profit) and
loss aversion (in the decision-making problem in terms of loss). This pioneer study was
followed by many verifications of the results and proves of the effect of framing in the
decision-making process. For example, Puto (1985) found that individuals who are less
involved in the problem are more vulnerable to framing and therefore their decision is
easier to be influenced. Knowledge and previous experience within the problem frame is
crucial for evaluating and making decisions and it could prevent biased decisions.
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Framing effect in insurance theory

In the insurance theory, framing was studied in different aspects including the framing of
the insurance policy as well as price formulation. Wiener et al. (1986) examined the
impact of framing of insurance policy in flood insurance. The authors used two types of
frames: asset framing and loss framing. Asset framing means presenting the problem
from a profit perspective, i.e. the insurance offer was formulated in the way that
something is acquired by buying insurance, e.g. protection, paid insurance, etc. Loss
framing means presenting the problem from a loss perspective, i.e. the insurance offer
was formulated in the way that something is losing, e.g. loss of the property if they do
not buy insurance, etc. In the asset framing, the standard expected utility theory was
applied while the loss framing was based on prospect theory. The subjects were
presented an insurance offer with a scenario that they bought the house and they had to
decide whether they are buying flood insurance. They received supplemental information
about the area where they would live. The impact of framing (asset or loss) was
significant over the control group, i.e. authors concluded that framing is affecting the
decision to buy insurance, but their assumptions regarding the effect of asset framing
over the loss framing were not observed.

Brown et al. (2008) supported the effect of framing in insurance purchase decision-
making in the annuity market. In this study, subjects were asked to choose among
annuity programs framed in a consumption or investment way. If the offer was framed
as consumption, 72% of respondents preferred the annuity program, while only 21%
preferred the annuity program, if the alternative was presented as an investment.

Framing effect in insurance was also studied by the Huber et al. (2015) who examined
the effect of price bundling and price optics on insurance. Price bundling is a price
strategy that combines multiple products or components at a single set price (Eppen et
al., 1991). As insulation of profits and losses affects product evaluation and selection, the
price bundling should result in more positive consumer ratings than price presentation
across multiple folders because price information is perceived as a relative loss (Johnson
et al. 1999). On the other hand, price optics is the consumer's response to the price in
various forms, if the expected value of the proposal is the same. The price may be
presented as one payment in advance (up-front payment), monthly payments, or
percentage of the annual payment. Authors assumed that both price optics as well as
price bundling have an impact on consumer behaviour, namely the decision to buy unit-
linked life insurance, as paid premium are perceived as a loss rather than as a saving.
Empirical analysis revealed that neither price bundling nor the price optics had any
impact on consumer ratings or the intention to purchase insurance.

2 Methodology and Data

Data for our analysis were obtained by the questionnaires distributed in the Slovak
Republic as a part of diploma thesis in February 2017. In general, we collected 200
responses in four different treatments. In each treatment, in all questionnaires, there
was following term life insurance policy offer described:

Insurance company XY offer you a term life insurance for 10 years period with
guaranteed insurance sum 12 000 € that will be paid conditionally in the case of client’s
death or in the case of client’s survivor of the end of life insurance policy. The guaranteed
interest rate is 1,68% p. a.

The framing of the premium varied in treatments. In the Treatment 1 - Baseline, we
formulated the bundled price as a monthly payment of 105 €, the usual formulation used
in the Slovak insurance market. In the Treatment 2, we introduced the up-front payment
and the premium was formulated as 684 € payed in the first month followed by the 100 €
monthly payment. In the Treatment 3, we applied price optic and we isolate three
components of the monthly premium: 1 € for risk coverage, 91 € for saving, 13 € for
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administrative fee. In the Treatment 4, we added up-front payment to price optic
introduced in Treatment 2 and the premium was defined as follows: 1 € for risk
coverage, 91 € for saving, 13 € for administrative fee, 584 € for administrative fee payed
in the first month and followed by the 8 € month administrative fee.

It is necessary to emphasize that time value of the premiums in all four treatments are
equal that means that rational economic agents should be indifferent between all offers.

We applied between-subject design, which means that every respondent responded to
only one offer and then we compared the responses across the groups of respondents.
The life insurance calculations were based on Huber et al. (2015). In all questionnaires,
respondents should rate their satisfaction with the life insurance offer and their
willingness to recommend this insurance to their friends and family on the Likert scale
with values from 1 to 5, where 1 represented total dissatisfaction/dissuade and 5
represented total satisfaction/ recommendation. In addition, respondents were asked
about their interest in purchase of offered insurance policy and we also recorded socio-
demographic variables (age, gender, education level, income level, previous experience
with insurance). We control for these socio-demographic variables as they were identified
as important drivers of life insurance demand by the previous research.

From the socio-economic characteristics, 63,5% of our respondents are females, 55% of
the respondents are younger than 40 years of age, 31,5% of our respondents have
university education, 52% of respondents have household income lower than 1 500 €. In
addition, 83% of our respondents have previous experience with insurance.

Descriptive statistics of the dataset are available in the Table 1.

Table 1 Descriptive statistics

Variable N Minimum Maximum Mean Std. Dev.
Satisfaction with the 200 1 5 2,71 1,2465
offer

Recommendationto ), 1 5 2,54 1,2675
friends and family

Pemand for offered 200 0 1 0,28 0,4501
insurance

Previous experience ), 0 1 0,83 0,3766
with insurance

University education 200 0 1 0,315 0,4657
Female respondent 200 0 1 0,635 0,4826
Age category 200 1 4 2,22 0,9142
Income category 200 1 4 1,765 0,9770

Source: authors’ own calculations

We formulated two hypotheses:

Hypothesis 1: Price optic will increase the satisfaction with the insurance policy compare
to baseline bundled price formulation.

Hypothesis 2: Price optic will increase the demand for insurance policy compare to
baseline bundled price formulation.

Based on the categorical character of our data, we use binary logistic regression for the
analysis of the insurance policy demand as the demand was defined as binary variable (1
if individuals would like to purchase such insurance and 0 otherwise). In the analysis of
the satisfaction with the insurance policy and willingness to recommend this policy to
family and friends, we applied ordered logistic regression as these dependent variables
were measured on the Likert scale. Logistic regression models predict the probability of
occurring a desired event and represent a technique applicable for categorical dependent
variable analysis (Field, 2014).
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3 Results and Discussion

The simple comparison of observed data shown in Table 2, reveal that satisfaction with
the offered life insurance policy and its recommendation to family and friends do not
varied substantially across different treatments.

Table 2 Mean values of analysed variables in different treatments

Treatment 1

Variable . Treatment 2 Treatment 3 Treatment 4
Baseline

Satisfaction with 2,5686 2,5273 2,4694 3,3556

the insurance

Recommendatio

n to friends and 2,4902 2,4364 2,2449 3,0444

family

Demand for

offered 0,2745 0,20 0,5102 0,1333

insurance

Number of 51 55 49 45

observations

Source: authors’ own calculations

In Treatment 1 - Baseline, where the price is bundled, the average satisfaction (M=2,57,
SD=1,02) is very similar to the value in Treatment 2 (M=2,53, SD=1,37) and 3 (M=2,47,
SD=1,25). Different level of satisfaction was evoked in Treatment 4 (M=3,36, SD=1,11),
where the combination of price optic with up-front payment is introduced. In this price
formulation, subjects rate the life insurance policy more positive compare to baseline and
the other treatments as well. Recommendation to friends and family follow the same
pattern and subjects are more prone recommended the life insurance policy in
Treatment 4. However, while the satisfaction and recommendation are strongly
correlated (r=0,8726, p<0,000), willingness to purchase offered life insurance policy do
not correlate with the satisfaction (r=-0,0785, p=0,2695) and recommendation (r=-
0,0814, p=0,2519). The average value of subjects interested in purchase vary around
20% in Treatment 1 and 2, 51,02% of subjects were interested in purchase in Treatment
3 and only 13,33% in Treatment 4. Subjects were substantially more interested in the
purchase of insurance in Treatment 3 where the price was decomposed to its
components.

These results are confirmed by logistic regression analysis reported in Table 3. Based on
the character of dependent variables, models 1-2 are binary logistic regression models
and models 3-6 are ordered logistic regression models. In the case of satisfaction with
offered insurance policy, decomposition of the premium with up-front payment in
Treatment 4 significantly increased the value of the satisfaction. This result is confirmed
also with the controlling for the socio-demographic characteristics of respondents. We do
not reject our first hypothesis that price optic will increase the satisfaction with the
insurance policy compare to baseline bundled price formulation in the price
decomposition with up-front payment. Regarding recommendation to the friends and
family, the effect is significant in the model without controls but disappeared if the
controls are included. The effect of price formulation on life insurance demand is not
statistically significant and instead of formulation of the price the demand is driven by
the income and previous experience with life insurance. Based on these outcomes, we
reject our second hypothesis that Price optic will increase the demand for insurance
policy compare to baseline bundled price formulation. These results are in line with the
conclusions of Huber et al. (2015).
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Table 3 Regression results

Dependent Demand for Satisfaction with Recorrrmendatlon
variables insurance the insurance to frlenc'ls and
family
Independent
variables (1) (2) (3) (4) (5) (6)
Treatment 2 -0,242 -0,391 -0,040 -0,088 -0,070 -0,147
0,269 0,363 0,207 0,269 0,207 0,269
Treatment 3 0,625%** 0,319 -0,086 -0,234 -0,219 -0,40
0,259 0,339 0,211 0,259 0,213 0,261
Treatment 4 -0,512* -0,469 0,680** 0,60%** 0,451** 0,340
0,301 0,352 0,217 0,244 0,216 0,243
Constant -0,599*** 0,350 - - - -
0,187 0,463 - - - -
N 200 200 200 200 200 200
Controls No Yes No Yes No Yes
Pseudo 0,0799  0,1602 ,0265  0,0371 0,0169  0,0279
R-squared
Prob > chi2 0,0003 0,0000 ,0010 0,0038 0,0165 0,0309

Note: *, ** and *** denote significance at the 10%, 5% and 1% level, respectively. Standard
errors are in parentheses.
Source: Authors’ own calculations

4 Conclusions

The paper reports preliminary results of the pilot study focusing on the effect of price
framing on the demand for life insurance. Using the sample of 200 respondents, we
tested the differences in the satisfaction and demand for life insurance with different
price framing. Based on our results, we conclude that the price optic influences
attractiveness of the life insurance policy and economic agents are more satisfied with
the decomposed price with up-front payment. Consumers in our research, on the
contrary, rated the currently used price bundled model more negatively than the
premium presentation by its components with up-front payment. On the other hand,
price framing has no effect on the demand for life insurance. Based on our results, we
conclude that price decomposition increases the rating of the life insurance policy.

The inconsistency in our results represents a field for further research. Reported dataset
represent a pilot study. In the next step, we would like to increase the sample to assure
robustness of our results. In addition, we also would like to analyse the missing
correlation between satisfaction/recommendation and demand for life insurance. The
formulation of the price represents an easy and cheap way that insurers could increase
the interest for their policies. Our results supported current trends in financial regulation
where supervisors try to bring transparency into price in the insurance industry and push
insurers to declare all fees and other invisible components to the potential clients before
the insurance purchase. Currently, average client is usually not informed about the
different components of the premium.
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Abstract: This paper is dedicated to financial performance evaluation of selected
industry of the Czech Republic. Financial performance of the industry or company is a
random process, which can be decomposed into the particular indicators. Very important
is to find and to quantify main factors which influence financial performance of the
industry the most. One of the possible ways is to apply the method of pyramidal
decomposition to financial indicators. The aim of this paper is to evaluate financial
performance of selected industry in the Czech Republic in the period 2007 to 2015
according to the methods of analysis of deviation and to find main value drivers of this
selected industry. Annual data from the period 2007 to 2015 will be used for the
analysis. The data for the analysis will be taken from the web site of Ministry of industry
and trade of the Czech Republic. Firstly, financial ratios will be determined. Secondly, the
method of pyramidal decomposition will be applied to selected financial indicators, such
as profitability ratios, liquidity ratios and activity and debt ratios. Analysis of deviation
will be then applied to particular financial ratios and dynamic analysis of selected industry
financial performance will be performed. Evaluation of selected industry in the Czech
Republic according to economic value added indicator will be included in the conclusion of
the paper and also value drivers of this industry will be determined in the analyzed
period.

Keywords: financial performance, financial ratios, analysis of deviations, pyramidal
decomposition, economic value added,

JEL codes: C2, C5, C58, G3, G30, G32

1 Introduction

Financial performance of an industry or a company is very important for the
management. It is a random process, which can be decomposed into the particular
indicators. Financial performance has been analyzed by traditional indicators in the past,
while nowadays modern indicators are more used, such as economic value added.
Methods used for financial performing of an industry or a company were presented e.g.
Ehrbar (1998), DluhoSova (2010) or Marik (2005).

It is very important to find the main factors, which have the main influence of the
industry s financial performance. One way, how to find main influencing factors is
pyramidal decomposition of financial performance indicators. If this method is proposed
to analyze financial performance of an industry, it is possible to find relations among the
component indicators, Zmeskal (2013).
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The aim of this paper is to evaluate financial performance of automotive industry in the
Czech Republic in the period 2007 to 2015 according to the methods of analysis of
deviation and to find main value drivers of this selected industry.

2 Methodology of financial performance

Financial performance of an industry or a company can be evaluated according to
accounting indicators, economic or market indicators. In this paper for financial
performance of an automotive industry will be used financial ratios analysis, pyramidal
decomposition of selected financial ratio and analysis of deviation.

Financial ratio analysis

One of the commonly used tools for analysis of the industry 's financial performance is
the usage of financial ratio analysis together with the pyramidal decomposition. Financial
ratios analysis is the quantitative analysis of financial information from industry’s
financial statements.

Financial ratios can be divided into different categories according to the parameter, which
is being measured. It is possible to distinguish profitability ratios, liquidity ratios, activity
or efficiency ratios and solvency ratios, DluhoSova (2004). In Table 1 there are financial
ratios, which will be used for the analysis of automotive industry in the Czech Republic.

Table 1 Financial ratios

Ratio Abbreviation Formula

Return on Equity ROE EAT/Equity

Return on Assets ROA EBIT/Assets

Return on Capital .

Employed ROCE EBIT/Capital Employed

Return on Revenues ROR EBIT/Revenues

Numl_oer of Days of NDR Inventory/Receivable:-360

Receivable

Number of Days of

Payable NDP Inventory/Payable-360

!\lumber of Days of NDI Inventory/Revenues-360

inventory

Current Liquidity CL Current Assets/Short-Term Liabilities

Quick Liquidity QL (Current Assets- Inventory)/Short-Term Liabilities

Cash Liquidity CASH L (_Cas_h-l_—Short-Term Securities)/Short-Term
Liabilities

Debt Ratio DR Debt/Assets

Financial Leverage FL Assets/Equity

Source: Richtarova, Culik, Gurny, Ratmanova (2013)

Economic value added

Traditional performance measures such as NOPAT, ROI or ROE have been criticized
due to their inability to incorporate full cost of capital and therefore accounting
revenue is not a consistent predictor of firm value and cannot be used to
measure company performance, Vernimmen (2005). One such innovation in the field of
internal and external performance measurement is Economic value added. This indicator
is based on the concept of the economic profit. When the economic profit is positive, it
means that company earns more than the weighted average costs of capital, which also
means that some wealth for the shareholders is created.
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There are many ways how economic value added can be expressed. It can be
distinguished EVA - equity, EVA - entity or relative economic value added.

Financial performance of an automotive industry will be analyzed according to EVA -
equity in this paper. EVA - equity is expressed as

EVA= (ROE-R) [E, )

where ROE is return on equity, Eis equity and R, are costs of equity. By using building

model of Ministry of industry and trade of the Czech Republic it is possible to express
costs of equity as

R, =R. +RR+RR +RR +RA, @

where R: is risk free rate, RP,,,,are risk premiums which are determined according to
methodology of Ministry of industry and trade of the Czech Republic, mpo.cz.

If economic value is expressed in this way, the difference between ROE and R. is called
spread. If this spread is positive, it means that industry or company earns more than the
costs of equity are.

Method of pyramidal decomposition and analysis of deviation

Method of pyramidal decomposition is usually used for quantification of the impact of
component ratios on the change in the base ratio. This method also allows to determine
the interactions and relationships among the component ratios.

The pyramidal decomposition together with the analysis of deviation helps to identify the
relationships between the financial ratios and also quantify the impact of selected ratios
on the base ratio, DluhoSova (2010).

It is useful to apply the analysis of deviations for in-depth analysis of the impact of
component ratios on the base ratio. It is possible to quantify the impact of the changes in
the component ratios on the base ratio according to this analysis, Zmeskal (2013). It is
possible distinguish two operations according to this analysis - additive relationship and
multiplicative relationship, Zmeskal (2013).

Quantification of the impact under the additive relationship is generally applicable and
the total impact is divided in proportion to the changes in the component ratios, Zmeskal
(2013).

According the way in which the multiplicative relationship is handled, five basic methods
can be distinguished: a method of gradual changes, a decomposition method with
surplus, a logarithmic method or functional method or the integral method, their
description including derivation can be found in DluhoSova (2004).

Integral method will be used for the deeper analysis of financial performance of
automotive industry. Quantification of the influences according to integral method is
similar to logarithmic method or functional method. The only difference is that only the
linear component of the Taylor series approximation is applied, Gurny, Richtarova, Culik
(2014). Resulted influence quantification for any component ratio is expressed as

_Rai
AX, =—2 [\ 3
% TR B 3)
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In the Figure 1 proposed pyramidal decomposition of economic value added is possible to
see. Economic value added is decomposed to component ratios.

Figure 1 Pyramidal decomposition of Economic value added

EVA
— ]
[ Eqity | . [ ROE-Re |
]
[ roE | -[ Rre |
| | | | |
EAT/EBIT . [Bima ] . [ ae | | re |+ Re |+ r J+[ r|+[ ra]
| | |
[ eamet | . [mumr] [mor] . [ ra | [ ReE |+ [ ouve |+ we |+ [ othesE |
| |
[ nterestR | + [ Tar |+ [ BaTR ] | 1 | /[ AR ]| [ReservesE| + | Payadlese | + [ DewE |
| |
[ 1 ]-[comtsr] [ AR |+ [othear] + [ car |
| |
[ Tar |+ ocr | +[ FoRr | [ mrar |+ [ LTFAR | [ReseivablesiR] + [ inventoryR | + [sTRAR]
| | | | | |
[ cesr |+ oErR | +[ wsRr |+ [ oocRr | [MateriasR] + | wiPR | + [ FeR |+ [ MR ]

Source: own calculation

where E is equity, ROE is return on Equity, EAT is earnings after taxes, EBT is earnings
before taxes, EBIT is earnings before interests and taxes, RC is registered capital, OL is
other liabilities, R is revenues, T is tax income, ITFA is intangible and tangible fixed
Assets, LTFA is Long -term Financial Assets, OA is Other Assets, STFA is Shot-term
financial assets, WIP is work in progress, FG is finished goods, M is merchandise, FC is
financial costs, CoGSare costs of goods sold, OFE is operating expenses, OOC is other
operating costs, WS is wages and salaries.

In the Figure 1 it is clear, that economic value added is influenced by the equity and
spread, while spread is the main influencing factor. The impact of profitability, debt and
determination of costs of equity is figured in other levels of decomposition.

Data

Financial statements should be completed to evaluate the financial performance of an
automotive industry. Input data were taken from the website of Ministry of industry and
trade of the Czech Republic from the period 2007 to 2015. Financial ratios analysis was
provided according to a Table 1 according to completed financial statements.

3 Application

Automotive industry in the Czech Republic

Automotive industry of the Czech Republic was chosen for evaluation of financial
performance. Automotive industry is one of the main parts of the manufacturing industry
in the Czech Republic.

Automotive industry of the Czech Republic significantly contributes to the gross domestic
product. Czech automotive industry belongs to one of the most developed automotive
industries in the European Union. According to CZ - NACE automotive industry includes:
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personal, light utility and freight vehicles, buses and trolleybuses, snowmobiles, golf
carts, amphibious vehicles, fire trucks, trailers and semi-trailers, and the manufacture of
their parts.

Figure 2 Financial ratios
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Source: mpo.cz

Companies in the automotive sector and related suppliers regularly rank in the
CZECH TOP 100, but not all of them do. Skoda auto, a.s., Hyunday and TPCA can be
placed among the most important companies in the automotive sector.

Data

In the Table 2 there are the values of chosen financial ratios. These ratios were set
according to an input data from the financial statements of an automotive industry.

Table 2 Financial ratios analysis

Ratio/Year 2007 2008 2009 2010 2011 2012 2013 2014 2015
Return on Equity 0,176 0,148 0,070 0,142 0,173 0,144 0,125 0,175 0,219
Return on Assets 0,131 0,108 0,042 0,076 0,085 0,082 0,080 0,112 0,137

Return on Capital 0,186 0,165 0,065 0,113 0,128 0,124 0,117 0,168 0,202

Empolyed

Return on Revenues 0,073 0,068 0,028 0,049 0,052 0,050 0,049 0,063 0,075
Number of Days of 61,82 62,23 62,92 77,59 57,58 52,35 56,48 49,90 49,59
Receivable 8 7 8 3 4 0 1 3 5
Number of Days of 63,18 74,62 83,25 96,20 97,71 94,70 89,81 84,25 73,65
Payable 5 8 2 6 5 2 6 7 1
Number of Days of 19,71 23,66 21,02 20,41 20,66 20,80 21,67 19,59 20,38
inventory 3 5 2 0 3 2 8 0 4
Current Liquidity 1,570 1,262 1,423 1,535 1,575 1,471 1,682 1,707 1,844
Quick Liquidity 1,232 0,956 1,164 1,252 1,288 1,177 1,365 1,408 1,513
Cash Liquidity 0,174 0,153 0,387 0,174 0,489 0,436 0,540 0,646 0,708
Debt Ratio 0,473 0,491 0,523 0,543 0,575 0,549 0,519 0,542 0,511
Financial Leverage 1,923 1,984 2,146 2,245 2,417 2,264 2,130 2,236 2,087

Source: own calculation

Profitability ratios are influenced by the amount of the profit. In the analyzed period
automotive industry didn’t generate a loss. ROE was higher than ROA in all analyzed
years, which means that the invested capital was valued more than the total capital.
From the proposed pyramidal decomposition of Economic value added generation of
profit is clarified.
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Solvency rule was met in all years. It means that companies in the automotive industry
had previously received payments from customers before paying their debts. Turnover of
receivables has a positive trend. The average inventory turnover is stable (20days).

There is no problem with liquidity in automotive industry in Czech Republic in the whole
analyzed period. All liquidity ratios testify to solvency at all levels.

Low debt ratio is typical in analyzed period for automotive industry. Foreign resources
are consisted of liabilities, especially short-term liabilities, namely trade payables.

Economic value added

Economic value added of the automotive industry of the Czech Republic was evaluated
according to a formula (1). Automotive industry of the Czech Republic is one of the main
parts of the manufacturing industry in the Czech Republic. Figure 2 is illustrating the
evolution of economic value added of automotive industry compared to the economic
value added of the whole manufacturing industry.

Figure 2 Economic value added (thousand CZK)
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Source: own calculation

From the Figure 2 it is clear that the trend of economic value added of automotive
industry corresponds to the development of economic value added of manufacturing
industry. Only between the years 2010 and 2012 economic value added of automotive
industry had inverse trend to the economic value added of manufacturing industry.

Analysis of deviations

Method of pyramidal decomposition was applied for deeper analysis of the factors
affecting economic value added of automotive industry evolution. Integral method was
used for influence quantification according to formula (3). In the 2007 economic value
added was negative (-5 664 144 thousand CZK.), but in the 2015 economic value added
of automotive industry of the Czech Republic was positive (16 960 840 thousand CZK.).
It means, that economic value added increased by 24 868 096 thousand CZK in the
analyzed period.

Table 3 First level of decomposition of Economic value added

Ratio Influence
EVA 24 868 093
Equity 7 121 313

Spread (ROE - Rg) 17 746 781
Source: own calculation
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From the first level of decomposition of economic value added it is clear that the spread
is the most influential factor. To determine the value drivers of Economic value added of
automotive industry in the period 2007 to 2015 other levels of decomposition are
applied. In the Table 4 there are shown impacts of other component ratios.

Table 4 Other levels of decomposition of Economic value added

Ratio Influence
Equity 7 121 313
Re 8 871 236
R, -165 781
R, -4 630 683
R3 2 559 831
R,4 734 447
EAT/EBT 4 195 886
EBT/EBIT 28 487
RC/E -2 802 288
OL/E 157 092
Interests/R 51 158
T/R -2 728 383
ITFA/R 3 031 096
LTFA/R 3 374 784
OA/R -370 529
Receivables//R 2 838 351
STFA/R -7 762 717
Materials/R -95 780
WIP/R -40 148
FG/R 138 027
M/R -157 839
Reserves/E 1924 374
Payables/E 4 138 676
Debt/E -2 347 738
T/R 2 728 383
FC/R -51 158
CoGS/R -9 711 270
OE/R -16 810 906
O0C/R 22 688 453
OtherE/E 2 802 288
WS/R 5159 436
Summary 24 868 093

Source: own calculation

Economic value added of automotive industry increased by 24 868 093 thousand CZK
during the analyzed period. For a deeper analysis of all years of the analyzed period
should be done.

After applying method of pyramidal decomposition to economic value added positive and
negative effects of component ratios were found. Three ratios with the highest positive
effect and three ratios with the highest negative effect were selected for explanation in
this paper. These ratios are shown in the Table 5.
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Table 5 Selected ratios with positive and negative effects

Positive effects

1+ 2+ 3+
Other operating .
2007_08 costs/Revenues Payables/Equity Interests/Revenues
2008_09 Tax/Revenues EAT/EBT Financial costs/Revenues
Other operating Wages and
2009_10 costs/Revenues Salaries/Revenues Rs
2010_11 Costs of goods Receivables/Revenues Intangible, Tangible, Fixed
sold/Revenues assets/Revenues
Other operating
2011_12 EAT/EBT costs/Revenues Tax/Revenues
2012_13 Interests/Revenues R, Operating expenses /
Revenues
2013_14 Wages and Interests/Revenues Operating expenses /
Salaries/Revenues Revenues
Other operating ,
2014_15 costs/Revenues Equity Re
Negative effects
1- 2- 3-
2007 08 Wages and Costs of goods Operating expenses /
- Salaries/Revenues sold/Revenues revenues
2008_09 Other operating Operating expenses / R,
costs/revenues Revenues
2009_10 Equity Debt/Equity Receivables/Revenues
Operating expenses / Short-term Financial Assets / Other operating
2010_11
revenues Revenues costs/revenues
Costs of goods
2011_12 EBT/EBIT sold/Revenues Tax/Revenues
2012_13 Other operating Tax/Revenues Rs
costs/revenues
2013_14 Financial costs/Revenues EBT/EBIT Tax/Revenues
2014_15 Payables/equity Interests/Revenues Tax/Revenues

Share of costs items on revenues is one of the ratios, which has the largest positive
effect to economic value added in all analyzed years. Only between the year 2011 and

Source: own calculation

2012 EAT/EBT ratio was the most significant.

The largest negative impact was observed in the proportion of selected costs on revenues
(for example wages and salaries, other operating costs). In 2009 - 2010 equity was

significantly reduced and this had the largest negative impact on economic value added.

In the analyzed period costs of equity determined economic value added. Cost of equity
we evaluated according to a methodology of Ministry of industry and trade of the Czech
Republic, mpo.cz. Risk premiums had in the analyzed period as positive as negative
impact. Order of impact of component indicators to economic value added had changed

during the analyzed period.
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4 Conclusions

This paper was dedicated to a financial performance analysis of automotive industry of
the Czech Republic in the period 2007 to 2015. Automotive industry is one of the main
parts of the manufacturing industry in the Czech Republic.

The aim of this paper was to evaluate financial performance of automotive industry in the
Czech Republic in the period 2007 to 2015 according to the methods of analysis of
deviation and to find main value drivers of financial performance of this selected
industry.

Selected financial ratios had positive trends. There is no problem with liquidity,
profitability, solvency, activity and efficiency.

Financial performance of automotive industry was analyzed according to economic value
added. Economic value added had significantly increased during the analyzed period.

Analysis of deviation was applied to find the main indicators influencing economic value
added of automotive industry in the Czech Republic. According to integral method,
indicators with positive and negative effect were found. Share of selected costs on
revenues had the largest impact to economic value added of automotive industry of the
Czech Republic in the analyzed period 2007 to 2015.
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Abstract: The aim of this paper is to show non-traditional approach to the causes of
foreclosure crisis in 2008. Most often used story is based on idea that the crisis was
result of the finance market industry where market insiders betrayed uninformed
mortgage borrowers and investors. But non-traditional approach argues that borrowers
and investors made decisions that were rational and logical given their ex post overly
optimistic beliefs about house prices. They expected situation would have been much
different than it was, but they knew theoretical risks. This can show limits of our
understanding of asset price bubbles and help to design policies and help us in crisis
prediction system.

Keywords: Financial crisis, Behaviour, Consumer behaviour, Rationality, Irrationality
JEL codes: D14, D18, D53, D82, G01, G0O2

1 Introduction

Few years after the beginning of the U.S. mortgage crisis there is still a crucial question
regarding its origin — why did so many people—including homebuyers and the purchasers
of mortgage-backed securities—make so many decisions that turned out to be disastrous
in their consequences?

The dominant explanation that can be called conventional wisdom claims that well-
informed mortgage insiders used the securitization process to take advantage of
uninformed outsiders (e.g. Foote, 2015). The process is explained as a loan from a
mortgage broker through a series of Wall Street intermediaries to an ultimate investor.
According to this point of view, betray starts with a mortgage broker, who convinces a
borrower to take out a mortgage that appeared at the beginning affordable. Process is
displayed in Figure 1. Unbeknownst to the borrower, the interest rate on the mortgage
will reset to a higher level after a few years, and the higher monthly payment will force
the borrower into default.

Figure 1 Conventional Wisdom

I Insiders I
I I
Borrowers ~ =} — —» Mortgage Brokers [
| | [
| } l
| Investment Bankers = = 4 #Lenders/Investors
I I
|

_———————_J

Source: Foote (2015)
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The broker knows that the mortgage is firmly connected to explode, but it does not
matter because the securitization process means that it will pass on the mortgage to
someone else. The investment bank buys a loan for inclusion in a mortgage-backed
security.

An investment banker knows that the investor is likely to lose money, but it does not
matter because it's not his money. When the loan explodes, the borrower loses his home
and the investor loses his money.

Both borrowers and lenders believe home prices will grow rapidly soon, not surprising
that they find borrowers who pull out to buy the largest houses they could and investors
who would give them money. Rising house prices create large capital gains for home
buyers. They also increase the value of mortgage pledges and thus reduce or eliminate
credit losses for creditors.

Higher expectations in house prices streamline the decisions of debtors, investors and
intermediaries - their acceptance of high leverage in home purchase or financing of
mortgage investments, their inability to demand a rigorous documentation of income or
assets before lending, and their extension of loans to debtors’ history of debt repayment
(e.g. Foote, 2015). The process is clearly displayed in the Figure 2.

Figure 2 Bubble Theory
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Source: Foote (2015)

Many borrowers got mortgages that they would never have bound up before. If this
alternative theory is true, securitization was not the cause of the crisis. The securitization
rather facilitated the transactions the borrowers and investors had yet to do.

According to bubble theory is foreclosure crisis seen because of distorted beliefs rather
than distorted incentives. Growing literature in economics seeks to accurately identify
how financial market participants shape their beliefs and what can happen when these
beliefs are distorted.

Bubbles do not need securitization, government Involvement or non-traditional credit
products. Bubbles in many other activities have appeared without these things (e.g.
Tulips in Holland from the 17th century). Expectations of higher real estate prices have
made investors more willing to use both securitized and non-traditional mortgage
products.

2 Methodology and Data

Theories of asymmetric information argue that mortgage originators failed to adequately
screen loans and passed them on to unsuspecting investors in mortgage-backed
investments. The resulting expansion in credit then drove prices higher. Some of our

77



facts have argued directly against this line of reasoning; in this section, we show that
explanations based on asymmetric information fail on theoretical grounds as well. A
second group of explanations claims that mortgage market developments related to
financial innovation allowed credit to expand and prices to rise. We show that these
explanations also have theoretical and empirical problems. Finally, we discuss the only
set of theories left standing. These theories claim that the U.S. housing market was a
classic asset bubble, just like previous bubbles in tulips and tech stocks.

Explanations based on asymmetric information

The theory of asymmetric information argues that mortgage brokers have been unable
adequately to project loans and hand them over to shameless investors in mortgage
investment. The resulting credit expansion then led to higher prices. The second group of
explanations argues that mortgage market developments related to financial innovation
have allowed credit growth and price growth. Other theories claim that the US housing
market was a classic bubble of assets, just like the previous bubbles in the tulips and
technological supplies.

Theories based on financial innovation

A second group of theories argue that the source of rising house prices was some
fundamental change in mortgage market institutions. These loans were uniquely labelled
as loans with those assets, so investors knew what they were getting. In particular,
investors knew that the borrowers were likely to inflate their income and assets.
Nevertheless, investors bought loans because they expected these loans to be profitable.
Investors were willing to take advantage of their chances with risky loans because they
thought higher real estate prices would mean that this risk is worth not because of the
inconsistent stimulus in the securitization process. They argue that the source of real
estate price growth was a major change in mortgage market institutions, although this
change may not be the result of asymmetric information. E.g. Decrease in requested
payments from potential domestic buyers.

The lesson of financial innovation models is that it is not possible to explain the dynamics
of housing prices in the US in 2000 with a dynamic forward-looking model of overall
balance. Researchers should draw attention to less conventional approaches, for
example, based on distorted beliefs.

Theories based on bubbles and distorted beliefs

Economists are fascinated by bubbles and have been for a long time. Speculative fervour
captured some of the asset, which led to prices that surpassed any realistic estimate of
the future income that this asset could cause. When no more buyers of this asset are
available - when music stops - prices fall.

The models were developed to explain why bubbles may take a long time, but as
Brunnermeier (2008) states, they do not have many convincing models that explain
when and why the bubbles begin. The link between financial innovations and bubbles also
does not support a historical record. In the 1930s, many blamed the US bubble on
securities exchanges in the 1920s for financial innovations, which allowed companies and
individuals to raise leverage positions in stocks. However, this regulation did not hinder
the technological bubble of the 1990s, though it probably prevented the collapse of stock
prices from causing a financial crisis. The US housing market was in a bubble from the
beginning to the middle of 2000, then debtors and creditors are understandable.

Higher price expectations may also explain why so many mortgage loans have been
allocated to low-income households and why this allocation was via securitization.
Expectations of higher prices will encourage all households to increase their exposure to
the housing market, but wealthy households can finance this growth by lowering their
investment in bonds. Households with little or no wealth can finance growth only through
increased loans. Expectations of high prices dramatically reduced the expected losses on
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loans at risk, but had little impact on the expected losses on primary loans, which due to
their much higher credit quality were minimal. High prices can explain the growth of
mortgage securitization.

Since the characteristics of the borrower no longer affect loss estimates, if the underlying
collateral is expected to be evaluated quickly, it is not sufficient for the originator to
obtain information on these characteristics or equivalent to the investor requesting. As a
result, the developer will end up with less private information in an environment where
the expected growth in prices is lower. Rather than depositing money in a financial
institution that had a decision on where to borrow, the securitization of investors could
directly focus their money on a particular market place in this case. Normally, it's a good
thing. But in the middle of 2000, securitization worked the same way as Othello - not
wisely, but too well.

The inefficiency of a more traditional financial system could be a blessing now, as it could
prevent too optimistic borrowers and investors from finding each other.

3 Results and Discussion

If borrowers and investors made bad decisions because of the collective belief that
housing prices would grow rapidly and could never fall, better information, simplified
products and improved incentives for intermediaries would not have a big impact. But
this does not mean that this policy is always ineffective. Although scientists can not
predict earthquakes or prevent them, robust building laws still prevent millions of deaths.
Many procurement rules are designed to make the financial system more robust. When
evaluating future policy designs there should be answered two basic questions:

« Can financial institutions resist severe price shock?
« Can borrowers withstand a substantial decline in property prices?

We can use for illustrative answer speech in Shanghai Symposium on OTC Derivatives
made by Evans in spring 2017. He stated that political actions that increase public
confidence in the ability of institutions to withstand financial shocks will tend to offset the
destructive behavior of liquidity. The international community has taken many such
measures since the crisis. Particularly noteworthy are changes in bank capital regulation,
including higher capital requirements; the beginnings of a truly anti-cyclical capital
regime; regular stress tests; and minimum Standards for Balance Sheet Liquidity. These
developments reduce the likelihood that a large systemically important bank will be
vulnerable to further shocks that have hit the financial system (Evans, 2017).

Very useful in predicting of ability of down payment is the concept of stress test. Warren
(2010) argued that families could practice a "financial explosion against fire" to ask how
they would get if someone had won the job. A fire drill could also include a scenario in
which the cost of parachuting houses would prevent a family from selling their home
more than owed a mortgage. Such a drill would be like the so-called Load Tests that
regulators perform in financial institutions.

We can use the data from Ministry of Finance judging these abilities of the Czech
Republic inhabitants. In 2010 and in 2015, the Ministry of Finance carried out a
measurement of the level of financial literacy of the adult population of the Czech
Republic. This survey has become part of the global measurement together with the
other dozens of countries of the Organization for Economic Co-operation and
Development (OECD). In Figure 3 is displayed specific part of this financial literacy
measurenment - the length of the cost of Living without the main source of household
income

79



Figure 3 Measuring the Level of Financial Literacy in 2010 and 2015
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48% of households cover their cost of living at the loss of main income for at least three
months (41% of households in 2010), 15% of households would not even cover them for
one month (16% of households in 2010). This research showed Czechs are getting better
and their stress tests results would be better too.

Speaking back to financial crisis origin, everyone - from first class houses to the director
of Wall Street - must realize that asset prices are moving in a way that we do not
understand yet. Unfortunately, none of the new mortgage-backed forms proposed by the
regulators contains critical information the borrowers need to know: there is a chance
that the house they buy will soon be considerably lower than the remaining balance of
the mortgage. If this occurs and the borrower does not have sufficient preventive
savings, then the debtor is a job loser or serious illness that has not been touched.

Politicians and regulators have little or no ability to identify or trigger bubbles in real
time. Policy makers should not try to stop bubbles that are not easily identifiable but
should clean up the damage that was left in their explosion (much like A. Greenspan).
This strategy works only if the financial system is robust against unfavorable shocks.

Determining the origin of the financial crisis is not just an inactivity of academic
entertainment, because alternative explanations require different political responses. If
borrowers and investors made bad decisions because of the collective belief that housing
prices would grow rapidly and could never fall, better information, simplified products
and improved incentives for intermediaries would not have a big impact. But this does
not mean that this policy is always ineffective. Although scientists can not predict
earthquakes or prevent them, robust building laws still prevent millions of deaths. How
can we create a bubble-resistant financial system? Many new regulations are designed to
make the financial system more robust. We propose two questions that may be raised in
the evaluation of future policy proposals.

Critics may say that dealing with bubbles, such as the earthquake, recalls the doctrine
often associated with Alan Greenspan: political politicians should not try to stop the
bubbles that are not easily identifiable but should instead clean up the damage that
remains when they burst. To some extent, we agree with this doctrine because we
believe that policy makers and regulators have little or no ability to identify or tear
bubbles in real time. This strategy works only if the financial system is resistant to
adverse shocks. As we have already mentioned, the reforms of the 1930s failed to
prevent the emergence of a bubble in the stock market in the late 1990s. Stock market
collapse, however, did not lead to the economic crisis or to the large financial problems
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of households. Why not? One possible explanation is that the 1930s reforms have made
the financial system "bubble-proof", at least for the stock. Our hope lies in the fact that
in the future we can achieve a similar result to housing. However, housing policy must be
based on facts.

4 Conclusions

During last big financial crisis, foreclosure crisis, borrowers and investors made decisions
that were rational and logical regarding ex post too optimistic beliefs about real estate
prices. Reforms of the 1930s could not prevent the emergence of a bubble at the end of
the 1990s. Stock market collapse, however, did not lead to the economic crisis or to the
large financial problems of households. Why not? One possible explanation is that the
1930s reforms have made the financial system "bubble-proof", at least for the stock.
Could we get something similar in the future in the future? Prognosis, valuation, and
analysis must be modest and sincere about how little we know about the future. This will
allow decision makers to seriously consider extreme and unfavorable scenarios, even
though they seem unlikely. In many cases, it is the right decision about risk management
and the recognition of what we do not know. Therefore, we need consider what are
people 's beliefs like and what are they based on. Just knowing that we can make some
relevant predictions about future crises.
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Abstract: The aim of the paper is to document how the dynamics of linkages between
European currencies changes during a trading day according to the activity of different
groups of traders, and show the impact of important events and news on the dependence
structures. We analyze conditional dependencies between the Czech koruna, Hungarian
forint, Polish zloty and the major European currencies (the euro, British pound and Swiss
franc). The analysis is performed for the exchange rates against the US dollar. We
consider daily returns calculated using the exchange rates quoted at different times of
day. The dynamics of the dependencies is modeled by means of Markov regime switching
copula models, and the strength of the linkages is described using dynamic Spearman’s
rho coefficients and the dynamic coefficients of tail dependence. The approach used
allows to scrutinize changes in the dynamics of the conditional dependence structure
according to the time of day, which can be useful in recognizing diversification
possibilities.

Keywords: exchange rates, European currencies, linkages, copula, Markov regime
switching, tail dependence
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1 Introduction

In the paper we show that the strength and dynamics of linkages between European
currencies change depending on the time of day. The analysis is based on daily returns
on the exchange rates of selected currencies (EUR, GBP, CHF, CZK, HUF, PLN) against
the US dollar that are calculated at 4 fixed times each trading day. To describe changes
in a pattern of the dependence, we apply 3-regime Markov regime switching copula
models, which allows to measure the strength of the dependence by means of dynamic
Spearman’s rho coefficients and some coefficients of dependence in tails.

The FOREX market is open 24 hours a day during 5 days of a week, but activity of
traders from different parts of the world changes according to trading hours of their
regional markets. The prices observed in this market are thus heterogeneous since at
different times of a day they are formed by different groups of traders. Moreover, the
intensity of a FOREX trade changes during a day. In Figure 1, we show diverse daily
periodic patterns in 5-minute returns on EUR/USD and PLN/USD, which depict differences
in activity of trading the currencies in regional markets. The maxima visible in plots
indicate the periods of the highest activity of traders. A general observation is that three
global currencies, i.e. EUR, CHF and GBP, show similar behavior as they are actively
traded during all the day, though with changing trade intensity. For the considered
Central-European currencies, we observed an explosion of volatility at 8:05 (all times in
the paper are CET), i.e. immediately after the regional markets are opened.

Taking into account the common maxima, we decided to analyze the linkages between
the considered exchange rates at 8:05, 9:05 (the beginning of the trading day in
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continental Europe and the UK), 14.35 (the most significant US announcements) and at
17:00 (the end of the trading day in Europe).

Figure 1 EUR/USD and PLN/USD. The daily periodic patterns in 5-minute returns
(Central European Time). Based on averages of absolute returns over the period:
November 11, 2011 - March 24, 2017
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We have drawn inspiration for seeking evidence of time-of-day effects in the structure
of dependence in the FX market from the papers by Ranaldo (2009) and Breedon and
Ranaldo (2013). These authors do not investigate the dependence structure but present
evidence of time-of-day effects in foreign exchange returns showing that currencies
depreciate during local trading hours and appreciate during the working hours of the
foreign counterpart. This can be partly explained by the observation that there is the
convention of closing or reducing open positions on exchange rates out of the liquidity
clustering during the main working hours (Ranaldo, 2009). Our earlier analysis of
intraday changes in the dependence structure in the currency market (Doman and
Doman, 2014) we took up, however, without knowing the papers by Ranaldo and
Breedon.

The results of our research are as follows. First we show how the dynamics of linkages
depends on the time of day and on the changes in activity of different groups of FOREX
traders. The next part of our results deals with the impact of important market events
and information on dynamics of the linkages, and shows differences in the ways a news
impacts them depending on the time of day. The presented analysis is thus performed
from the point of view of a US dollar investor owning a portfolio of European currencies
and the results show that diversification of such a portfolio and the portfolio risk depend
on the time of day.

2 Methodology and Data

Modeling the conditional distribution of multivariate daily financial returns is not an easy
task. Asymmetries in one-dimensional marginal distributions as well as in the
dependence structure imply that such distributions mostly do not belong to a well-studied
class of elliptical distributions, which include multivariate normal and Student’'s t
distributions (see e.g. McNeil et al., 2005). Moreover, the conditional dependence
structure of the returns can significantly change in time. Because of non-ellipticity,
modeling the returns using standard multivariate GARCH models (Bauwens et al., 2006)
should be avoided. Instead, an approach employing copulas, which allow to model
dependence structure separately from univariate marginal distributions, should be
applied.
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A bivariate copula is a function C:[01]%[0] - [01] from the unit square to the unit
interval that is a distribution function whose marginal distributions are standard uniform.
If X, and X, are random variables with joint distribution function F and marginal

distributions F, and F, then, by a theorem by Sklar (1959), the following holds

Fxy)=C(RX). R(Y). (1)
Given that F, and F, are continuous, the function C is uniquely given by the formula
Clu,w) =F(F~ W), K W), (2)

for uvO[01], where G~ (u) =inf{x: G(X)=u}. In such a situation, C is called the copula of
X, and X, orof F.

The simplest copula, which corresponds to independence of marginal distributions, is
defined by

C'(uv) =uv. (3)

In this paper we also apply the Gaussian (normal), Student, and Joe-Clayton copulas.
They are defined by the following formulas:

C;sauss(ul’ Uz) = ch(cD_l(ul)’ q)_l(uz)) ’ @

C;}sdentul’uz) =tp,v (tv_l(ul)'tv_l(UZ)) 14 (5)

1/«
4

C;g?fdayton(uv uz) =1- (1_ (L-@a- ul) K]_y +[1- (1_u2) K]_y -1 _l/y) (6)

where in (4) ®, denotes the distribution function of a bivariate standardized Gaussian
vector with the correlation coefficient p, and ® stands for the distribution function of
the standard normal distribution. Similarly, tpy,/ in (5) denotes the bivariate Student ¢
distribution function with v degrees of freedom and the correlation coefficient 0, and {,

stands for the univariate Student ¢ distribution function with v degrees of freedom. The
parameters in the Joe-Clayton copula (6) satisfy the conditions: «>1, y>0. For k=1, the

Joe-Clayton copula becomes the Clayton copula C;®*". In the limit case, y=0, the
Clayton copula approaches the independence copula o} (Nelsen, 2006).
If a copula C has the density c, then

0°C(uy,u,)
ou,0u,

/ (7)

c(u,,u,) =

and for any variables X, and X, with marginal distribution functions F and F,,
marginal densities f, and f,, joint density f, and copula C the following relation
holds:

f (%) =c(F (%), K0 f,00) (). (8)

Spearman’s rho for variables X, and X, with marginal distribution functions F, and F,
can be defined as

IOS(Xl’XZ):“Fl(xl)J:Z(XZ))I (9)
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where pdenotes the usual Pearson correlation. Spearman’s rho is a dependence
measure, which is a copula invariant. When C is the copula linking X, and X, , then

ps(X,, X;) = =19[  Clu,,u,)dudy, -3 (10)

(Nelsen, 2006). From (10) it follows, in particular, that if for some copulas C, and C,,

and 0<a<], C=aG+(@-a)C, then
pc:apq+(1_a)pcz' (11)

In this paper, the strength of lower tail dependence of variables X, and X, with
distribution functions F, and F, and copula C is measured by the function

A (@) =P(X,; < F, (@)X, <F(a) =C(a.0)/q. (12)
If a limit A, = IirE[/]L(q) exists and A, [0(01], then C is said to show extremal dependence
q-

in the lower tail. This property is possessed by the Student and Joe-Clayton copulas, but
not the Gaussian.

We model the joint conditional distribution of bivariate returns assuming that there can
be three regimes in each of which a fixed copula describes dependence structure, and the
regime switching is driven by some Markov chain (cf. Garcia and Tsafack, 2011). Thus, in
the applied Markov switching copula (MSC) model the conditional distribution of the

vector I, =(ry,r,,) has the following form
e lQu ~ Cs (Flt (! Fau Q). (13)

where Q, denotes the up to time t information set, I, |Q,, ~F ., i=12, and § is a

homogeneous Markov Chain with state space {123}. The parameters of the MSC model

(i.e. those of the univariate ARMA-GARCH models for the marginal distributions, of the
copulas C,;, C, and C;, and the transition probabilities p; =RS = j|S, =i)) are

estimated by the maximum likelihood method. The main by-products of the estimation,
which are used to construct time-varying conditional dependence measures, are the
conditional probabilities P(§ = j|Q,.;), P(S§ =j]Q,)and RS =j|Q;) (Hamilton, 1994).

We investigate the exchange rates EUR/USD, CHF/USD, GBP/USD, CZK/USD, HUF/USD
and PLN/USD. According to the established practice of FX markets, the symbol X/Y
means the price of a unit of currency X in units of currency Y. The analysis is performed
for the daily percentage logarithmic returns, which are separately calculated based on
exchange rates quoted at 8:05, 9:05, 14:35 and 17:00. The period under scrutiny is
from November 11, 2011 to March 24, 2017 (1394 daily observations for each of the
selected times). The exchange rate series were obtained from the service Stooq.

Prior to modeling the dynamics of dependence we calculated empirical Spearman’s rho
coefficients for each pair of the considered returns. They turned out not to be very
sensitive on the time of day. Their values change from 0.4674 (GBP/USD-HUF/USD at
9:05) to 0.9017 (EUR/USD-CZK/USD at 8:05). The analysis presented in the next section
shows that the pattern changes when considering the conditional Spearman's rho
coefficients, which take into account the information flow.

3 Results and Discussion

We investigate the dynamics of dependence between the analyzed exchange rates by
means of 3-regime Markov switching copula (MSC) models. This allows us to describe

85



different types of dependence and capture temporal changes in the linkages. The analysis
is performed for pairs of the exchange rates, so we use bivariate copulas. As in many
financial applications, we used a two-stage estimation procedure of model fitting. In the
first step, a univariate ARMA-GARCH model was fitted to each of the investigated return
series. Among the best fitted models, standard GARCH, GJR, and EGARCH models with
Student’'s t (symmetric or skewed) distribution for the innovations (Tsay, 2010)
appeared. The standardized residuals from the models were tested for serial
independence and consistency with the assumed distributional properties. They were
then transformed by means of the theoretical cumulative distribution functions into the
series of uniformly distributed pseudo-observations, based on which the copula and
regime-switching parameters were estimated in the second step. We tried a variety of
copulas, and in final choice of the models decisive were the results of information criteria,
and the likelihood ratio tests, where applicable. The estimation was performed using
G@RCH 7.0 package (Laurent, 2013) and the MATLAB software.

Although the considered currencies have been subject to different exchange rate
regimes, their exchange rates against the US dollar indicate the level of volatility that
justifies applying the above modeling procedure. This is due to invariance of a copula
under strictly increasing transformations of the marginals. Our analysis focuses on the
dynamics of the conditional Spearman’s rho coefficients and the lower tail dependence
coefficients defined in (12) and evaluated at = 001, which is the most frequently used

tolerance level in Value at Risk calculations. Presented below estimates for the dynamic
Spearman’s rho coefficients were calculated by the formula

p =3 PP =i10,), (14)

where p(i) is Spearman’s rho for a copula prevailing in regime i, and P(S =i|Q;) is the
smoothed probability of regime j, defined in (16). Estimates for the dynamic left tail
dependence coefficients were calculated by a similar formula.

Table 1 Parameter estimates for MSC models fitted to daily returns calculated
for the pair CZK/USD-HUF/USD

8:05 Regime 1 Regime 2 9:05 Regime 1 Regime 2 Regime 3
Copula Cgauss C studem Copula C e C e C /flyﬁ“aaywm
0 0.5653 0.8464 0 0.4193 0.8528
(0.0418) (0.0152) (0.0736) (0.0109)
v 8.5615 P 2.0431
(3.1710) (0.1598)
y 1.2175
(0.1533)
14:35 Regimel Regime2 Regime3 17:35 Regime 1 Regime 2
copu Ia C;;auss C Sauss C’;]'L;ekclayton copu Ia CSludenl Cigkclayton
Yo 0.2601 0.8299 0 0.7193
(0.1277) (0.0105) (0.0191)
P 1.6926 p 3.8467
(0.1426) (0.0001)
y 1.0137 y 2.4799
(0.1306) (0.0001)

Source: authors

In Table 1 we show parameter estimates for the MSC models in the case of CZK/USD and
HUF/USD. For returns computed at 9:05 and 14:35, the fitted models are 3-regime MSC
with the Gaussian copula in regimes 1 and 2, and the Joe-Clayton copula in regime 3. In
the two remaining cases, 2-regime MSC models were the best: with the Gaussian and
Student copulas for returns computed at 8:05, and the Gaussian and Joe-Clayton copulas
for returns computed at 17:00. Thus at each of the considered times there exists a
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regime described by a copula exhibiting extremal dependence in the lower tail. In Table 2
we present all types of models fitted to the considered pairs of exchange rate returns.
The most often occurring are 2-regime MSC models with two Gaussian copulas which
differ in the value of correlation coefficient, and 2-regime MSC models with regimes
described by the Gaussian and Student copulas.

Table 2 The types of MSC models fitted to daily returns calculated from data quoted at
the selected times (copulas: N-normal, t-Student, JC-Joe-Clayton, PI-independence)

EUR-GBP EUR-CHF EUR-PLN EUR-CZK EUR-HUF GBP-CHF PLN-CZK PLN-HUF CZK-HUF

8:05 N-N N-N-PI N-t N-N N-t N-N N-t N-t N-t
9:05 N-t N-N N-N N-t N-N N-N N-t N-t N-N-JC
14:35 N-t N-N N-N N-N-PI N-t N-N N-t t-JC N-N-JC
17:00 N-N N-N-PI N-N N-t N-t N-N N-N N-t t-JC

Source: authors

Due to the limitation on the file size, we are able to present here only two figures
showing examples of the obtained results. Figure 2 shows a comparison of the dynamic
Spearman’s rho coefficients (for EUR/USD and CHF/USD) and Figure 3 depicts the
dynamics of the lower tail dependence coefficients (for CZK/USD and HUF/USD) for the
considered times.

Figure 2 Dynamic Spearman’s rho coefficients for (EUR/USD, CHF/USD)

——08:05:00 CET 09:05:00 CET ———14:35:00 CET  emmmm=17:00:00 CET

Source: authors

The unconditional Spearman’s rho for (EUR/USD, CHF/USD) is about 0.86 for all the
considered times, but the plots in Figure 2 indicate that the dynamics of linkages
between EUR and CHF is very strong and clearly depends on the time of day. In
September 2011 the Swiss National Bank (SNB) introduced the exchange-rate peg and a
minimum exchange rate of CHF 1.20 per euro was applied. On January 15, 2015 the SNB
suddenly announced that it would no longer hold the Swiss franc at a fixed exchange rate
with the euro. Thus we expected that our analysis would show strong dependence
between EUR/USD and CHF/USD during the period 2011-2015 and some drop in the
strength of linkages after 2015. This turned out to be true for returns calculated at 9:05
and 14:35. However, at the beginning (8:05) and end (17:00) of the trading day in
Europe the dependence process is much more complicated. There occur quite long
periods of very weak linkages. Investors consider the Swiss franc as a “safe haven”
asset, so during the periods of uncertainty caused by problems of the Eurozone their
behavior generates opposite movements of EUR/USD and CHF/USD. Periods where the
returns are independent are observed, for instance, after the Brexit referendum and after
unpegging the franc. It is worth mentioning that the first clear drop in the strength of
dependence, observed in January 2013, was due to the risk decline on financial markets
(Swiss National Bank, 2013).

In the case of EUR/USD and GBP/USD, the empirical Spearman’s rho coefficients
calculated for returns corresponding to the considered times vary from 0.5373 to 0.555.
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However, the results obtained by means of MSC models show much more wide range for
the conditional Spearman’s rho coefficients: from 0.3 to almost 0.8. The dependence is
stable at 14:35 and 17:00 except for a drop in its strength at the beginning of 2013,
which can be explained by a change of investors’ sentiment caused by an improvement in
the UK economy (https://www.fx-mm.com/article/29770/a-change-of-season-a-change-
of-sentiment/). This result suggests that the US news and the end of the stock market
trading in Europe are not important for the dependence between returns on EUR/USD
and GBP/USD. The linkages between these two exchange rate at 8:05 and 9:05 show
strong dynamics indicating their sensitiveness on the information flow at the beginning
of the trading day in Europe. The dynamic coefficients of dependence in the lower tail for
(EUR/USD, GBP/USD) are low (0.06-0.35) for all the selected times, which means that
the risk of simultaneous large movements down of these two exchange rates is low.

In Figure 3, we present an example of estimates of the conditional lower tail dependence
coefficients. The chosen pair is (CZK/USD, HUF/USD) and the value of g is 0.01. The
results are quite spectacular. The tail dependence coefficients vary from 0.05 to even
0.77 with the dynamics strongly dependent on the time of day. The highest values are
observed in turmoil periods and are achieved for returns calculated at 17:00, which is
connected with closing risky positions at the end of the trading day. The pattern for the
strength of linkages measured by means of the conditional Spearman’s rho strongly
depends on the time of day too. The dynamics is the stablest for returns calculated at
17:00 and the most sensitive on the information flow for returns calculated at 14:35 (US
news). The unconditional Spearman’s rho coefficients are about 0.75, but the conditional
ones are changing from 0.26 to almost 0.9.

Figure 3 Dynamics of lower tail dependence coefficients for (CZK/USD, HUF/USD)
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Source: authors

The linkages of the Czech koruna and Polish zloty with the euro show strong dynamics,
very sensitive on the information flow. The empirical Spearman’s rho coefficients are,
respectively, about 0.9 and 0.8 and the conditional Spearman’s rhos vary from 0
(occasionally for 14:35) to almost 1 in the case of CZK and EUR, and from 0.6 to 0.9 for
PLN and EUR. In the case of HUF and the euro, the dynamics of linkages is less wild, the
unconditional Spearman’s rho coefficients are about 0.76, and the conditional ones are
between 0.53 and 0.87. The tail dependence coefficients show the strongest dynamics for
Czech koruna (vary from 0.05 to 0.82). The observed dramatic movements reveal the
difficulties in keeping the koruna pegged to the euro (from 2013 to April 6, 2017). For
the pairs (EUR/USD, PLN/USD) and (EUR/USD, HUF/USD) the results are more common
- in both cases the dynamic tail dependence coefficients vary from 0.15 to 0.55 and
their dynamics is similar to that of observed for main European currencies.

Finally, let us consider the structures of dependence between the exchange rates against
the US dollar of the Polish zloty and the other two Central European currencies.
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For the pair (PLN/USD, HUF/USD) the impact of the time of a day does not exist. All the
dynamic Spearman’s rho estimates show the same reaction on market events and quite
stable level (0.63-0.88), and the unconditional values are about 0.81. The dynamics of
tail dependence coefficients is similar with values from 0.3 to 0.6.

In the case of (PLN/USD, CZK/USD), the dynamics of linkages exhibit much more
interesting pattern. Their strength is higher at 9:05 and 17:00 and clearly weaker after
opening national markets (8:05) and after releasing the US news (at 14:35). These
differences are probably caused by the behavior of local traders.

4 Conclusions

In the presented analysis we aimed to describe the dynamics of linkages between
exchange rates of six European currencies against the US dollar. Our first question was
about the differences in the structure of the linkages observed at different times of day.
Moreover, we investigated the changes in the structure of the conditional dependence
that could be caused by the most important market events. As a tool to model the
dependence we used 3-regime Markov regime switching copula models, which are a tool
flexible enough to capture qualitative and/or quantitative changes of the linkages in
currency markets. Thanks to the taken approach, we got information about the
dynamics of linkages measured using the dynamic conditional Spearman’s rho
coefficients as well as the probability of simultaneous extreme movements down
described by the dynamic tail dependence coefficients. The analysis was performed from
the point of view of a US dollar investor who owns a portfolio of European currencies and
analyzes the risk and diversification possibilities. We have shown that, in general, the
dependence in currency market changes according to the time of day, which is a result of
activities of different groups of traders with different preferences and investment
strategies. Even for currencies temporarily pegged to the euro, the dynamics of linkages
is quite strong, revealing difficulties to keep them pegged.
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Abstract: All active equity funds levy significant charges in exchange for an opportunity
to outperform respective benchmark. However, many of these funds fail to implement
active management in practice and resort to closet indexing. Evidence from abroad has
shown that closet indexing has been widespread among funds offered on world’s most
developed markets. The aim of this paper is a complete assessment of presence of closet
indexing on Czech financial market through a deeper analysis of wide scope of funds
offered to domestic retail investors. We found out that closet indexing is an issue of more
than one third of the overall amount, but there is still sufficient number of truly active
funds and certain signals where to expect closet indexer have been identified.
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1 Introduction

Closet indexing is a term known for at least 20 years, firstly quoted by Laderman (1997)
to the author’s knowledge, it has rarely been used or investigated for another 12 years,
though. It was not until 2009 when Petajisto and Cremers published their paper that
shaped a cornerstone of methodology of closet indexing research. Closet indexing is
based on a distinction between active and passive portfolio management. As generally
known, active management is characterized by an effort to outperform market return
and reach an excessive return. On the contrary, passive management seeks to achieve
market return. Active investing carries a chance for investor to reach an excessive return
in exchange for the risk of underperformance. Passive investing can never lead by
definition to lower than market return (Drab, 2015: 100).

Much has been written about active and passive investing, mainly on their mutual
comparison in terms of performance and costs. We do not intend to widen that vast list,
but instead to focus on an issue similarly pervasive, but incomparably less penetrating
the scientific literature so far. Closet indexing is to some extent self-explanatory, an
exact rigorous definition of closet indexing does not exist, though (Drab, Florianova,
2016: 180). Broadly speaking, closet indexing is a phenomenon when an actively
managed fund that claims to be maintaining active investment strategy considerably
resembles some benchmark. Such a fund can then be called “closet indexer”, “closet
index fund”, or “index hugger”. In case a passive fund resembles a benchmark there is
nothing to dispute. The real problem emerges, when an active fund claims that it strives
to outperform a benchmark or in whatever words to bring investors the opportunity to
reach an excessive return, charges hefty fees, but fails to attempt to outperform market
return in practice and instead pursue a passive strategy of at least partial resembling a
benchmark.

Apart from this, fees can be questioned even if they are not charged by a closet indexer.
As analyzed by Miller (2010), fees have been successfully disputed at court as
outrageous by an individual investor who sued an investment company, despite his case
had nothing to do with the fund’s investment strategy. The whole matter of closet
indexing came to broader awareness in the early 2016 following the publishing of the
Supervisory work on potential closet index tracking by The European Securities and
Markets Authority (ESMA). ESMA defines closet indexing rather vaguely: “...according to
their fund rules and investor information documentation, to manage their funds in an
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active manner while the funds are, in fact, staying very close to a benchmark and
therefore implementing an investment strategy which requires less input from the
investment manager (ESMA, 2016: 1, see Drab, Florianova, 2016 for broader
discussion).”

As noted above, closet indexing is still not much covered across existing literature
despite its practical significance. Besides Laderman there has only been a few papers
targeted exclusively on closet indexing. Braham (2004) published a list of top index
huggers among American funds investing in U.S. equity. Taylor (2004) brought certainly
one of the first scientific insights into closet indexing. Based on an analysis of trading
opportunities he concluded that closet indexing was not a widespread phenomenon in the
American mutual funds industry during the 1990s. Petajisto (2013) extended his
previously mentioned research with Cremers from 2009, which will be discussed further
in the text, and confirmed their findings on closet index funds underperforming their
benchmarks while genuinely active funds exhibiting excessive return over their
benchmarks fit to financial crisis era too. Cremers et al. (2016) also extended the
research and found out that about 20 % of worldwide mutual fund assets are managed
by closet indexers. The only analysis of presence of closet index funds in Czechia known
to the author is that of MikeS (2015). He compared 44 active funds investing in European
stocks and found only 4 closet indexers. However, this sample is rather small and only
partially covers Czech financial market, since it does not actually include any domestic
fund.

We already analyzed closet indexing on domestic financial market back in 2016. Although
we came to certain conclusive results and a significant part of this paper is based on our
previous findings, some issues left unanswered. This paper is intended as an extension of
our introductory analysis. Its aim is a complete assessment of presence of closet
indexing on Czech financial market through a deeper analysis of wide scope of funds
offered to domestic retail investors.

2 Methodology and Data

Methodology of investigating closet indexing is based on a concept of active share (AS),
which, in the meaning we are using, was first introduced by Petajisto and Cremers in
2009. Active share represents the share of portfolio holdings that differ from the
benchmark index holdings. AS thus has to lie between 0 and 1 (usually expressed in %).
A fund with AS equal to zero has identical portfolio (i.e. actual stocks including their
weightings) to selected index. On the other hand, a fund with AS 100 % does not hold a
single share that would be a part of a benchmark in its portfolio. Closet index fund is
claimed to resemble its benchmark from at least 40 %, which means that AS is up to 60
% but no less than 20 %, which is a frontier of an index fund (Cremers, Petajisto 2009:
3341-3342). An alternative view of active share was provided by Miller (2007), who
calculated R® from a regression model with fund performance as a dependent variable
and benchmark performance as an explanatory variable. Such approach does not lack
validity, but only the former, as Smith noted, provides us with high specificity which
active bets a fund manager is making and how large they are (Smith 2014: 7-8).

Despite being introduced less than nine years ago, active share has already spread
among scholars and financial industry to a certain extent, and anyone who attempts to
analyze closet indexing is forced to cope with this concept whether he acknowledges or
disapproves it. Active share measure has been utilized by several scholars so far.
Hirschel and Krige (2010) used AS for an analysis of South African unit trusts and more
or less confirmed previous findings of Petajisto and Cremers that low active share funds
showed lower benchmark adjusted performance, while high AS funds showed higher
benchmark adjusted performance. Active share has also penetrated fund factsheets of
several significant asset managers, i.e. Threadneedle, Bailie Gifford, Sparinvest or SEB.
We can therefore say that AS has started establishing a position of a possible future
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standardized benchmark which may once become an inseparable part of funds’ key
figures.

However, the relevance of active share has recently been challenged by Frazzini,
Friedman and Pomorski (2016: 20). They cast doubts upon reliability of performance
prediction based on active share as they found no evidence that high AS funds earn
higher returns than their low AS counterparts. Nevertheless, their conclusions are
oversimplified as proofed by Petajisto (2016: 11-12) and do not challenge the actual
concept, only some of its features we are not going to utilize in this analysis anyway.

Closet indexing can in principle relate to any fund that has a benchmark set or at least
there exists an appropriate benchmark that can be set. However, practical application of
the concept has been limited to equity funds, which are most prone to closet index
tracking. Table 1 shows the amount of mutual funds offered in Czechia according to data
provided by Czech National Bank (CNB).

Table 1 Number of funds offered in Czechia as at 01/08/2016

Fund type Count
Domesic mutual funds 197
of that standard and special open-ended 132
of that closed-ended 7
of that funds of funds 11
of that qualified investors funds (QIF) 47
Foreign investment funds 1399
of that standard open-ended 1232
of that others 167
Total domestic and foreign funds 1 596

Source: CNB, own calculation

These numbers do not change significantly over the short term, so we may proceed from
last year’s figures. Moreover, recently launched funds cannot be analyzed either way,
since there is no available holdings data for them yet. According to the above shown
there was 1 596 funds altogether offered to domestic investors. Out of 197 domestic
mutual funds 132 were standard or special open-ended funds (OPF). Standard fund is a
fund that has to meet criteria of the European law, namely the UCITS directive, unlike
special fund that does not have to. The rest was consisted of closed-ended funds, funds
of funds, and QIF. These are particular types of special funds that do not count to the
previous group. Out of 1399 foreign investment funds 1 232 was deemed standard
according to CNB. We included only standard and special domestic OPF and standard
foreign OPF in the analysis, since they are generally aimed at retail customers, are
mutually comparable, standardized, and should all have a similar degree of transparency
necessary to acquiring data.

Besides focusing on equity funds, we imposed several other conditions on what funds
include in scope for analysis. A major problem of selection, which has to be overcome,
stems primarily from the overall number of eligible funds that lies beyond capabilities of
an individual to be fully covered. First, we excluded every fund that is not designated for
retail customers or its official documents (especially KIID, Annual and Semi-annual
reports with full portfolio holdings) are not freely available. Second, we took into account
only those funds managed by a member institution of Czech Capital Market Association
(AKAT). This condition excluded a considerable amount of funds of several well-known
asset managers and financial conglomerates, i.e. Aberdeen, Allianz, Blackrock, BNP
Paribas, Fidelity, Franklin Templeton, JPMorgan, and Parvest. However, great portion of
these funds has already been decently investigated within the US market or in Mikes
(2015). Third, as we targeted on retail Czech financial market, we strove to cover all
domestic (i.e. Czech domiciled) funds and a majority of funds offering a CZK share class
both of which are most available and common to local customers. Therefore, we set
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multiple restrictions on minimum fund size as a general distinctive feature to include a
fund in scope - no minimum limit for domestic funds, 2 bil. CZK in assets for foreign
funds offered in CZK, and finally 10 bil. CZK for foreign funds offered in foreign currency
only. This condition, however, does not apply generally, since we also included many
funds that do not comply with the restriction but are attracting a significant amount of
domestic capital according to data from AKAT.

Not every fund having a majority of stocks in its portfolio and meeting the above
conditions is suitable for analysis based on active share. First example are structured
funds that are much more structured products than genuine funds and are not actively
managed. Another example, but a lot more complex one, are funds of funds (FoF) we
have marginally been dealing with in our previous analysis. Despite stating a benchmark
in some cases, FoF's AS cannot be calculated directly, since these funds neither hold
stocks directly, but only through other mutual funds. This puts extraordinary demands on
actual holdings acquisition, since it is necessary to gain portfolio data for all funds in an
FoF portfolio. Moreover, benchmark, when set, is mostly artificial and it proves difficult to
select one in case it is not set. Another obstacle - how to assess ETF holdings -
definitively lead us to a conclusion that funds of funds are not suitable for the concept of
active share. On the other hand, feeder funds (FF) are not such case as they are
investing predominantly in a single master fund. Index funds - despite being eligible for
AS calculation, were not a subject of analysis, because they are not a subject of closet
indexing issue. We only included a few index funds for purely referential purpose.

Active share which we calculated over the course of analysis is based on stocks holdings
only. Other fund assets, i.e. derivatives, rights, receivables, or cash do not show on the
calculated figure, although they are not a part of benchmark holdings.

3 Results and Discussion

Based on the above criteria we identified a total of 104 funds eligible for analysis plus 4
index fund added for reference. They are ordered by fund size and divided according to
domicile and currency into three distinct tables below.

Table 2 Active share of foreign funds not offered in CZK

Fund Name D CNAV Focus B Benchmark AS
Pioneer U.S. Fundamental LU $ 64 715 USA Y Russell 1000 Growth N/A
Growth

Pioneer Euroland Equity LU € 51 155 EU Y MSCI EMU 71,20"
KBC Equity Fund Strategic BE € 49 008 all world cyclical N N/A N/A
Cyclicals

HSBC Indian Equity LU $ 41 154 India Y S&P / IFCI India Gross N/A
KBC Equity Fund Eurozone BE€ 31 950 EU N MSCI EMU 56,43
KBC Equity Fund Strategic BE€ 31 030 global finance N MSCI World Financials 51,16
Finance

Pioneer Global Ecology LU € 28 686 global eco Y MSCI World 95,50
Pioneer European Potential LU € 27 976 Europe small cap Y MSCI Europe Small Cap86,20”
Pioneer Global Select LU € 24 287 global Y MSCI World 81,31
Pioneer U.S. Research LU $ 24 250 USA Y S&P 500 72,72
NN (L) Euro High Dividend LU € 23 849 EU dividend Y MSCI EMU 63,70
KBC Equity Fund High BE € 22 477 global dividend N MSCI World High 77,83
Dividend Dividend Yield

KBC Equity Fund Buyback BE $ 19 781 US thematic N N/A N/A
America

Pioneer European Equity LU € 18 126 Europe Y MSCI Europe Value 74,40"
Value

KBC Index Fund Euroland BE € 18 054 index Y EURO STOXX 50 0,60
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Pioneer North American LU$ 17 193 USA Y Russell 1000 Value N/A

Basic Value

Pioneer European Research LU € 17 066 Europe Y MSCI Europe 73,30"

KBC Equity Fund New BE€ 16 876 EM N MSCI Emerging 57,79

Markets Markets

NN (L) US High Dividend LU $ 14 390 US dividend Y S&P 500 68,50

KBC Equity Fund High BE € 14 097 EMU dividend N MSCI EMU High 79,24

Dividend Eurozone Dividend Yield

Raiffeisen Global Aktien AT € 13 260 global N MSCI World 82,77

Pioneer U.S. Midcap Value LU $ 13 144 US mid cap Y Russell Mid Cap Value N/A

NN (L) Euro Equity LU€ 12 552 EMU Y MSCI EMU 49,70"

Raiffeisen Eurasien Aktien AT € 12 058 Asia, RF, TR N N/A N/A

Raiffeisen Europa Aktien AT € 11 513 Europe N MSCI Europe 70,17

Pioneer Emerging Markets LU€ 11 334 EM Y MSCI Emerging 86,03

Equity Markets

KBC Equity Fund Strategic BE € 10 959 various thematic N N/A N/A

Satellites

KBC Equity Fund Japan BE ¥ 10 713 Japan N MSCI Japan 61,63

NN (L) European High LU € 10 294 Europe dividend Y MSCI Europe 69,63

Dividend

Credit Suisse (Lux) LU € 10 066 Europe dividend Y MSCI Europe 64,76

European Dividend Plus

Raiffeisen US Aktien AT € 10 053 USA N MSCI USA 80,17

Pioneer Japanese Equity LU€9 979 Japan Y MSCI Japan 74,10

NN (L) Food & Beverages LU $ 9 589 global sector Y MSCI World Consumer 48,49
Staples

Credit Suisse (Lux) USA LU$9 431 US M&L cap Y MSCI USA 79,91

Growth Opportunities

HSBC GIF Brazil Equity LU$ 9 363 Brazil Y MSCI Brazil 10/40 42,07

Credit Suisse (Lux) Small LU € 8 800 Germany S&M Y Midcap Market Index 27,63

and Mid Cap Germany cap

KBC Equity Fund Pharma BE€ 8 413 global sector N MSCI World Pharmacy 42,81
BioLife

KBC Index Fund United BE$ 7 632 index Y MSCI USA 5,71

States

HSBC GIF Euroland Equity LU€ 7 126 EU S&M cap Y MSCI EMU SMID N/A

Smaller Companies

Raiffeisen Emerging Markets AT€ 6 660 EM N MSCI Emerging 81,15

Aktien Markets

KBC Equity Fund New Asia BE€6 220 EM Asia N MSCI Emerging 56,38
Markets Asia

KBC ECO Fund Water BE€6 114 global sector N N/A N/A

Credit Suisse (Lux) Global LU $5 222 global Y MSCI World 96,84

Security

KBC Equity Fund Oil BE € 4 997 global oil&gas N MSCI World Energy 27,59

Raiffeisen Pazifik Aktien AT € 4 644 Asia-Pacific N MSCI Asia Pacific 45,60

Raiffeisen TopDividende AT € 4 283 global dividend N MSCI World High 84,47

Aktien Dividend Yield

KBC ECO Fund World BE € 3 545 global CSR N MSCI World SRI 81,64

Source: own calculations based on asset managers, index providers, AKAT, and Bloomberg data

95



Table 3 Active share of foreign funds offered in CZK

Fund Name D NAV Focus B Benchmark AS

Pioneer European Equity Target LU70 513 EU/Europe N MSCI Europe 55,60

Income

Pioneer Global Equity Target LU 50 350 global dividend N MSCI World 74,03

Income

Pioneer U.S. Pioneer Fund LU 38 986 USA Y S&P 500 69,62

Pioneer Top European Players LU 34 674 Europe M&L Y MSCI Europe 80,66

cap

KBC Equity Fund America BE27 703 North America N MSCI North America 77,30

Amundi Equity Emerging World LU 24 937 EM Y MSCI Emerging N/A
Markets Free

NN (L) Global Sustainable Equity LU24 377 global CSR Y MSCI World 87,60

NN (L) Global High Dividend LU 21 640 global dividend Y MSCI World 75,92

NN (L) US Enhanced Core LU12 665 USA Y S&P 500 51,76

Concentrated Equity

Amundi Equity US Relative Value LU 12 403 US value Y S&P 500 79,32

NN (L) Emerging Markets High LU9 324 EM dividend Y MSCI Emerging 74,80

Dividend Markets

NN (L) International Czech LU8 893 CZ,SK,R,BG,LT Y composite’ 26,42

Equity ,LV,EE,HR,SLO

NN (L) Global Equity LU8 034 global Y MSCI World 79,53

NN (L) Japan Equity LU7 891 Japan Y MSCI Japan 62,28

NN (L) European Real Estate LU7 402 Europe sector Y 10/40 GPR 250 EuropeN/A
20% UK

NN (L) Global Equity Impact LU7 285 all world Y MSCI ACWI 87,30

Opportunities

NN (L) European Equity LU6 753 Europe Y MSCI Europe 61,50

ESPA Stock Global AT6 193 global N MSCI World 77,35

Amundi Equity Global Luxury and LU5 929 global sector Y MSCI World Consumer 60,57

Lifestyle Discretionary

ESPA Stock Biotec AT5 543 global sector N MSCI World Pharmacy 76,88
BiolLife

ESPA Stock Europe AT5 460 Europe N MSCI Europe 58,76

Pioneer Emerging Europe and LU5 231 EM Europe & Y MSCI EM Europe and N/A

Mediterranean Equity Middle East Middle East 10/40

Credit Suisse (Lux) Global Value LU4 258 global value Y MSCI World 99,54

ESPA Stock Global - Emerging AT4 220 EM N MSCI Emerging 48,93

Markets Markets

KBC Multi Track Germany BE4 189 index Y MSCI Germany 11,17

KBC Equity Fund Europe BE4 144 Europe N MSCI Europe 46,28

Amundi Equity Europe LU3 379 Europe Y MSCI Europe 73,95

Concentrated

CPR Invest - Global Silver Age LU3 173 all world Y MSCI World 87,33

[FF] thematic

Amundi Equity Japan Value LU3 093 Japan value Y Topix Tokyo SE 76,26

Erste WWF Stock Environment AT2 836 global eco N N/A N/A

Conseq Invest Akciovy IE 2 729 CEE Y composite® 50,05

ESPA Stock Europe Emerging AT1 818 various EM N N/A N/A

Generali Fond IE 1663 CEE N MSCI EM Europe 71,70

vychodoevropskych akcii

CSOB Akciovy dividendovych BE1 611 global dividend N MSCI World High 79,23

firem

Dividend Yield

96



ESPA Stock Europe Property AT1 541 Europe sector N MSCI Europe Real 42,93

Estate

CSOB Akciovy dlouhodobé BE1 349 all world sector N N/A N/A
spotfeby

ESPA Stock Japan AT1 316 Japan N MSCI Japan 26,26
Erste Responsible Stock America AT1 213 North America N MSCI North America 71,90
CSOB Akciovy vodniho bohatstvi BE727 global sector N N/A N/A
Generali Fond svétovych akcii IE 260 global N MSCI World 55,65
CSOB Akciovy fond - BRIC BE226  BRIC N MSCI BRIC 16,80
CsoB Cesky Akciovy (PX) BE176 index Y PX 13,44

Source: own calculations based on asset managers, index providers, AKAT, and Bloomberg data

Table 4 Active share of domestic funds

Fund Name D NAV Focus B Benchmark AS

CS Top Stocks CZ 11 261 global N MSCI World 96,99

KB privatni sprava aktiv 5D CZ 6 617 global dividend NMSCI World High 69,56

Dividend Yield

Generali Fond globalnich znacek CZ 2 525 global N MSCI World 61,95

[ Sporotrend CZ 2099 CEE Y composite’ 46,00

AXA CEE Akciovy fond CZ 1990 Visegrad 4 Y composite? 29,82

€SOB Akciovy CZ 1716 global N MSCI World 59,59

Generali Fond nemovitost. akcii CZ 1 651 global sector N MSCI World Real Est. 73,46

Pioneer akciovy fond CZ 1253 OECD N MSCI World 86,24

Generali Fond farmacie a CZ 1 218 global sector N MSCI World Pharmacy 43,18

biotechnologie BioLife

Generali Fond ropy a energetiky CZ 1 176 global sector N MSCI World Energy 59,10

AXA Realitni fond CZ 1 108 global sector N MSCI World Real 77,89

Estate

Generali Fond novych ekonomik CZ 524 EM N MSCI Emerging Mkts. 74,93

CSOB Akciovy realitni CZ 504  Europe&US N MSCI World Real 48,50
sector Estate

IKS Akciovy - stiedni a vychodni CZ 429 CEE N MSCI Eastern Europe 44,92

Evropa

Generali Fond Zivé planety CZ 353 global eco N N/A N/A

AKRO globalni akciovy fond CZ 350  various all world NMSCI ACWI 15,97

CSOB Akciovy stiedni a vychodni CZ 233 CEE N MSCI Eastern Europe 66,73

Evropa

AKRO akciovy fond novych CZ 228 EM N MSCI Emerging 94,23

ekonomik Markets

AKRO fond progresivnich spol. CZ 160 global small cap NMSCI World Small Cap17,96

Source: own calculations based on asset managers, index providers, AKAT, and Bloomberg data

« D stands for domicile of the fund.

» C stands for fund currency. CZK is preferred whenever possible, whatever the fund
master currency. All funds in Table 2 and 3 are in CZK.

« NAV stands for fund net asset value in mil. CZK.

« Focus stands for investment focus of a fund as per KIID or portfolio composition.

+ B stands for presence/absence (Y/N) of a fund’s benchmark according to KIID. If no
benchmark was stated, we selected a benchmark most appropriate to fund’s focus and
portfolio. We used N/A (not available) in case it was impossible to set a benchmark
which members’ weightings would be available. N/JA at AS implies that benchmark
members’ weightings were unavailable.

« EM stands for Emerging Markets, CSR stands for Corporate Social Responsibility, S&M
and M&L cap stands for small and mid and mid and large cap.
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« 1 - composite index of PX (52%), WIG30 (28%), BUX (10%), BET (10%)

2 - WIG30 (38%), PX (28%), BUX (28%), SBITOP (6%)

3 - MSCI Russia (30%), PX (17,5%), BUX (17,5%), MSCI Turkey (17,5%), MSCI
Poland (17,5%)

4 - PX (40%), WIG20 (28%), BUX (20%), SAX (2%), PRIBID 6M (10%)

+ * - adopted from Mikes 2015.

It has to be noted that AS is never an exact figure. This is caused by a time inconsistency
between effective dates of fund and benchmark holdings. Fund holdings are in most
cases disclosed in annual and semi-annual reports only, while benchmark holdings are
mostly disclosed without an exact date, if at all. Holdings figures are nonetheless not
changing at such a pace that would render calculated figures useless. This has also been
proved by a time consistency in AS that allowed us to adopt few figures from Mikes in
this analysis. We summarized key findings based on the above data in Table 5.

Table 5 Key findings on closet indexing among funds in scope (excl. index funds)

Foreign Foreign Domestic
funds funds in CZK funds
Average AS 67,5 % 65,6 % 59,3 %
Overall average AS 65 %
AS not available 10/45 7/40 1/19
Closet indexers 24,4 % 27,5 % 47,4 %
Overall closet indexers 31/108 (28,7 %)
Overall closet indexers excl. AS N/A 31/86 (36 %)
Benchmark (Y) 53,3 % 52,5 % 10,5 %
Average AS of funds with benchmarks 69,8/64,8 % 71,4/58,6 % 37,9/62 %
Overall average AS of funds 68,9/61,9 %
with/without benchmark
Funds with broad/narrow focus 23/22 26/14 9/10

Average AS of broad/narrow focused 72,6/61,4% 68,8/58,1 % 64,2/54,4 %
funds

Overall average AS of broad/narrow 69,8/57,8 %
focused funds

Source: own calculations

The most important figure from the above is the overall number of closet indexers out of
all funds with calculated AS. This 36 % confirmed our previous findings in. We identified
several interesting trends that surfaced along with funds division into three separate
groups. Foreign funds showed the highest AS, tightly followed by foreign funds available
in CZK. Domestic funds falls into closet indexers set on average as their AS being slightly
below 60 %. A share of closet indexers confirms AS figures, specifically domestic funds
showed worryingly high amount of closet index funds. However, relatively small amount
of domestic funds has to be taken into account as it might distort the result. We found
sharp differences at benchmark presence between foreign and domestic funds. While
foreign funds with benchmark prove to be less prone to closet indexing, we can see
pretty much the opposite at domestic funds. The latter figure lacks statistical
significance, since there were only two domestic funds having benchmarks. Paradoxical
as it may seem, funds with benchmarks have much higher AS than their counterparts
that do not state any. Absence of benchmark can thus serve as a warning indicator for an
investor trying to avoid index huggers. Setting a benchmark seems to be a matter of
particular asset manager. While some assign benchmarks to all equity funds or at least
their overwhelming majority, others do not assign any. The former group consists of
Amundi, Credit Suisse, NN and Pioneer, which all reached higher AS on average than the
latter group of KBC (CSOB), Generali, or ESPA (Erste, CS). Raiffeisen funds, despite not
having benchmarks reached surprisingly high AS. It is sometimes claimed that AS is
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suffering from an investment focus tilt. Our analysis shows that funds with wider focus
tend to have ca. 10 % higher AS than funds with narrow focus. It may turn out more
difficult to pick stocks on narrowly defined market, it is not impossible as several funds in
above tables prove, though.

4 Conclusions

Yet around one third of funds we analyzed could be accused of closet indexing, there is
still sufficient amount of equity funds with high active share that an individual investor
can invest in, even in Czech Koruna. A combination least prone to closet indexing is a
foreign fund of whatever currency that has a benchmark and a broad investment focus,
like US stocks or global dividend stocks. On the side are domestic funds, especially that
which are narrowly focused. Supply of Czech equity funds is very limited indeed. We tried
to provide a complete analysis of retail Czech financial market and answer some issues
which left unanswered in our previous research. Some questions newly emerged, though.
It has already been mentioned that active share suffers from certain imperfection
stemming from data shortage. What is equally important is also the actual benchmark
selection. We observed that some funds have a benchmark that does not reflect their
investment focus or true holdings. It is then tempting to test these funds against
appropriate benchmark despite not being officially stated. This brings us to a conclusion
of aggregate testing of these funds against alternative benchmarks, which is certainly
worth further investigation.

Acknowledgments

Support of the Masaryk University within the project MUNI/A/0823/2016 “Behavioralni,
znalostni a ekonomické aspekty ocerfiovani a obchodovani financnich a jinych aktiv” is
gratefully acknowledged.

References

Braham, L. (2004). How to Spot a Closet Index Fund. BusinessWeek, Sep. 6, pp. 108-
109.

Cremers, K. J. M., Petajisto, A. (2009). How Active Is Your Fund Manager? A New
Measure That Predicts Performance. The Review of Financial Studies, vol. 22(9), pp.
3329-3365.

Cremers, K. J. M., Ferreira, M. A., Matos, P., Starks, L. (2016). Indexing and active fund
management: International evidence. Journal of Financial Economics, vol. 120 (2016),
pp. 539-560.

Drab, T. (2015). Performance of actively managed funds in various stages of business
cycle. In: Krajicek, J., Kajurova, V., eds., European Financial Systems 2015. Brno:
Masarykova univerzita, pp. 100-105.

Drab, T., Florianova, H. (2016). Closet Indexing: the Case of Czechia. In Culik, M., ed.
Rizeni @ modelovani financnich rizik. Ostrava: VSB-Technicka univerzita, pp. 179-187.

ESMA (2016). Supervisory work on potential closet index tracking.

Frazzini, A., Friedman, J., Pomorski, L. (2016). Deactivating Active Share. Financial
Analyst Journal, vol. 72(2), pp. 14-21.

Hirschel, P., Krige, J. D. (2010). Characterisation of South African Equity Unit Trusts Using
the Active Share Measure as a Performance Indicator. Journal for Studies in Economics &
Econometrics, vol. 34(1), pp. 54-82.

Laderman, J. M. (1997). Shining a Light on “Closet Index Funds”. BusinessWeek, Oct. 20,
pp. 162-163.

99



Mikes, J. (2015). ,Aktivni fizeni® v praxi. Fond Shop, Vol. 15-16 (2015), pp. 18-19.

Miller, R. M. (2007). Measuring the true cost of active management by mutual funds.
Journal of Investment Management, vol. 5(1), pp. 29-49.

Miller, R. M. (2010). Paying the High Price of Active Management. A new look at mutual
fund fees. World Economics, vol. 11(3), pp. 5-23.

Petajisto, A. (2013). Active Share and Mutual Fund Performance. Financial Analysts
Journal, vol. 69(4), pp. 73-93.

Petajisto, A. (2016). Author Response to “Deactivating Active Share”. Financial Analysts
Journal, vol. 72(4), pp. 11-12.

Smith, D. M. (2014). Equity Hedge Fund Performance, Cross-Sectional Return Dispersion,
and Active Share. Research in Finance series, vol. 30, pp. 1-22.

Taylor, J. (2004). A note on closet-indexing. Journal of Economics and Business, vol. 56
(2004), pp. 431-441.

100



Implementation of cost model for effective planning of foreign
military operations

Jan Drbola’, Miroslav Kré&?

! University of Defence
Faculty of military leadership, Department of economy
Kounicova 65, 662 10 Brno, Czech Republic
E-mail: jan.drbola@unob.cz

2 University of Defence
Faculty of military leadership
Kounicova 65, 662 10 Brno, Czech Republic
E-mail: miroslav.krc@unob.cz

Abstract: Current Military of Defense accounting system is based on expenditure base,
thus this state is not suitable for planning or evaluation of each activities of military
operation, because there are no sufficient accounting outputs. In accordance with this
unsatisfactory state of accounting, this paper focuses on finding some measures that
help to improve current system of planning and budgeting foreign operation in the whole
life cycle period. The life cycle is divided into three separate time subperiods -
preparation, foreign operation and evaluation. Pursuant this conditions, system of cost
reporting, which calculate with cost assignment, is designed. This measure help to
identify and determine real amount of all costs, relating with foreign acting. Most
information come from used papers of Military of Defense, but most materials are used
from countries abroad, where similar measures were implemented. In the paper is used
method of description, analysis, synthesis, comparison, statistical methods or method of
data modelling.

Keywords: cost model, public administration, accounting, life cycle of foreign operation,
planning process
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1 Introduction

This paper focuses on implementation of cost accounting model for effective planning
of foreign operation. The paper is divided into four separated parts. The first part involve
some basic information about the topic and general situation that help to introduce
readers into the issue. The second part focus on methodology and data source, where
the logical succession and progress throughout the work is explained. The third part
includes analyses of current state of monitoring costs and expenses in foreign operation,
measurement

the effectiveness in the conditions of foreign operations and definition of life cycle of
foreign operation. Practical application of cost model is also a part of the third part.

Public sector is an important part of national economy that is responsible for securing
public goods for inhabitants on a non-profit basis and is therefore financed from funds
concentrated in the budgetary system, especially in the public budget system (Pekova,
Pilny, Jetmar, 2012).From economical view defense is purely public good. Defense
as a public good is also realized in the form of military missions. Military missions
contribute to the implementation of the state’s economic policy (Kré, 2016). Economic
control

in the field of public sector of the Czech Republic fall behind private sector for a long
time. One reason for this delay could be not using any economic tools that helps
representatives of subjects of public sector in their decision-making and planning process
or seemingly non-existent factor of output, apart from subjects of private sector, where
some measurable factor of output are stated (e.g. price). All subjects of public sector
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must comply Act No. 320/2001 Coll. on financial control in public administration and Act
No. 218/2000 Coll. on budget rules. These two acts by the way treat of the principle
of economy, effectiveness and efficiency. As described below, representatives of military
unit are unable to fulfill these principles because of inadequate inputs of decision-making
process.

Ministry of Defense of the Czech Republic decided to implement controlling.
This commitment was firstly captured in White paper on Defense (2011). At present,
an essence of this implementation is a flat-rate monitoring of costs throughout the
sector, but only the place of cost rise, rather than the purpose, is being tracked, which
greatly limits its own use of cost accounting for next purposes. There are some NATO
countries, where cost accounting was implemented (Kré, Golik, 2015). In German army
has been accepted many measures, that caused, economic control is closer to economic
control

of civil firms. It s important to mention, that there is cost capturing and their evaluation
on high level, although there is still a difference between economic theory and economic
practice (Kr¢, 2010). In United Kingdom, cost accounting is also used for many years
and accrual accounting is introduced and its benefits are being exploited (Kr¢, Golik,
Vodakova, 2016).

The main goal of implementation of cost accounting is to provide to representatives
of military units economical outputs based on cost monitoring. These outputs are able
to use for improvement planning process, process of control or decision-making. In case
of full implementation of cost accounting it is possible to accept other, more difficult
economical tools and measures. According to Kral (2012), the main goal of cost
accounting is to provide source materials for control of reproductive process in
conditions, when the basic parameters have been decided.

2 Methodology and Data

In the section of introduction is used a method of analysis, because it is needed to
provide readers sufficient information to an appropriate extend about the topic. In the
part

of practical application of cost model is used a method of observation and analysis to
track each activity relating with the observed object (foreign operation). These observed
activities are captured by using method of description. Other method is synthesis used
for identification each kind of cost on the first side and for grouping identified cost into
calculation formula on the other side. Also it is necessary to mention method of
modelling used throughout the part practical application. It is not possible to describe
each activity involved in the military training, therefore it is used a method of abstraction
and incremental costs are involved in mentioned activities. Because of stated maximum
length of this paper, some calculation and operations doesn’t include all items,
but they are represented by at least one example.

As main date source similar some published scientific papers and published book aiming
these topic, were used for the part of introduction. The part of practical application of
cost model is based on concrete papers and discussion with the employees of the
economic section of Ministry of Defense.

In the field of dividing cost must be distinguished direct costs and indirect costs. Direct
cost are easily identified and are easily to relate them to concrete activity or purpose.
Direct costs correspond with variable cost expended in dependence of capacity
of performance. Indirect costs correspond with fixed costs are single expended for certain
time period (Fibirova, Soljakova, Wagner, 2011).
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3 Results and Discussion

This section involves a description of current situation in the field of expenses and cost
monitoring in the foreign operation, measurement the rate of effectiveness
in the conditions of foreign operations and definition of life cycle of foreign operation
and practical application of cost model.

Current situation of costs and expenditures measurement

A basic problem of an economical control in the field of Ministry of Defense is reporting
a budgeting system based on expenditures. Pursuant this fact, any economical control
is not possible, because expenditures don 't capture every real economical operation
(e.g. material consumption), thus economic outputs aren’t credible, so representatives
of military units has no relevant information for planning and decision-making process.

Definition of the effectiveness and life cycle of foreign operations

Because there is not a profit category, in the conditions of public sector, outputs must
be determined for each activity or each process. This determination is possible to carry
out through two basic ways. First way is to determine so called shadow price. Wherever
possible, calculation of the shadow price by evaluating the state produced in the public
sector either by the price at which these goods are produced in the market sector
or by the costs incurred to which average profit achieved in the production of the same
goods produced by the private sector (Streckova, 1998). In some cases it s not possible
to use shadow prices, mainly because of specific outputs, that are produced by army
in conditions of public sector. In this case it is needed to use different way to determine
output of public sector, which is determination the quality elements of the target state
against which the costs can be related. It is therefore appropriate to use, for example,
a direct point assessment. For example, in the case of shooting training, you can
determine the score as a result of the number of 10 shots. Pursuant this two ways it is
possible to identify output and this output quantify express.

Costs of foreign operations do not arise only during acting soldiers abroad, but they arise
during the whole life cycle of a foreign operation. Given the fact that this term does not
exist under the terms of the Ministry of Defense's economic governance, this paper
focuses, among other things, on explanation of this term. From the logic of things and
the reflection on the problem of the costs in relation to the foreign operation, the life
cycle needs to be defined in time. It is possible to define this term as a time period from
the approval of the foreign operation's intent, to the return from foreign and the
settlement of all obligations. In terms of timing, the life cycle of the foreign operation can
be divided into 3 individual periods.

First period can be defined from the moment of approval of the deployment of units
of the Czech Army into a foreign operation by the Parliament of the Czech Republic,
or by the Government, until the time of departure to a foreign operation. In this phase,
the army is preparing to operate abroad, which entails a number of military exercises,
medical preventive measures (e.g. vaccinations), education and training courses,
and other activities that are spectrally very extensive and diverse. Given the specific
conditions of each foreign operation, it is necessary to purchase the materials and
services that are necessary for the actual operation in a specific operation. Transport
itself generates large costs because the transportation of containers with the material is
ensured by coalition partners (the Czech Army does not have the necessary tools of
transport), provided that the costs incurred are paid. All of these activities, which are
being carried out in the first phase, carry a large amount of costs to be allocated to the
foreign operation in question. Because of large number of participating subjects at this
stage, it is necessary to cooperate with the economic bodies of several public
administration subjects so that the costs incurred can be assigned in a form that is as
close as possible to the real situation.
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Second phase of the life cycle of the foreign operation is the operation of soldiers abroad.
The first cost to be mentioned is the transport of soldiers to a place of action, which
is mainly carried out by aircraft of the Czech Armed Forces. The actual operation of
soldiers abroad is probably the simplest phase of the entire life cycle of a foreign
operation, as most of the costs incurred during this phase are directly related to the
procurement of materials and services abroad. Here is a place for an analogous cost
allocation procedure, as is the case with the normal organization of the Ministry of
Defense, which is deployed on the territory of the Czech Republic. However, as
mentioned in previous text, cost sharing itself takes place in a different way.

The last phase of the life cycle is the period from the return of the members of the
foreign operation to the completion of the material restoration (repair of damaged
material, purchase of destroyed or lost material), after payment of all obligations
(payment of invoices associated with the cost of living - food, accommodation, waste
etc.) to umbrella organizations (coalition partner or supranational organization),
settlement of personal expenses (compensation of injuries or other reimbursements to
employees, provision of preventive rehabilitation, etc.) Activities that relate to this stage
must be related to the actual operation because the costs incurred at this stage arise
only because of the existence of a foreign operation and in the absence of a foreign
operation, these costs would not arise at all.

Practical application of cost model

Every incurred cost analyzed during acting of model military unit has to be assign
to one of stated activity in appropriate time phase. This principle expresses the essence
of cost accounting, because it is necessary as much as possible assign to cost certain
activity. For purpose of this paper, there is a military training that is a part of preparation
of soldiers, who are supposed to operate in foreign operation. Every element operating
abroad, acts externally as a separate accounting entity and is identified by u unique
designation (military unit XY). Military unit, soldiers will be part of, is marked as a
Military unit 1125. Suggested process of cost determination have to be the same in the
whole cycle of foreign operation process and in case of every activity.

Pursuant previous theoretical definitions a model cost calculation of the first phase
of foreign operation’s life cycle is designed. Detailed description of cost calculation
is shown on the example of shooting training as a necessary part of soldier’s
preparation.

Firstly, it is necessary to identify all activities, to which costs are related in the whole
cycle of foreign operation. Each activities relating with the main goal and structure of
model situation of acting abroad is depicted in Table 1.

Table 1 Activities of foreign operation

Military

unit Phase Calculation unit

tactical training

medical training

shooting training

other training

domestic courses

foreign courses

other costs

main goal of foreign operation
support activities (transport)
cost of living (food, accommodation etc.)
other costs
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material recovery (damage, loss)
personal cost (injury /death compensation)
spa care
other costs
Source: by author
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As shown on Table 1, model Military unit 1125 activities are divided according to listed
three time subperiods of the foreign operation’s life cycle. Particular activities are set
to be comfortable to assigned occur costs. Form and structure of all activities depends
on managerial decisions.

Together with range of monitored activities determination it is necessary to define
structure and form of calculation formula. For model situation calculation formula
includes these groups of direct costs:

e Direct wages,
e Direct material,
e Other direct expenses.
Further, calculation formula involves these groups of indirect costs:

e Productive overheads,

e Support overheads,

e Staff overheads.
To fulfil the essence of cost accounting, it is necessary to assign incurred cost to concrete
activities according to listed activities. Capturing of every cost is done by accounting
record. Account record without analytical form is expressed as a record of debit side
and credit side, but there is no detailed information. Due to listed calculation unit is
possible to create accounting record capturing these activities - analytical accounts. For
the purpose of this article, concrete numerical expression of debit side and credit side is
expressed verbally because of different designation of one account operation in different
countries. Due to setting rules of in-house accounting can be reached, each analytical
account record express more information, concretely purpose of account record. Record
form with analytical account looks like this: wages/112513. Pursuant this enrollment it is
clear, this analytical account express wages in relations with shooting training.

In connection with shooting training relating with foreign operation’s preparation,
following direct cost were identified as costs directly relating with shooting training
that relates with preparation for foreign operation. According to calculation unit is
possible to relate analyzed cost directly to the activity of shooting training of the first
phase of foreign operation.

Figure 1 Direct cost relating with shooting training

wages/112513 material/112513 other direct costs/112513
9 650 5108 2 510

Source: by author

These costs directly relates with shooting training and thus it is not difficult to identify
them and describe them by analytical account record. In relations with this activities it is
possible to identify indirect costs, it means such costs, that are not easily identified in
relation with monitored activity and thus it is necessary to determine them. These costs
are determined by using cost allocation base. That means, cost allocation base extension
leads to increase of indirect costs.
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Process of recalculation of indirect cost is represented by example of planning the
exercise. Written preparation and all administration activities leading to successful
fulfilling recommended exercises is covered by the chief of training department. Monthly
salary of this soldier is 40 000 CZK (annual salary 480 000CZK), thus one hour salary
is 227,30CZK. Time necessary to creating all of preparation activities is calculated
for 7 hours. Other costs relating with planning of shooting exercise is enumerated
in the amount of 4 CZK. Total cost per one hour chief of training department is calculated
for 231,30CZK.

Table 2 Determination of costs of planning shooting exercise

Activity Cost per Total Cost per Relation Number Cost of
activity annual unit of value of monitored
range of activity monitored activity
activities activities
Planning 40 000 7 hrs. 231,30 Value of 1 1619,10
training CzK CzZK planned CzK
exercise

Source: by author

Pursuant calculation formula, this type of cost is a part of productive overhead that
includes, among other things for example command and administration costs. The same
way for determination of indirect cost is needed to use in every case of any cost, those
amount is not impossible to determinate directly and those relate to foreign operation
of Military unit 1125. It is very important to specify cost allocation base correctly,
because there are cost of high values in the overheads, thus specify of cost allocation
base has a major influence on a cost rate of each calculation unit.

Finally due to carried out analysis of all direct and indirect cost relating with monitored
foreign operation, final form of calculation formula is captured on the table 3:

Table 3 Final form of calculation formula

Direct wages 9 650CZK
Direct material 5108 CzK
Other direct costs 2 510 CzZK
Productive overheads 4 627 CZK
Support overheads 2 364 CZK
Staff overheads 4 825 CZK
Total 29 084 CZK

Source: by author

Calculation formula consist of direct and indirect costs. There is no big problem to explain
origin and contend of direct cost, i.e. direct wages (wages of soldiers directly
participating shooting training), direct material (ammunition, grenades, camouflage
colors, depreciation of weapons and carried equipment) or other direct costs (weapons
and equipment maintaining). Problem of clear explanation of every single item of
calculation formula arise in case of indirect costs. This model calculation formula is
designed in such a way, that productive overhead include all cost relating with planning,
administration secure, services of command, etc. Support overhead involve occurred cost
connecting with support activity, such as transportation, medical treatment, repair shops,
etc. Staff overhead involves staff wages costs, health and social insurance for all
employees, buildings depreciations, energy charges etc. Choose of suitable cost
allocation base must be defined according to specific conditions of every case of
recalculation cost overhead. The calculation formula capture all incurred cost in relation
with shooting training. Therefore this analysis is created after ending this activity. Hence
similar calculation is created before starting each activity. Individual values of calculation
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formula are added based on experience from the same
or similar activities carried out in the past. By comparing these two calculations
it is possible looking for reasons of different cost values. At the same time, these finding
enable improvement of planning the same or similar activity in the future.

Pursuant the carried out analysis, the whole process of capturing costs relating with
model military unit acting in foreign operation is shown on Figure 2. This figure describes
each single activity and milestones in the process of cost analysis. As listed previously,
particular range and structure of calculation unit or calculation formula can be modified
for every military unit.

Figure 2 Process of cost capture

Identified Calculation
Cost cost Direct cost unit
oceur (accounting frect costs determlnatlon
record)
Activity
(calculation
formula)

Calculation
unit

determination

Cost allocation . Cost amount
base determination

Indirect
costs

Source: by author

4 Conclusions

The main goal of the paper is stated to finding measures helping improve current system
of planning and budgeting foreign operations in the whole life cycle period. Pursuant
assessment of theoretical base, describing primarily current state of investigated issue
and definition main weaknesses, it is able to proceed to create an appropriate measure.
Firstly, definition of rate of effectiveness determination and life cycle of foreign operation
is created. Secondly, practical application of cost model lies in creation calculation
activities, parts of calculation formula, system of account records and recalculation
identified cost throughout cost allocation base. As a monitored calculation unit a shooting
training as a part of preparation for foreign operation is stated. Through assembly of
concrete calculation formula total costs of monitored activity are pictured.

Specific use of cost model outputs is clear, because by using this model it is able to
evaluate the costs of any activity. Source planning becomes more accurate because
some activities are the same in case of every foreign operation. Degree of accuracy
depends primarily on number of evaluated activities. Due to cost model is also improved
a level of decision-making on the use of resources and cost rationalization. Using this tool
can be also improved degree of decision-making in the field such as outsourcing.
Pursuant knowledge of cost commanders can easily decide, if any service abroad is better
secure by own sources, or by any external subject.

Pursuant the identified reality, implementation of cost model is a very suitable tool for
improvement of planning process of foreign operations. Due to cost model outputs
commander of single military unit is able to plan a foreign operations with higher rate
of effectivity.
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Abstract: Since many years in the European Union more attention has been paid to
environmental taxes (also fees and other charges) as an important source of public
revenues. It is argued that the increase in environmental taxes should raise the quality of
the environment while at the same time ensuring budgetary implications. Despite the
existence of non-assignment rule in the public finance there is no doubt that in the case
of environmental taxes, fiscal targets are related to non-fiscal objectives. Consequently,
the state demand for this source of revenues should stem from the necessity for
environmental protection. The objective of the paper is to examine to what extent
revenues from environmental taxes are allocated to finance environmental protection in
the EU countries. The research is based on the Eurostat data on environmental tax
revenues and environmental protection expenditures of the general government sector
and covers the period 2006 to 2015. In most EU countries less than a half of
environmental tax revenues has been spent on environmental protection. The average
ratio of environmental protection expenditures to environmental tax revenues in the
particular EU countries varies from 10.1% to 55.4%. In order to test the linear
relationship between environmental taxes and expenditures it has been conducted the
Pearson correlation analysis. A statistically significant, strong and positive relationship
between these variables has been observed. The result could be interpreted in two ways:

- more environmentally related taxes imply greater spending on environmental issues or

- the growing need to comply with the EU obligations concerning environmental
protection entails an increase in environmentally related tax burden.

Keywords: environmental taxes, tax earmarking, public revenues, environmental
protection public expenditures, general government

JEL codes: F64, H10, H23, H50, Q58

1 Introduction

Environmental taxes (also called ecological taxes, environmentally related taxes or green
taxes) are a core economic instrument of pollution control and resource management.
They force externalities to be internalized thus enhancing environmental protection and
provide a source of additional government revenues (Patterson III, 2000, p. 133).

In the European Union, in addition to taxes and charges that are part of environmental
policy, other economic tools, both national and EU could be mentioned like: greenhouse
gas emission trading system, subsidies, fines, grants from the EU budget and other kinds
of incentives like tax deductions or tax exemptions. All instruments could be treated as
incentives or disincentives for specific behaviour towards environment, but it should be
stressed that environmental policy disposes wider range of tools needed to fulfill a
government strategy (including public investments in environmental protection, legal
acts or information campaigns) (European Environment Agency, 1996, p. 17). National
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environmental actions are part of the EU's environmental strategy mainly with the
following documents Europe 2020 Strategy and the 7" Environmental Action Programme
to 2020 setting objectives concerning reduction of greenhouse gas emissions, natural
resources efficiency and creating living conditions based on healthy and wellbeing
society.

According to the Regulation (EU) No 691/2011 environmental taxes are the taxes “whose
tax base is a physical unit (or a proxy of a physical unit) of something that has a proven,
specific negative impact on the environment, and which is identified in ESA (the
European system of national and regional accounts in the European Union) as a tax”.
This definition stresses that a tax base with an environmentally destructive result is the
core for identification this type of taxes on the European Union Member States level.
Additionally “a tax that can be expected to increase (directly or indirectly) the cost of a
product or activity deemed to be harmful to the environment relative to other (less
harmful) activities or products should be considered to be environmental”
(Eurostat/European Commission, 2013, p. 9 and 18). In some cases environmental taxes
could be identified by earmarking perspective i.e. that once collected they are spent on
the environmental purposes but it is only supplementary information mainly to divide
environmental taxes into specific categories.

The distinction between different categories of environmental taxes is not unequivocal if
every group is interpreted according to the different meanings such as: name, tax base,
purpose included in the legal act, policy objectives or the question of earmarking
(Eurostat/European Commission, 2013, p. 11-14, 20-22). In consequence for
international comparison it was chosen a tax base as only basis for identification. It could
be enumerated four main types of environmental taxes such as: energy taxes, transport
taxes, taxes on pollution and resources taxes. Energy taxes (including CO, taxes but
following different interpretations, so-called CO, taxes could be categorized also as
transport taxes or pollution taxes) concern levies on energy products for transport and
stationary purposes (e.g. petrol, natural gas, coal and electricity) and emissions of
greenhouse gases. Transport taxes (excluding fuel) are related to the sale, import,
ownership and use of motor vehicles, but also to flight tickets, insurance of motor
vehicles or motorway charges. Pollution and resource taxes focus mainly on the
measured and estimated emissions to air (e.g. NO, and SO,) and water, on noise, on the
management of waste, extraction of raw materials, conversion of landscapes and
harvesting of biological resources.

It exists an interesting division of environmental levies which is not used in international
statistics but could be observed in different analysis. It concerns the role of such
payments (European Environment Agency, 1996, p. 21):

e incentive taxes stimulating positive behaviour and discouraging negative actions,

« fiscal taxes creating additional important source of revenue for central, regional or
local budgets in case of lack of fiscal consolidation,

e cost-covering charges (according to the polluter pays principle) paid by a user in
return for a specific service or designed for some services but not specifically used
by a charge-payer.

The aim of the paper is to examine to what extent revenues from environmental taxes
are allocated to finance environmental protection in the EU countries.

Environmental taxes are a source of public revenues therefore a question arises how to
allocate these revenues. There is an opinion that revenues form environmental taxes
should be treated as general government revenues and used to maintain spending in
other, non-environmental areas, reduce debt or other taxes (OECD, 2011, p.8). Using
environmental taxes for non-environmental purposes may however ,invite significant
political backlash” (Patterson III, 2000, p. 137) and gain less public acceptance than
general budget appropriation (Cottrell et al., 2016).
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Earmarking is often associated with environmental taxes. Earmarking is the process of
pre-assigning revenue to particular agencies or allocating it to meet certain expenditure
needs (Patterson III, 2000, p. 137). Earmarking may be perceived as a negative casus
because it is “an additional constraint to the management of fiscal policy” (Marsiliani,
Renstrom, 2000, p. 123) and results in under-funding or over-funding environmental
programmes (OECD, 2011). There are arguments for earmarking as well. It can
compensate those facing environmental externalities, reduce externalities (Brink, Mazza,
2013, p.5) and makes the link between environmental taxes and environmental
improvement more clear (Cottrell et al., 2016).

2 Methodology and Data

The authors of the study have followed the definition of environmental taxes provided by
the Regulation (EU) No 691/2011, presented in the introduction of the paper. General
government is treated as a specific part of public sector where public units are non-
market producers “financed, directly or indirectly, by taxes and/or compulsory social
contributions” (Pitzer and Dupuis, 2006). Government units produce mainly non-market
output, however, it is possible to create market output as a side activity. In the
Regulation (EU) No 549/2013 it could be found almost the same definition but with two
additional information concerning a purpose of activity i.e. “(...) institutional units (...)
whose output is intended for individual and collective consumption, and are financed by
compulsory payments made by units belonging to other sectors, and institutional units
principally engaged in the redistribution of national income and wealth”. In our research
on general government expenditures the Classification of the Functions of Government
(COFOG) was used where government expenditures are defined (Eurostat/European
Commission, 2011, p. 23) as “a particular set of transactions undertaken by units in the
general government sector as defined and recorded in national accounts under ESA”. For
purpose of this work it was analysed category no 05 - environmental protection — as one
of ten main categories of expenditures (division level). The detailed division of each
category into groups was not used.

The analysis is based on the Eurostat data on environmental tax revenues and
environmental protection expenditures of the general government sector for the period
2006 - 2015. It has been examined the linear relationship between environmental taxes
and expenditures by means of the Pearson correlation coefficient. The significance of
difference between means of environmental protection expenditures to environmental
taxes ratios for “old” and “new” EU countries has been tested using the Student’s t-test.

3 Results and Discussion

According to the Eurostat data, revenues from environmental taxes in the EU equaled to
EUR 359.3 billion in 2015 (in absolute terms). A share of environmental tax revenues in
total revenues from taxes and social security contributions amounted to 6.11% in the
whole European Union in 2015 (cf. Figure 1). Nineteen countries exceeded the EU
average and three of them reached 10% and more (Croatia, Slovenia and Bulgaria).

In all Member States the most important group within the environmental taxes in 2015
were energy taxes (76.65%, more than 90% - the Czech Republic, Lithuania,
Luxembourg and Romania), followed by transport taxes (19.84%, over 38% - Malta,
Denmark and Ireland) and finally pollution and resources taxes (3.52%, more than 11%
- Croatia, the Netherlands and Slovenia). In the period 2006-2015, revenues from
environmental taxes systematically increased except for 2009, which should be combined
with the effects of the financial and economic crisis. The growing influence of
environmental taxes cannot, however, be unequivocally explained without additional
information, as a growth can be a consequence of the emergence of new taxes, raising
tax rates, or increasing the tax base. As a result, the growth may be a result of the
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effectiveness of fiscal authorities and vice versa - greater environmental pollution by
businesses and households.

Although environmental tax earmarking is a controversial issue, in practice it is applied
not only in the EU Member States but also among others in the U.S., Canada, Japan
(Marsiliani, Renstrém, 2000), Costa Rica and Thailand (Cottrell et al., 2016). The extent
of earmarking of environmental taxes for environmental protection depends on specific
tax regulations in particular countries. E.g. in France and Italy earmarking is mostly used
with the respect to water pollution charges (Marsiliani, Renstrém, 2000, p. 123). It
should be noticed that environmental tax revenues may be earmarked not only for
environmental protection but for other objectives as well. For example, in recent years in
Poland even more environmental tax revenues have been legally binding to non-
environmental expenditures (among others to a construction of motorways and a
compensation for power plants due to premature cancellation of their long-term
contracts) than to environmental ones (cf. Figure 2). However, overall most of
environmental tax revenues in Poland flow into the general budget. This is the case in
other Member States as well.
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Figure 1 Environmental taxes by tax category as a percentage of total revenues from
taxes and social contributions, 2015
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Figure 2 Earmarked environmental tax revenues in Poland
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Table 1 presents environmental protection expenditures of the general government
sector to environmental taxes ratios in the EU countries. It shows to what extent
revenues from these taxes are allocated to finance environmental protection. In most EU
countries less than a half of environmental tax revenues has been allocated to finance
environmental protection. At the EU level about 32-38% of the environmental tax
revenues in 2006-2015 was spent on environmental protection.

The average ratios of environmental protection expenditures to environmental tax
revenues in the particular EU countries in the analysed period (presented in Table 2) vary
from 10.1% (Finland) to 55.4% (Spain). The difference between means of these ratios
for “old” and “new” EU countries is not statistically significant.

Table 1 Share of environmental protection expenditures of the general government
sector in environmental taxes (%)

State 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
EU-28 32.2 33.3 344 378 36.1 34.6 33.9 33.8 33.3 33.0
AT 20.2 19,5 20.0 23.5 249 203 21.0 21.2 19.6 18.6
BE 319 31.2 37.8 425 454 52,2 554 56.4 46.6 41.2
BG 41.7 379 20.6 38.6 24.2 25.6 258 32.7 253 27.2
cYy 8.7 8.5 9.0 10.5 109 11.1 10.8 16.4 8.5 12.0
cz 44.4 409 399 294 43.3 54.7 59.3 47.5 49.6 52.4
DE 23.5 233 239 319 281 269 284 30.3 30.6 31.7
DK 123 109 109 11.0 10.2 9.5 10.1 114 11.6 11.2
EE 35.7 38.6 453 33.5 n.a. n.a. 30.3 242 23.1 25.1
EL 39.2 393 47.5 45.2 30.5 305 34.6 48.0 40.3 39.7
ES 534 56,3 59.9 66.5 64.3 603 56.9 43.9 47.0 45.8
FI 10.8 12.0 11.8 13,5 10.4 8.1 8.3 8.8 8.7 8.2
FR 458 46.3 48.5 53.1 52.6 51.5 51.3 505 50.5 46.1
HR 8.4 9.5 10.3 114 9.9 10.7 11.6 12.1 9.6 11.0
HU 25.2 22.0 24.1 21.7 214 272 257 353 45.7 464
IE 42.3 449 51.2 499 41.6 31.5 324 24.8 22.8 20.8
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IT 254 283 31.6 31.6 308 289 259 28.0 26.3 28.5
LT 41,9 50.3 515 588 734 44.0 49.2 28.6 33.2 29.7
LU 386 42.2 439 51.0 48.1 46.1 48.1 51.2 54.5 58.7
LV 30.6  45.6 45.0 8.1 12.3 27.7 299 27.2 255 25.6
MT 47.7 454 47.0 495 66.7 41.2 48.6 50.0 52.5 69.5
NL 42.6 459 44.7 48.7 46.1 46.3 47.5 46.7 43.9 42.2
PL 249 22,1 24.8 28.0 27.2 26.2 22.8 259 24.2 23.0
PT 229 222 253 24.0 26.1 224 198 21.0 17.1 15.9
RO 189 209 28.2 30.7 363 48.2 419 394 339 414
SI 27.5 254 26.2 255 185 23.0 19.9 19.1 25.1 25.8
SK 36.9 359 39.6 50.5 49.1 42,8 48.2 46.7 47.5 58.5
SE 144 13.8 13.0 13.1 12.6 13.5 14.1 14.0 14.2 13.1
UK 38.8 40.1 38.0 409 39.1 36.0 339 314 33.0 31.9

Source: authors’ calculation based on Eurostat data

Table 2 Average share of environmental protection expenditures of the general
government sector in environmental taxes in 2006-2015 (%)

Old EU countries

Expenditures
to taxes ratio

New EU countries

Expenditures
to taxes ratio

Austria 20.9 Bulgaria 30.0
Belgium 44.0 Croatia 10.4
Cyprus 10.6 Czech Republic 46.1
Denmark 10.9 Estonia 32.0
Finland 10.1 Hungary 29.5
France 49.6 Latvia 27.7
Germany 27.9 Lithuania 46.1
Greece 39.5 Poland 24.9
Ireland 36.2 Romania 34.0
Italy 28.5 Slovakia 45.6
Luxembourg 48.2 Slovenia 23.6
Malta 51.8

Netherlands 45.5

Portugal 21.7

Spain 55.4

Sweden 13.6

UK 36.3

Mean 32.4 31.8
Standard deviation 15.2 10.5
p-value (t-test) 0.831

A statistically significant, strong and positive linear relationship between environmental
taxes and environmental protection expenditures in the EU Member States has been
observed (the Pearson correlation coefficient exceeds 0.9, cf. Table 3). Because of the
fact that the Pearson correlation cannot determine a cause-and-effect relationship the

Source: authors’ calculation based on Eurostat data

result could be interpreted in two ways:

- more environmentally related taxes imply greater spending on environmental issues or

- the growing need to comply with the EU obligations concerning environmental

protection entails an increase in environmentally related tax burden.
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Table 3 Data description and Pearson correlation

. Environmental Environmental protection

Variable .
taxes expenditures

Mean 11406.8 3898.5
Minimum 171.9 34.8
Maximum 63690.3 21984.0
Standard deviation 16499.1 5965.9
Pearson correlation 0.944
coefficient
p-value <0.001

Source: authors’ calculation based on Eurostat data

4 Conclusions

Despite the existence of non-assignment rule in the public finances, i.e. the prohibition of
binding specific revenues to designated categories of expenditures, there is no doubt that
in the case of environmental taxes, fiscal targets are related to some extent to non-fiscal
objectives. In effect beside the fiscal role it could be enumerated other functions of taxes
such as:

« allocation - which entities and how should benefit from reduction of negative
externalities treating environment as a public good,

e redistribution - by imposing taxes public authorities increase burden of companies
and households who contribute to environmental pollution in direct or indirect
way, as a result, funds raised cover environmental friendly activities of
government or other kinds of public expenditures,

- stabilization - creating sustainable growth by reducing environmentally harmful
effects and by incentives towards innovations on the environmental field (leading
to international competitiveness),

« stimulation - influence and create positive behaviour of producers and consumers
towards environmental protection.

Consequently, the state demand for this source of revenue should stem from the
necessity for environmental protection (treated as supply of infrastructure and creation of
ecological behaviour of households and public and private companies). To some extent
environmentally related taxes (as well as fines) constitute a repressive form for entities
creating negative external effects (internalization of externalities) and not complying with
legal obligations (Hyman, 2010, p. 106-109). Moreover, since the financial and economic
crisis, more attention has been paid to environmental taxes as an important source of
revenues. It is argued that the increase in environmental taxes should improve the
quality of the environment while at the same time ensuring budgetary implications.

The results show that from the public authorities perspective the environmental taxes are
the instrument used both for fiscal and environmental policies purposes with emphasis on
fiscal ones. Due to possible difficulties in estimating and finding a tax rate that would
offset negative externalities, multiple in many cases (Heine, Norregaard, Parry, 2012),
caused by a specific category of taxpayers it is presumed that all elements of
environmental taxation are so defined to achieve the two purposes mentioned above.
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Abstract: In contribution, we deal with insurance market as part of the financial market.
We will examine financial market from an economic and legal point of view, stating its
segmentation as economic-legal category. As the insurance market is regulated by
different laws and legal norms, we will deal closer with regulation of the insurance
market and supervision of the insurance market. The contribution will also focus on the
assessment of the level of the insurance market through selected indicators. In the
contribution, traditional methods of analysis and synthesis will be used as well as
analytical and statistical methods to characterize main selected indicators of the
insurance market. At the end, we list the options for improving the regulation of the
insurance market and supervision of the insurance market. The activity of commercial
insurance companies in the Slovak insurance market will in the future be influenced by
the development of information technologies, which must be used also for investment
activity. Very important is the interconnection - Information highway between
commercial insurance companies as well as between insurance companies and their
clients. Qualified use of these information technologies will lead in the future to a
reduction in service and thus to a competitive advantage.Clients of commercial insurance
companies are inadequately informed, for example, about the residual value of life
insurance claims. They do not have enough information on the disposable value of the
indemnity in case of early termination of the insurance contract and are not informed of
the disadvantage of early termination of the life insurance contract.The main objective of
the regulation should be stability, security, credibility in the insurance market for clients
of commercial insurance companies. Only an efficiently functioning insurance market can
ensure the performance and development of the economy.

Keywords: insurance, insurance market, insurance market regulation, supervision of the
insurance market, regulatory tools

JEL codes: G22

1 Introduction

The insurance market is to be understood as an important part of the financial market,
with insurance being an important sector of the market economy and its function is
irreplaceable. The financial market is a place where the supply and demand for capital
meet. The insurance market is an inherent part of it. Insurance market can be classified
by several criteria, the decisive criterion being the business direction of the entity
(subject of the insurer's activity). The insurance policy is closely related to its regulation,
regulatory instruments and relevant insurance market supervision standards. Slovak
Republic as an EU Member State is part of the single European insurance market, based
on the basic approaches to regulating the insurance market from EU legislation. Problems
related to the competencies of regulators and supervisors were also affected by the
activities of foreign banks and commercial insurers.

Insurance market regulation and insurance market supervision are based on international
agreements. The Slovak insurance market opens a new space for development. The
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Slovak insurance market is dynamically developing, so the regulation and supervision of
the insurance market requires more attention from professionals and supervisors. The
insurance market and the assessment of its regulation in the Slovak Republic in relation
to the European Union is very important and this aspect was also the reason for choosing
the subject and content of our contribution.

2 Methodology and Data

The paper will deal with insurance market as part of the financial market. We also deal
with regulation and supervision of the insurance market. The methods of description,
analysis, synthesis, deduction and comparison will be applied. The conclusion will include
the current problems and trends and options for improving the regulation and supervision
of the insurance market.

We will examine financial market from an economic and legal point of view, stating its
segmentation as economic-legal category. As the insurance market is regulated by
different laws and legal norms, we will deal closer with regulation of the insurance
market and supervision of the insurance market. The contribution will also focus on the
assessment of the level of the insurance market through selected indicators. In the
contribution, traditional methods of analysis and synthesis will be used as well as
analytical and statistical methods to characterize main selected indicators of the
insurance market. At the end, we list the options for improving the regulation of the
insurance market and supervision of the insurance market.

Based on data from Slovak Insurance Association on the development of prescribed
premiums (as the most important indicator) in 2011-2015 in the Slovak Republic we
analyse the changes in lofe and non-life insurance. According the data we can see the
rise of premiums in life insurance and decrease in non-life insurance premiums.

3 Results and Discussion
Insurance market and its segmentation

The insurance market as one of the components of the financial market is of great
importance in the national economy. It contributes significantly to the economic growth.
(Grmanova and Hostak, 2016).

We understand that insurance market as a part of the financial market and its
segmentation as an economic-legal category, it is therefore necessary to recognize the
importance of the issue. Economic theory defines the market as a mechanism by which
buyers and sellers influence each other to determine prices and quantities of goods.
(Grmanova and Cejkova, 2016)

Financial market is characterized by various aspects. In the market-oriented economy,
the financial market is at the top of other markets; it is a universal market. In developed
economies, it is one of the most effective markets. With continued globalization, its
importance is constantly growing. "Financial markets are the heart of the financial
system." (Cejkova and Necas, 2008) The financial market, which is part of the financial
system, contains various entities, instruments, institutions and transactions. (Grmanova
and Cejkova, 2016) This enables savings to those who need more funds for their
consumption.

The insurance market has been developing very dynamically in recent years thanks to
the huge capital it has and thus becomes a very important and essential segment of the
financial market. It can be characterized as a "system of various market instruments and
regulatory measures of the state, the observance and control of which is ensured by the
state supervision institution." (Grmanova and Cejkova, 2016) Globalization is also
marked by the fact that most commercial insurance and reinsurance companies are
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linked to transnational and international financial markets, enabling them to carry out
their business in the most important and most important financial world centers.

The insurance market operates on a similar principle as the financial market - i.e.
collection and redistribution of funds. It specifies the reserves that are created from the
client's money. Reserves have a very important role in the insurance market and are, of
course, much more important than money funds in other segments of the financial
market. Since the insurance market operates based on provisioning, it means that
commercial insurance companies also use free cash to carry out their own investment
activity. Investing these temporary free funds by commercial insurance companies also
contributes to a more favorable tax system in advanced economies, which is designed to
enable commercial insurers to provide their clients with insurance cover as well as risks
that are sometimes disadvantageous in their view.

One of the major tasks of commercial insurance companies in the insurance market is to
focus and adapt their activities to achieve the best possible results in their core roles.
This role can also gain a certain very good position in the insurance market in the
respective economy. This is their position and position in the insurance market and
therefore they are trying to offer many new insurance products or innovate older
insurance products and insurance. (Cejkova et al., 2016)

The insurance market is a place (buyer market, affected by state interventions more than
other markets), where supply and demand for insurance cover meets with insurance and
reinsurance. (Cejkova and Necas, 2008) We can define insurance and reinsurance as a
kind of service that has a fictional character. This service is offered on the insurance
market; at the same time, it sells and the buyer must pay for it. The insurance market is
a market where the supply predominates. The type of market in question is specific to
the market, because, unlike other markets, it does not concentrate on a place, its trades
are mainly realized in commercial insurance companies, insurance intermediaries,
reinsurance companies and elsewhere. About its clients - insured are traveled by
commercial insurance companies and their intermediaries.

The insurance market operates and largely affects it:

« "the State through legal standards;

« supervision of insurance undertakings;

e insurers;

« policyholders and insurances;

» insurance intermediaries;

e reinsurers; 5

« various consulting companies. "(Cejkova and Necas, 2008)

In a market economy, each insurer must behave as an entrepreneur, must operate under
conditions of competition. The business of a commercial insurance company should be an
insurance business, and a temporary investment of free cash.

The insurance market can be classified per several criteria. Here is a basic classification,
the decisive segmentation criterion is the business direction of an entity (subject of the
insurer's activity), where the activity can be divided into two headings.

This breakdown can be classified as a basic segment of the insurance market:
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Figure 1 Basic segmentation of the insurance market

The insurance market iz used by many insurance
companies in advanced market economies. They

1. Offer of insurance participate in the insurance market with ofter ot

and reinsurance and demand for insurance and maximum interest to cover as much
insurance and reinsurance - real space as possible. Insurance companies are locking
insurance market at the size of spoce and trying to steal it with offer
of new types of insurance.
Insurance operates on the principle of creating
2. Investing of temporarily free reserves to eliminate the negative flctitious
cash - investment insurance conseguences of accident for insured subjects;

markst insurance market and these reserves are used by

insurers to implement their own investment policy

Source: Own processing according (Cejkova et al., 2011)

This segmentation of the insurance market is often used in many publications and
theories of well-known authors, Cejkova, Martinovicova (Cejkova et al., 2011) but there
is no mention in economic practice.

Indicators of the level of the insurance market

The insurance market has a significant position with specific roles, principles and
meanings. However, it can not be evaluated without its assessment of the development
of its level indicators. "(Cejkova et al., 2011) In general, we can say that market-level
indicators assess the efficiency of the use of resources and spent money.

The insurance market and its significance can be characterized by indicators, among
which are the main indicators and supplementary indicators. The main indicators include:

Premiums written - includes the entire amount of money earned in the form of
premiums in each commercial insurance company for one year in question. It is
one of the most important performance indicators of each commercial insurance
company, and it is possible to compile the order of commercial insurance
companies and their share in the insurance market in the respective year. (See
data in Table 1)

Insurance Performance - Denounces the amount of insurance premiums paid by
the relevant commercial insurance company to the client that was characterized in
the insurance contract.

Damage - Expresses the ratio between the amount of premium received and the
amount of insurance benefits provided in the relevant commercial insurance
company for a certain period, which is set, for example, in one calendar year. The
damage to the insurance market is expressed in percentages and should never
exceed 100%.

Insurance - this indicator has been used for a very long time, especially in
advanced economies. It evaluates the overall level of the insurance market and at
the same time serves to compare the level of the insurance market of different
economies. It represents the ratio of the premium written to the gross domestic
product at current prices.
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e Concentration of the insurance market - informs about the concentrated insurance
market in the relevant economy. (Cejkova and Necas, 2008)

The most important indicator, valid at international level in insurance, is insurance
premiums. In each country, the prescribed total premiums and premiums written in life
and non-life insurance are determined. In most European countries, life insurance
accounts for a larger proportion of the premiums than non-life insurance. In some
European countries, life insurance accounts for 80% of the premiums. (Grmanova,
2015).

In Table 1, we provide data on the development of prescribed premiums in 2011-2015 in
the Slovak Republic.

Table 1 Premiums written in commercial insurance companies in the Slovak Republic (in
thousands of EUR)

Life Non-life Total
insurance insurance

2011 1,14 0,97 2,11
2012 1,17 0,94 2,11
2013 1,23 0,94 2,17
2014 1,22 0,96 2,18
2015 1,21 1,0 2,21
Change 2015/2011 (v %) 106 97 104

Source: own processing by the Slovak Insurance Association (www.slaspo.sk)

The insurance market and its regulation

The insurance market requires state regulation, which is discussed in the next section.
The regulation of insurance market regulation is implemented gradually, depending on
the development of the insurance market and on the real possibilities of state
supervision.

The insurance market largely affects the quality and scope of insurance services and,
above all, their cost. Compatibility in the provision of insurance products is partly
influenced and to a certain extent limited by state interference. In each economy, the
insurance market is regulated by special regulations. The state regulates the insurance
market by means of laws and various legal standards or legislative adjustments.
Regulation is in most cases carried out by the state administration body - a special body
called the " State supervision or oversight supervising compliance with the Insurance Act.
(Cejkova and Necas, 2008)

Figure 2 Insurance market regulation

these are laws, legal norms,
legislative adjustments.

Source: Own processing by authors (Cejkové and Necas, 2008, Duchackova and Darihel, 2010)

In the Slovak Republic, the insurance legislation is based on two basic legal norms,
namely Act No. 39/2015 Coll. on Insurance and Civil Code No. 40/1964, and other
legislation. The new phase of insurance opened in 1991. New commercial insurance
companies were created and new insurance products and services were offered.

Act No. 39/2015 Coll. on insurance in the Slovak Republic, which is currently in force,
fulfills the objectives which have been given also in the framework of EU directives and
directives, namely the following objectives: (Cejkova et al., 2016)
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« to create a standard, internationally accepted legal environment for the
development of the insurance market, in line with OECD and EU requirements: to
regulate the conditions for authorization for entities wishing to undertake
insurance business;

« ensure further liberalization of insurance services;

+ strengthened the supervisory authority in insurance, its instruments by which it
can influence developments in the insurance market and intervene in the event of
maladministration and its misconduct;

« create a legal framework for the application of consolidated supervision of
insurance companies in the group;

« improve the level of protection of the rights and interests of insured and investors
in the insurance market.

Act no. 39/2015 Coll. the insurance sector shall furthermore provide for:

« certain relationships relating to the activities of insurance and reinsurance
undertakings;
« valuation of liabilities and assets;
« reorganization and relationships related to the disappearance of insurance and
reinsurance undertakings;
« relationships related to the operation of foreign insurance companies;
« relationships governing insurance supervision. (Cejkova et al., 2011)
The basic legal regulation is the Act of the National Council of the Slovak Republic
No0.39/2015 Coll. on Insurance and on amendments to certain acts. Supervision in the
Insurance Act is more specifically specified as oversight of the activities of an insurance
company, a reinsurance undertaking, a branch of a foreign insurance company, a foreign
reinsurance company and the Slovak Insurance Office, etc. where the supervision of the
supervised entities (which is carried out by the National Bank of Slovakia in the Slovak
Republic) Evaluation of information and documents relating to their business or other
activities.

Supervision over the insurance market in the Slovak Republic

Since the accession of the Slovak Republic to the EU, efforts have been made to
integrate and unify the supervision of the financial market. In several countries,
integrated unified oversight is already in place, and supervision of the insurance market
is already in place. In the Slovak Republic, the supervision of the insurance market is
integrated in the supervision of the financial market and implemented by the central
bank - the National Bank of Slovakia. Since 1% January 2006, the National Bank of
Slovakia has implemented integrated supervision of the financial market. (Cejkova et al.,
2011)

Figure 3 Supervision over the insurance market

it is the implementation of regulation
fcontrol of compliance with the Insurance
Act and other legal regulations)

Source: Own processing by authors (Cejkové and Necas, 2008, Duchackova and Darihel, 2010)

Regulation and supervision represent an interference with the economic life of insurers.
"The higher the powers of the supervisory authority, the more it restricts the business
activities of the insurance company concerned" (Cejkova and Necas, 2008)

On the other hand, it must be remembered that it ensures a high degree of protection of
the rights and interests of policyholders and policyholders. Insurers and policyholders are
confident that their interests will be secure even if they have limited powers. Therefore,
in any market economy, it is in the interest of regulating the supervision to find a
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compromise solution to ensure protection and interests or insurers as well as commercial
insurers.

Insurance market supervision is subject to compliance with the Insurance Act, other laws
and other binding laws and conditions specified in the permits issued under applicable
legal standards.

Possibilities of improving the insurance market regulation in Slovakia

The insurance market in Europe represents all European insurance markets. Central and
Eastern European countries experienced a significant recovery in the mid-1990s in the
insurance market. Some of them achieve relatively good results in the development of
the insurance market, but they are still lagging in comparison with the EU average.
Worldwide, in the past few years, the position of life insurance within the insurance
market has been strengthened. Europe is not an exception, but there are quite significant
differences between countries. "It can be said that the higher share of life insurance on
the national market is an indicator of its maturity." (Cejkova and Necas, 2008)

Growth and prosperity in the insurance market is closely linked to the overall economic
development of individual states and continents. The results of insurance market
activities are monitored and presented in each economy as well as internationally. There
are currently several international organizations that record and evaluate activity in the
insurance market. (Paulik et al., 2012)

Since several countries, including of course the Slovak Republic, have entered the
European Economic Area, some principles and guidelines have been adopted to improve
the conditions of the common EU single insurance market. The basic principles of
oversight function, which are binding on all EU Member States, have also been laid down.
One of the most important is the concession obligation, which means that any insurance
undertaking wishing to pursue its business on the insurance market must be authorized
to do so by the supervisory authority of the country in question. If this commercial
insurance company also wants to operate abroad, it can only be in the area where it has
been authorized in the parent country. There is also the possibility of transferring
insurance classes from one insurance undertaking to another, but all the conditions laid
down by the country concerned must be respected. As the most important principle, we
must mention the cooperation of the supervisory and supervisory authorities of individual
EU Member States.

The primary objective of EU legislation is to achieve integration, globalization and the
functioning of the single insurance market in the Member States. The main aim is
therefore to remove all obstacles, particularly in national law, which restrict the creation
and functioning of this single market, unify the business rules and ensure maximum
protection for commercial clients.

The activity of commercial insurance companies in the Slovak insurance market will in
the future be influenced by the development of information technologies, which must be
used also for investment activity. Very important is the interconnection - Information
highway between commercial insurance companies as well as between insurance
companies and their clients. Qualified use of these information technologies will lead in
the future to a reduction in service and thus to a competitive advantage. The facts will
significantly affect the whole financial market in Slovakia as well. It is important to clarify
to the public and the clients the purpose and functioning of the insurance and insurance
market, its regulation and the supervision of insurance. Also, to improve the
communication possibilities of clients with commercial insurance companies, clients are
unaware of the existence of these instruments of insurance market regulation. Therefore,
we propose to introduce insurance training already at secondary schools.

Clients of commercial insurance companies are inadequately informed, for example,

about the residual value of life insurance claims. They do not have enough information on

the disposable value of the indemnity in case of early termination of the insurance
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contract and are not informed of the disadvantage of early termination of the life
insurance contract. Our suggestion is to improve the functioning and gain of greater
confidence of our clients by creating an information highway between a commercial
insurance company and its clients on the website of a commercial insurance company,
the opportunity to see and check the account of each client. Upon signing into this
account, the client would see the status of their funds, their value, and in case of early
termination of the insurance contract and their interest through the investment of a
commercial insurance company. The client must believe that a commercial insurance
company will be able to pay the insurance benefit at the agreed time after the expiration
of a longer period.

4 Conclusions

The subject of this paper was the characteristics and issues of the insurance market and
its regulation, as well as its regulation, namely the supervision of the insurance market in
the Slovak Republic. Finally, we can state that the current regulation of insurance market
regulation is of higher quality (than before the accession of the Slovak Republic to the
EU) and offers extensive opportunities for the operation of entities in the insurance
market and beyond the borders of the Slovak Republic. The activity of commercial
insurance companies in the Slovak insurance market will in the future be influenced by
the development of information technologies, which must be used also for investment
activity. Very important is the interconnection - Information highway between
commercial insurance companies as well as between insurance companies and their
clients. Qualified use of these information technologies will lead in the future to a
reduction in service and thus to a competitive advantage. Clients of commercial
insurance companies are inadequately informed, for example, about the residual value of
life insurance claims. They do not have enough information on the disposable value of
the indemnity in case of early termination of the insurance contract and are not informed
of the disadvantage of early termination of the life insurance contract. The main objective
of the regulation should be stability, security, credibility in the insurance market for
clients of commercial insurance companies. Only an efficiently functioning insurance
market can ensure the performance and development of the economy. The insurance
market regulation is based on the overall regulation of the financial market, with the
implementation of certain specificities that arise from the fact that in the insurance
market we encounter different types of risks of clients and commercial insurers.
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Abstract: It’s been noticed that people estimating the probability of occurrence of some
events underestimate large probabilities and overestimate small ones (Burns et al,
2010), which in the case of lotteries, where the probability of winning is very low, should
effect increased willingness to play when the probabilities are not known. That is why we
put forward a hypothesis that in the case of choice made under uncertainty people are
more willing to buy lottery tickets than in the case of choice under risk (while the
expected value of a gamble is smaller than the price of the lottery ticket). Two
experiments with real (but not monetary) payoffs were organized. In both experiments
participants were divided in two groups - informed and not informed about the
probability of winning (different across experiments). Results of the Experiment I confirm
our hypothesis. On average, the number of lottery tickets bought was higher in a group
that didn’t know the probability of winning. However, when we lowered the pool in
Experiment II this difference disappeared.

Keywords: decision under uncertainty, lottery, expected value
JEL codes: D120, D800

1 Introduction

One could venture a statement that every decision made by people is a decision made
under risk or uncertainty. The consequences of those decisions may have more or less
significant implications from the economic, health and social perspective. The
determinants of daily decisions may be seen to lie in both personal character traits (a
different level of knowledge, different propensity to risk, etc.) and external conditions
relating to the consequences of potential decisions, access to information, etc.

The draws now being offered where one can win a substantial amount of money by
sending a chargeable text message provided the inspiration to conduct the study. One
person is drawn randomly from all the people who have texted and thus wins the lottery.
The person entering the lottery has no information as to the number of participants,
which is what determines the probability of winning. Moreover, games such as lotto have
been operating for years where you can bet on numbers after having paid a certain price,
and the person who bets on the numbers drawn by the lottery organizer wins. In this
case, however, it is possible to calculate the probability of winning the jack pot (although
one cannot always be sure as to its value). One might also ask whether the games in
which players do not know the probability of winning provide organizers with higher
lottery ticket sale than the games for which this probability is known (ceteris paribus).

The aim of the article is to compare decisions made under uncertainty with those made
under risk. The hypothesis to be verified is that in the case of choice made under
uncertainty people are more willing to buy lottery tickets than in the case of choice under
risk (while the expected value of a gamble is smaller than the price of a lottery ticket).
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It is central to our considerations to specify, distinguish and interpret the concepts of risk
and uncertainty, and to show the difference between these two terms. In literature on
the subject, the views on this issue regarded as classic are those of F.H. Knight which he
presented in his dissertation essay “Risk, Uncertainty and Profit” (1921). His belief is that
risk refers to cases that can be calculated and expressed in quantities, whereas
uncertainty does not provide this possibility. Elaborating further on his idea, Knight
suggests that in referring to risk we can talk about “objective” probability, while for
uncertainty it is “subjective” probability. A similar view in this respect takes Gough,
(1988) asserting that a risky situation is such in which a set of possible outcomes is well
known and the probability distribution for those outcomes is either known or can be
estimated. An uncertain situation, on the other hand, occurs when the set of outcomes is
unknown (uncertainty as to the conditions in which the decision is being made) or when
the probability distribution for those outcomes is not known.

In this paper it was assumed that decisions are made under risk if there is a possibility to
calculate the probability of occurrence of an event while if the probability is neither
known, nor can it be estimated based on the past, decisions are made under uncertainty.

Taking a decision under risk the correct way to assess a certain equivalent of a gamble is
to calculate its expected value; yet many scientists indicate that the valuation of a
gamble by a person is often affected by other factors (Kahneman, Tversky, 1979). Long
ago Bernoulli (1738)! observed that the expected utility of the prize won in a game is
more important than the expected value of this game. In his view, the same game can
have different values of utility for different players. Many years later, his theory was
named Expected utility theory (EUT) and was formalized by von Neumann and
Morgenstern (1944). Since then, in the theory of decision-making under risk, the
assumption has been that people try to maximize the expected utility and not the
expected value. Nevertheless, a number of scholars rejects the EUT as the proper theory
for explaining decision-making under risk (see e.g. Markowitz, 1952).

While applying the traditional approach, people are believed to use tools in their
judgments offered by the theory of probability and statistics, and they are also capable of
automatically updating information on probability along with acquiring information. In
this case their actions are rational, in line with the definition of rational human being -
homo economicus, that is, people are consistent in their actions and seek to maximize
their wealth (Cieslak, 2003). Herbert Simon (1957) was against this perception of human
behavior, arguing that the occurrence of bounded rationality was caused by temporary
and technological constraints. Likewise, D. Kahneman and A. Tversky (1974) do not
agree with the traditional concept of rationality and, supported by their research, they
argue that bounded rationality is the result of the time pressure and complexity of
information. They believe that people assess the reality intuitively rather than apply
complex estimation processes of probability and prediction. The effect is that people
make decisions based on:

« information easily accessible through one’s memory

» conclusions made on the basis of similarities,

« information about the originally suggested value which is adjusted in order to

estimate the real value.

A rationally thinking scientist may wonder why people even buy lottery tickets, since they
must be aware of how low the probability of winning is. One of the psychological reasons
may be so called “peanuts effect” - people are more willing to take risk dealing with
smaller stakes (although unequivocal results were obtained only for gains, see Mitchell
and Wilson, 2010; Hogarth and Einhorn, 1990). With small amounts at stake no one
thinks about the expected value, losing small amount of your wealth is not important

1 His work “Specumen theoriae novae de monsura sortis” was translated in 1954 and published in
Econometrica with the title Exposition of a New Theory on the Measurement of Risk”
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when you can win quite big money. Also, some researches have proven that the
probability of winning has no significant influence on the number of lottery tickets sold
(Beenstock, Haitovsky, 2001), and that if not for a very big jackpot, few people would
take part in a lottery (Shapira, Venezia 1992). The availability bias probably plays an
important role (Tversky, Kahneman, 1973) - stories about people who have won are
widely broadcasted and thus easily brought to mind.

In the case of choice under uncertainty, the estimation of probability seems an important
factor. It's been noticed that people overestimate small probabilities (Erev, Wallsten,
1993), which may cause the increased belief in winning. On the other hand, it has been
shown that small probabilities (when known) are underweight (Weber, Blais, & Shafir,
2004), which may influence the willingness to buy lottery tickets in the case of decisions
made under risk.

Camerer and Weber (1992) found that people, when having the opportunity of choosing
between playing in a lottery, where the probability of occurrence is known (under risk),
and playing in a lottery with unknown probability distribution (under uncertainty), will
choose the first type of the lottery. This principle is known as the ambiguity effect.
However, the research conducted by Rode et al (1999) showed that in the conditions
created for the purpose of the experiment people did not avoid making decisions under
uncertainty and thus the ambiguity effect did not occur. Charness and Gneezy (2003)
found that, in fact, people prefer lotteries with known probabilities but these preferences
do not affect the way “participants allocate their investment capital between an asset
with a sure return and a risky asset with a higher expected rate of return” in case of
choices under risk and under uncertainty.

In the experiment conducted by the authors of this paper, the objective was to compare
the propensity to playing a game which was the game under risk and a game played
under uncertainty. According to the research Rode et al conducted, the participants of
the experiment should prefer playing under uncertainty, while in line with the findings
made by Camerer and Weber (1992) the ambiguity effect should occur and the subjects
examined should be more willing to participate in the game under risk.

2 Methodology and Data

In order to verify hypothesis that in the case of choice made under uncertainty people
are more willing to buy lottery tickets than in the case of choice under risk and to achieve
assumed purpose of the article two experiments were conducted.

Experiment I

Subjects:

137 first year students taking their course in mathematics. Around 67% were females.
Procedure:

Students were divided randomly in two groups. To each group the same proposal was
made:

“Dear Ladies and Gentlemen, I'd like to offer you, as part of a certain scientific study,
participation in a lottery where you can win extra points to obtain credit in my subject.
The lottery is that for the points you have already obtained you can buy any number of
tickets which will be then drawn in the lottery. You can win one prize, which is 50 extra
points added to those already collected during the semester (of course, less the points
spent on lottery tickets). Each ticket costs 0.5 point”

Additionally the second group received information about the pool, which was 400
tickets. 400 tickets in pool with 50 points to win gives the expected value of points
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gained 0.125, so the price of the lottery ticket offered (0.5 point) was 4 times bigger
than the expected value.

We called the first group (the one without information about pool) ,uncertainty group”
and the second one (that knew the pool) ,risk group”.

It is important to notice that every group had the same conditions for receiving credit.
The maximum amount of points to be gained was 100 and to receive a positive grade,
one needed to gain above 50 points. Students had to complete two tests during a
semester (each giving a maximum of 40 points), the rest of points could be earned by
activity during the semester. We chose a moment in the semester when students had
already taken one test and could gain no more points in any other way than by the
second test. That is why from the data obtained in the experiment, we decided to
exclude information on decisions of the people who had at the moment of decision not
more than 10 points.

Experiment II
Subjects:

97 first year students taking their course in financial mathematics. Around 75% were
females.

Procedure:

The same as in Experiment I students were divided randomly in two groups and to each
group the same proposal as in Experiment I was made although we adjusted the
amounts of points because of different scoring. This year the maximum amount of points
to be gained during a semester was 50 and to receive a positive grade, one needed to
gain above 25 points. Students had to complete two tests during the semester (each
giving a maximum of 20 points), the rest of the points could be earned by activity during
the semester. The proposal was as follows:

“Dear Ladies and Gentlemen, I'd like to offer you, as part of a certain scientific study,
participation in a lottery where you can win extra points to obtain credit in my subject.
The lottery is that for the points you have already obtained you can buy any number of
tickets which will be then drawn in the lottery. You can win one prize, which is 25 extra
points added to those already collected during the semester (of course, less the points
spent on lottery tickets). Each ticket costs 0.25 point”

This time the “risk group” was informed that the pool was 200 tickets, which meant that
the expected value of the lottery equalled 0.125 point. Still, the price of a ticket
remained higher than the expected value, but only two times bigger.

This time we did not have to exclude anyone’s answers from our calculations because
theoretically every one still had a chance to pass the subject.

3 Results and Discussion
Experiment I

After excluding the data on decisions of people who had at the moment of decision not
more than 10 points 59 answers in the “uncertainty group” and 56 answers in the “risk
group” were received. We then calculated descriptive statistics for each group, which can
be seen in Table 1. On average, more tickets were sold in the “uncertainty group”. Also
the median is higher in the “uncertainty group”. The most commonly bought number of
tickets was 2; however, when checking the particular data, it did not appear so
frequently in the “risk group” as in the “uncertainty group”. In general, the number of
tickets sold per person was significantly higher in the “uncertainty group” than in the
“risk group” (p-value = 0.000606917), which is unequivocal to saying that on average
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people not knowing the probability of winning were more willing to buy lottery tickets
than those who were aware of it.

Table 1 Descriptive statistics on number of lottery tickets bought in the case of choice
under uncertainty and under risk

Uncertainty group Risk group
Mean 1.88 1.21
Median 2 1
Most common answer 2 2
Standard deviation 1.40 1.06
Skewness 1.92 0.47

Source: authors’ own study

Decisions about tickets bought were more skewed in the “uncertainty group”. A Greater
skewness can be observed in Figure 1, which shows the percentage of students buying a
particular number of lottery tickets. We can also observe that in the “risk group” there
were almost as many people not wanting to buy any ticket as the ones wanting to buy 2
tickets. The visible difference between distributions of answers was not, however,
confirmed by chi-square test (p - value = 0.17).

Figure 1 Percentage of people buying a given number of lottery tickets
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Source: Authors’ own study

Experiment II

In the second experiment 47 students were assigned to the “uncertainty group” and 50
to the “risk group”. In contrast to Experiment I we have found that on average the
number of tickets bought was not significantly different in the two groups (p - value =
0.55). However, it seems that it is not caused by a higher (than in Experiment I) demand
for lottery tickets in the “risk group” but by a lower demand in the “uncertainty group”.
In both groups the modal and median choice (see Table 2) was to buy no tickets, which
is less than in Experiment one. We can only suppose that it was caused by the different
number of points possessed before the experiment. In Experiment I the average number
of points was 35.22 (with 100 maximum) and in Experiment II 10.23 (with 50 points
maximum). According to Friedman and Savage (1948), low-wealth people should be
attracted to gambles with small chance of large gain, in our case that would mean that in
Experiment II more people should be willing to participate in the lottery. It may be
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explained by other research (Guiso, Paiella 2008) that finds that “individuals who are
more likely to face income uncertainty or to become liquidity constrained exhibit a higher
degree of absolute risk aversion”. Conducting the experiments we often heard people
saying “what if I buy this ticket and then I will not pass because of missing 0.1 point”.
With the lower number of points this concern must have been more vivid.

Table 2 Descriptive statistics on number of lottery tickets bought in case of choice under
uncertainty and under risk

Uncertainty group Risk group
Mean 1.15 1.2
Median 0 0
Most common answer 0 0
Standard deviation 1.84 1.89
Skewness 1.66 1.58

Source: authors’ own study

Figure 2 depicts distributions of number of lottery tickets bought in the “uncertainty” and
“risk group”. In both groups answers were distributed in almost the same way, which is
confirmed by chi-square test (p - value = 0.73). When we compare Figures 1 and 2 we
notice that the answers were more concentrated in Experiment II. Chi - square tests
showed that there is a significant difference between distributions in the “uncertainty”
groups (p - value 3.4E-08) and in the “risk” groups (p - value = 0.0001).

Figure 2 Percentage of people buying given number of lottery tickets
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4 Conclusions

The hypothesis that in the case of choice made under uncertainty people are more willing
to buy lottery tickets than in the case of choice under risk was confirmed by the
Experiment I, where it was found that the average number of lottery tickets that
participants bought was higher in the uncertainty group. However, when we lowered the
pool in Experiment II this difference disappeared. We cannot be sure, however, if it was
wiped out by the lower pool or by the fact that the samples in Experiment I and II were
different in terms of points possessed at the beginning of the experiment. We did not
observe the ambiguity effect in neither of the experiments, which is consistent with

132



results obtained by Charness and Gneezy and contradicts the results obtained by
Camerer and Weber (1992). Nevertheless, it is possible that in the case of a pool that is
even lower than in Experiment II, one could find more people willing to participate in a
lottery with known risk. A knew hypothesis to be verified can be that the occurrence of
the ambiguity effect depends on the value of known probabilities and also on the material
status of a decision maker.
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Abstract: Redistributive function of public finance is provided through the state budget,
which is formed as a balance of revenue and expenditure side. Revenues are
redistributed and provided to citizens through public services. The primary source of the
state budget revenues are taxes, which represent up to 95% of total revenues, based on
individual years. Tax policy is a part of the state's fiscal policy and represents a set of
measures, which govern the tax system. The Slovak Republic and the Kingdom of Spain
are European Union member states which use the same currency. Both countries
differentiate in many areas e.g. economics, geography etc. despite some common
features. The aim of the contribution is to analyze the current situation in the field of tax
burden on personal entity in the Slovak Republic and Spain. Authors conduct comparison
and evaluation of the tax burden on personal entity in both countries, based on the
example of an employee working in selected countries. Spain, unlike the Slovak Republic,
also takes into account the origin of the tax during the tax burden calculation i.e. the
area in which is tax levied. It results into different tax rates for different regions of Spain.

Keywords: taxes, income tax, public finance, tax-free income, child tax bonus
JEL codes: H21, H23, H24, H60, H71

1 Introduction

The aim of effective state policy is to achieve prosperity, abundance, sustainable
development and to well manage public finances. (Toshihiro, 2013). One of the main
public finances functions is to ensure a fair redistribution of fund among individual groups
of citizens and to remove the main differences in their socio-economic status. (Backhaus
and Wagner, 2004). The redistribution function reflects in the structure of the tax system
i.e. optimal distribution of tax burden among individual entities. (Stiglitz, 2000)

The literature gives various definitions of taxes. From a formal point of view the tax is: “a
mandatory, statutory, non-purpose and non-equivalent payment, which is usually
repeated regularly and which taxpayers carry at a specified amount and within specified
time limits to the relevant public budget”. (Stofkova et al., 2015)

According to economic and financial point of view, the tax is: “the financial category,
represents the fiscal relationship between taxpayer and the state, governed by the law,
which is used to ensure its aims, is based on the principle of inequality”. (Stofkova and
Stofko, 2015)

Taxes are divided into direct and indirect. Direct taxes are deducted directly from the

income or wealth of personal or legal entity (taxpayer). Their payment is not passed on

to anyone else and personal or legal entity bears the tax liability itself, calculates it and

transfers it to the paid administrators. Indirect taxes are attached to products or

services. The consumer (taxpayer) is indirectly liable for the price of the goods or
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provided services.Personal or legal entity which is legally required to calculate the tax, to
withdraw it from the taxpayer and to pay within a certain period to the tax administrator
is called the taxpayer. The taxpayer is liable for the tax levied or deducted and is present
in direct and indirect taxes paid in a withholding way. (Sivak, 2007)

Taxes have become a term used every day. Taxes represents the most significant
revenue item of the state budget, so it is in the state interest to monitor compliance with
the tax obligations. (Sivak, 2015)

Income tax of personal entity in the Slovak Republic

The tax is governed by Act. No. 595/2003 on income tax (last amended on 23™
November 2016). The tax liability applies to every citizen who, during a taxable period -
during a calendar year, has taxed income higher than € 1,901.67. The tax return for
2016 have to be submitted by 31 March 2017. The submission deadline is prolonged for
the taxpayer of three months i.e. to 30" June 2017, based on the notification filed before
31% March 2017. The deadline for filling the tax return is extended by a maximum of six
months (to 2" October 2017), based on the notification submitted before 31% March
2017, but only if incomes from foreign sources are a part of total incomes of taxpayer.
(Finan¢né riaditelstvo SR, 2017)

Tax free income

Employee is entitled to claim a non-taxable portion of the tax base. If the taxpayer's
tax base is equal to or less than € 19,809, the non-taxable portion is € 3,803.33. If the
taxable amount exceeds € 19,809 the non-taxable amount is: the difference between €
8,775.578 and one quarter of the taxpayer's tax base. If this sum is less than zero, the
non-taxable portion of the tax base on the taxpayer is equal to zero. (iSITA, 2016)

Income tax of natural entity has two levels. The tax rate for incomes below or equal to €
35,022.31 is 19%. For incomes exceeding this limit is applied 25% income tax. The basic
deadline for the tax return submission is always before the end of March of the year
following the tax period. Since 2013 there is also a so-called “special rate” of 5%, which
is applied on selected state officials, e.g. President, Government and Members of the
National Council of the Slovak Republic. (Ministerstvo financii SR, 2017)

Taxpayer can reduce the tax liability by a child tax bonus of € 21.41 per month for each
dependent child living with a taxpayer.

Income tax of personal entity in Spain

The tax is governed by Act. from 28™ November No. 35/2006 on income tax of personal
entity and its partial adjustment (valid until 1% January 2017). The tax return have to be
submitted by 6% April 2017, with a request for deadline extension and assistance in
filling, submission of the tax return may be postponed until 30%" June 2017. (BOE, 2017a)

In 2011, the Act. on income tax No. 35/2006 determined the basic interval with the tax
rates for annual gross wages, which were changed in 2015, based on the Real Decreto -
ley 9/2015. Authors therefore used these new tax rates in the calculation. The following
table provides a comparison of the above mentioned rates. (El economista.es, 2014)
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Table 1 Comparison of income tax rates.

Gross wage Tax rate
in € 2015 2016
<12,450 20% 19%
12,450 - 20,200 25% 24%
20,200 - 35,200 31% 30%
35,200 - 60,000 39% 37%
> 60,000 47% 45%

Source: own processing based on El economista.es.

The tax burden on income also depend on the origin of the tax, i.e. the area in which is
income tax levied. Currently it is allocated partly to the individual autonomous regions of
Spain (together 17 on the territory of the country). That is whyare individual tax rates
different in each area from the basic rates determined by the law. (BOE, 2017a)

Tax quotas used from 2012 to 2014 (sum of state and autonomous rates plus
complementary load in 2012, 2013 and 2014) for the autonomous region of Madrid are
expressed in following table.

Table 2 Tax quotas for the autonomous region of Madrid.

Gross wage

Erom =5 State rate Additional rate r:::c:;;ow?; C:I‘:Is d SUM

0.00 € 17,707.20 € 12.0 % 0.8 % 11.6 % 24.4 %
17,707.21 € 33,007.20 € 14.0 % 2.0 % 13.7 % 29.7 %
33,007.21 € 53,407.20 € 18.5 % 3.0 % 18.3 % 39.8 %
53,407.21 € 120,000.20 € 21.5% 4.0 % 21.4 % 46.9 %
120,000.21 € 175,000.20 € 22.5 % 5.0 % 21.4 % 48.9 %
175,000.21 € 300,000.20 € 23.5 % 6.0 % 21.4 % 50.9 %
300,000.21 € More 23.5 % 7.0 % 21.4 % 51.9 %

Source: own processing based on Expansion Econdmica.

The currently highest rates oscillate between 51.9% (La Rioja, Madrid) and 56%
(Catalonia). (Expansion Econdmica, 2017).

Tax free income

There exist certain types of income for which is income tax liability equal zero. Such
incomes are not added do total taxable income for assessment year and thereby remain
tax-free. The previous non-taxable portion of the tax base in an amount of € 2,652 was
canceled by the 2015 reform and replaced by a new amount of € 2,000 per year. This
amount will increase by an additional € 2,000 per year in the case of unemployed
taxpayers, who accept a new job requiring a change of residence and in the case of
active taxpayer with a disability, this non-taxable portion of the tax base increases from
€ 3,500 to € 7,750 per year depending on the degree of disability. (BOE, 2017b)

In the case of taxpayers whose net income does not exceed € 14,450 per year without
any additional income exceeding € 6,500, the following tax understatements are applied:

e taxpayers with a net income equal to or less than € 11,250 - income tax is
reduced by € 3,700 per year,

137



e taxpayer with a net income in the range from € 11,250 to € 14,450 - the tax
reduction is calculated as follows: 3,700 - 1.15625 x (net income - 11,250).
These non-taxable portions of the tax base were increased by 100% for working
taxpayers at age over 65. However, the reform canceled these benefits without the
replacement by other deductible expenses.(Expansidon Econémica, 2017)

The subsistence minimum has increased from € 5,151 to € 5,550 after the reform. The
reform also increases the values according to the age of the taxpayers. If is a taxpayer
older than 65 years, the value of subsistence minimum increases from € 6,069 to €
6,700. If a taxpayer is older than 75 years, the value of subsistence minimum increases
from € 7,191 to € 8,100. (Agencia Tributaria, 2017)

Disability tax bonus

The 2015 reform also covers tax bonus for taxpayers with disabilities. Comparison of tax
bonuses before and after the 2015 reform for disabled taxpayers, their direct ancestors
or offspring with disabilities is expressed in the following table.

Table 3 Disability tax bonus.

2014 2015
Disability Disability Assistance SUM Disability Assistance SUM
degree tax bonus expenditures tax bonus expenditures

33%-65% 2,316 € 2,316 € 3,000 € 3,000 €
33%-65%

with the 2,316 € 2,316 € 4,632 € 3,000 € 3,000 € 6,000 €
assistance

= 65% 7,038 € 2,316 € 9,354 € 9,000 € 3,000 € 12,000 €

Source: own processing based on Agencia Tributaria.
Child tax bonus

The bonuses applicable to offspring has increased significantly, especially for the first two
children, based on the reform. For third, fourth and other children, the increase is
smaller, since from the third child have working taxpayer a tax relief for a large family.

Table 4 Child tax bonus.

Child 2014 2015
First 1,836 € 2,400 €
Second 2,040 € 2,700 €
Third 3,672 € 4,000 €
Fourth and next 4,182 € 4,500 €

Source: own processing based on Agencia Tributaria.

If is child younger than 3 years the minimum is increased to € 2,800 per year (before the
reform € 2,244). To get the children tax bonus it is necessary to provide care for a child
in a common dwelling. (Agencia Tributaria, 2017)

2 Methodology and Data

Domestic and foreign book literature, scientific publications and articles represents the
base of the literature review of this contribution. Data for calculation were retrieved from
official state websites and legal documents of the Slovak Republic and Spain. Authors
used a number of various methods during the contribution, which lead to the
achievement of its primary aim. Methods of induction, deduction, analysis and synthesis
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were used to define the theoretical backgrounds of the researched issue, as well as to
map the current state of tax burden of natural entities in the Slovak Republic and Spain.
The authors conducted comparison of tax burden in selected countries based on the data
and the model example. The MS Excel program was used to calculate the social and
health insurance contributions, tax burden and net employee income.

3 Results and Discussion

For the tax burden comparison in the Slovak Republic and Spain was used the following
model example: taxpayer, 30 years old, employee of the medium-sized enterprise,
earned in 2016 € 25,000 from employment. Taxpayer has one child, older than 3 years,
without disability. Taxpayer's incomes flow only from home state without mobility within
the state. (Spain considers whether an employee has moved to another autonomous
community). For the child tax bonus is important nhumber and age of the child, from
which are derived other benefits from the state.

The income tax calculation in the Slovak Republic

The gross taxpayer's income is € 25,000 per year. Our model taxpayer is 30 years old
and has one child, which is over 3 years old. Social and health insurance contributions
are set at 13.4%, representing € 3,350 out of € 25,000. The next step is to express the
non-taxable portion of the tax base, which have to be deducted from the current tax
base. Non-taxable portion of the tax base is calculated as following: 8,755.578 - V1 *
21,650. The calculation is expressed by following table.

Table 5 Income tax calculation in the Slovak Republic

Gross wage 25,000 €
Social and health insurance contributions (13,4% of € 25,000) 3,350 €
Partial tax base (gross wage - insurance contributions) 21,650 €
Non-taxable portion of the tax base (8,755.578 - /2 * 21,650) 3,343.078 €
Reduced tax base (partial tax base — non-taxable portion) 18,306.92 €
Tax liability (19% of 18,306.92) 3,478.31 €
Child tax bonus (12*21.41) 256.92 €
Income tax = tax liability — child tax bonus 3,221.39 €
= Net wage (gross wage - insurance contributions - income tax) 18,428.61 €

Source: authors

We deduced from the reduced tax base the monetary tax rate, which is set at 19%
because the tax base is less than € 35,022.31. Then we need to deduct the tax bonus for
a child at a rate of 12*¥21.41 € from tax liability. The result is the amount of income tax
which has to be paid by taxpayer to the state.

The income tax calculation in Spain

Gross taxpayer's income is € 25,000 per year. The taxpayer is 30 years old and has one
child older than 3 years. In addition to salary, he does not receive any other income from
other activities. According to the 2015 reform, the subsistence minimum is € 5,550 per
year. The child tax bonus is € 2,400 (child tax bonus are applied only to the taxpayer).
The result is a family minimum of € 7,950.

In the next step we deducted all deductible expenses in order to obtain the tax base. The
non-taxable portion of the tax base is set at € 2,000. In our case, we did not apply any
additional deductible expenses to it, since the taxpayer in our example is not disabled
and earns more than € 14,450 per year. Social insurance is in our case at € 1,587. Social
insurance includes healthcare, pension and unemployment insurance contributions. We
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had to choose a minimum and maximum amount according to the applicable standards
depending on which category of employees our taxpayer belongs to. The basis are
different for an official, a technical engineer, an engineer/master etc.. Our taxpayer was
included in the group of engineers/masters, who have the highest minimum and
maximum according to the social insurance. The minimum is € 1,051.50 and a maximum
is € 3,642. Currently 6.35% is paid for social insurance. We applied this percent to gross
income and received the total amount of social insurance contributions. In order to
calculate the tax base, we deducted the social insurance contribution and non-taxable
portion of the tax base from the taxpayer's gross annual income.

Table 6 Tax base calculation in Spain.

Non-taxable portion of tax base 2,000 €

Social insurance contribution 1,587.50 €
SUM of contributions 3,587.50 €
Tax base 21,412.50 €

Source: authors

To calculate the net annual income we need to know the percentage of total contributions
deducted from the social security and income tax. The result is in our case 18.67%.
Since this percentage represents the total quantity, we derive from gross income, we
have to determine the remaining percentage. By deducting from 100% we get 81.33%,
which we applied to gross wage. By subtracting 12 months of the year we report the
monthly net income.

Table 7 Monthly net income calculation in Spain.
Total contributions % 18.67%
Annual net income 20,333.75 €
Monthly net income 1,694.48 €

Source: authors

The difference between the second and first deduction will lead to the total amount of
income tax our taxpayer has to pay. The first deduction was calculated as a family
minimum, resulting in € 1,510.50. In the second deduction we used the tax base as the
basis for the calculations. The result of second deduction is € 4,589.25. The total tax
statement of income tax which has our taxpayer to pay has been obtained by the
difference of these two deductions, which is € 3,078.75.

4 Conclusions

The data expressed in tables reflects that despite the same initial income of € 25,000 the
resulting amount of income tax, which a taxpayer has to pay is different in both
countries. The resulting tax is higher in the Slovak Republic, exactly € 142.64 more.
Apart from the differences in the calculation procedure of income tax we see the largest
difference in tax rates applicable according to the income amount.

Completing and submitting tax return is a lengthy and often incomprehensible process
for many of us. Although we can be pretty sure that this act is not very popular
regardless of where we live, somewhere the overall tax system is easier than elsewhere.

By the comparison of the basic terms and conditions of setting and submitting a tax
return to the income of natural persons in the Slovak Republic and Spain we can see
certain differences. We consider as the substantial difference the division of incomes in
the intervals by which the income tax rates are assigned. Unlike in the Slovak Republic,
the Spanish system also takes into account the origin of the tax during the tax burden
calculation i.e. the area in which is tax levied. It results into different tax rates for
different regions of Spain.
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Abstract: The inability to make qualified financial decisions has a very negative impact
on peoples’ lives. From this point of view financial literacy represents a basic and
inevitable skill that is important for human existence in the 21st century. In many
countries, there is a trend towards decreasing state support of individual retirement
income, in result of which individuals have to manage their financial resources by
themselves in order to secure sustainable retirement and to retain their financial
wellbeing standard in the future. Supporting the raise of financial literacy, in particular
for young generation, could contribute to better knowledgeability and readiness for
household and retirement planning. The authors focus on financial habits and financial
behaviour of respondents and their skills in terms of financial literacy concept. This study
is aimed at comparison of levels of financial literacy of chosen economic faculties in
Slovakia, as well as comparison of levels of financial literacy between the first year
undergraduates and those graduates who are in the final year of their studies. The
authors statistically process primary data which were collected through a survey in 2015-
2016. The data were obtained from economic faculties of three different universities in
Slovakia. Correlative data dependence of selected variables and their intensity is
analysed using Probit model. The research line is defined by a few hypotheses, and the
main goal is to explain the impact of respondents’ financial literacy in terms of their sex,
high school background and university study program on financial habits.

Keywords: financial literacy, financial habits, education, retirement planning
JEL codes: 121, 122, 125

1 Introduction

The field of finance and money management have been changed over few decades in
many ways with impact as on national as on the individual and household level. The
inability to make qualified financial decisions has a negative impact on peoples’ lives and
financial literacy (FL) has became a basic and inevitable skill that is important for human
existence in the 21st century. Topic of financial literacy has been increasingly brought to
common people’s attention and there are evident activities of policy makers from many
countries of the world aimed at the support of financial education. Nowadays, young
generation can learn about the financial possibilities and obtain financial habits from
extensive resources, including their parents, friends, schools, out-of-school activities, as
well as personal experiences such as opening a bank account. These available resources,
however, provide not only different but often incomplete or outdated information to use.
In this context, regarding social aspects is important and crucial the environment in
which individual grows and lives. Within this context Driva et al. (2016) and Grohmann et
al. (2015) confirm the existence of the gap of FL among teenagers that relates to
household finance.
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Financial education provided to young people can help to overcome the gap in financial
skills due to inequality in the socio-economic status of students and improve their
financial habits. Socio-economic status of an individual and consequently, family
environment and education play an important role in this process (Pixley, 2010;
Grohmann et al., 2015; Popescul et al., 2016). In this case, there is a strong parental
and household planning influence, which can lead directly to children within their money
management in the future (CNB, 2012; Kiliyanni and Sivaraman, 2016). Without basic
financial knowledge, it is not possible to make eligible decisions because they affect
personal and family budgets, often with a serious impact on the next generation
(Szovics, 2012). Effective money management should be a part of childcare needed for
their future life. We suppose additional financial education can be effectively extended
directly in the primary and secondary school environment, where young people are
gathering on a daily basis and should be added to the education standards systematically
with the respect of diversity in society, one that will take into account the social and
economic status of the individual as well as local and regional aspects. The ability to
understand and utilize financial information in way that contribute to optimal financial
outcomes is a crucial element for independence and sustainable wellbeing in old age
(Han et al. 2016). Increasing financial skills by individuals and making sound personal
financial decisions over the course of the adult life span is one of the keys to individual
self- and household sufficiency with consequences on better quality of life (Hershey et al.
2015). Level of FL around the world can be affected by many factors, which are not
equally important in all participating countries and economies. Differences in FL can be
associated with gender, parental background, educated system or economic status in
country. Problems with insufficient financial habits and lower FL relate not only to young
generations but also to elderly. One foreign study shows that FL is associated with
greater functional connectivity between brain regions in old age (Han et al. 2016).

Financial literacy in relation with retirement planning

Education of FL has become a global priority (Blue et al. 2014). Level of FL significantly
varies in many countries around the world. McGraw Hill Financial shows significant
disparities of FL levels within the EU countries. For instance, in Romania only 22 % of its
inhabitants are financially literate as opposed to 71 % of inhabitants in Denmark and
Sweden. In Europe, there are 69 % of adults with academic degree whose financial
literacy is significantly higher than of 54 % of adults with secondary education and of
28% of citizens with elementary education (Klapper et al. 2015). A lack of personal
financial skills and habits in many cases contributes to the increase in consumer credit
debt, and from the other hand over-indebtedness is positively associated with poor level
of FL and self-control problems. One of the effective way to combat this growing problem
is through supporting financial education (DeLaune et al. 2010).

By using available data from PISA and OECD statistics we put to the relation scores of FL
of the year 2012 which were officially released on July in 2014, because findings about
data of PISA 2015 will be available later in May 2017, GDP per capita as the main factor
of economic growth in US Dollar since year 2015 or latest and expenditure on education
as % of total government expenditure since year 2013. Indicator expenditure on
education is represented by different size of points. The bigger point is, the more
financial recourses given country spend on education. Figure 1 shows relationship
between student’'s score on FL assessment, GDP per capita and expenditure on
education. Living in a rich country does not seem as a strong implication on the FL scores
of 15 years old students. We cannot say that higher expenditure on education will cause
higher level of FL of students as well (p > 0.05). While higher GDP per capita is
associated with higher level of FL, the plot in Figure 1 indicate that lot of countries with
lower value of GDP per capita (Latvia, Poland, Czech, Estonia) perform better level of FL
than countries with higher economic growth as Italy, France or United States.

144



Figure 1 Relation of financial literacy, GDP per capita and expenditure on education in
given country.
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This implies that students and youth in countries with advanced economy do not achieve
higher score of FL than students in poorer countries. This is determined by a number of
socio-economic, political and cultural aspects. A detailed examination of them requires
access to more structured data. Those conditions also create a platform for a subsequent
research. In this context Lusardi (2015a), OECD (2014), Stauvermann and Kumar
(2017) and KociSova (2015) indicate that following independency simultaneously
underscores the importance and relevance of having a well-functioning educational
system or its efficiency. Results of research study of Dragoescu (2015) show positive
relation between GDP per capita and the number of students with higher education
and no connection between GDP per capita, size of students respondents and public
education expenditure. In one of the OECD study (French et al. 2015) was found out
negative impact of gender on public expenditure on education and positive effect of
individualism and long-term orientation. Hence, authors emphasize relevance of cultural
dimensions on education expenditure and country differences of FL (Feranecova and
Krigovska, 2016; Bartosik-Purgat et al. 2017).

In many countries, there is a trend towards decreasing state support of individual
retirement income, in result of which individuals have to manage their financial resources
by themselves in order to secure sustainable retirement and to retain their financial
wellbeing standard in the future. To meet the challenges of an ageing population,
standard ages for retirement have increased and occupational pensions have become less
generous. In many countries substantial part of the risk and responsibility for an
adequate standard of living after retirement has been shifted from the government and
employers to individuals or private households (OECD, 2013; Oehler and Werner, 2008;
Prast and Soest, 2016; Lusardi 2015a, 2015b; KociSova, 2014). Supporting the raise of
financial literacy, in particular for young generation, could contribute to better
knowledgeability and readiness for household and retirement planning. Greater personal
responsibility toward financial decision-making is being advocated on a global basis and
as abovementioned, individuals or households are encouraged to take a more active
approach to personal finance (Kabok et al. 2017; Brounen et al. 2016; Krpalek and
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Krpalkova Krelova, 2016; Jovovic et al. 2016). World financial situation today indicate
low savings rates and inadequate long-term financial planning for retirement, in this
regard financial well-being has become an important topic for individuals and households
as well as for societies and countries. Findings about low and different saving behavior
across generations are the outcomes by other study (Brounen et al. 2016; Fachrudin and
Fachrudin, 2016; Lusardi 2015a; Peng et al. 2007). According the study of McGraw Hill
Financial (2015) relatively few EU adults save for old age, and even those who save often
have weaker financial literacy. The savings of individuals must be adequate enough to
cover longer retirement periods due to higher life expectancies (Lusardi, 2015a) and in
this context FL appears to be positively strong associated with retirement planning and
with management of financial resources needed for sustainable retirement (Prast and
Soest, 2016). Examination of regional, national and international disparities and
discrepancies in the financial literacy of special populations is in the recent years the
subject of interest to many research teams, as well as polemic and debate. It is related
to process of globalization and related changes in the financial markets, the increasing
internationalization of economic and business processes, etc. In Slovakia, there absents
complex research and expert studies within given issue in spite of their importance in
strategic concepts’ formation, planning of educational processes, and creating of relevant
policies. The above mentioned facts have made us more interested in a close and deep
examination of the level of FL and disparities at selected universities, and in the
confrontation with the partial results of international research. The principal aim of this
research was a comparison of levels of financial literacy and financial habits at both input
and output, i.e. between the first year undergraduates and those graduates who are in
the final year of their studies and a research of causal links, which provide a list of
differences in horizontal (researched universities) and vertical (other categories) FL
dimensions.

2 Methodology and Data

The authors focus on financial habits and financial behaviour of university students and
their skills in terms of financial literacy concept. This study is aimed at comparison of
levels of financial literacy of chosen economic faculties in Slovakia, as well as comparison
of levels of financial literacy between the first year undergraduates and those graduates
who are in the final year of their studies. The authors statistically process primary data
which were collected through a survey in 2015-2016. There participated 496 students
from three selected universities in Slovakia: Faculty of Economics, Technical University of
KoSice (EKF TUKE) with overall frequency 228 respondents, Faculty of Management of
University of PreSov in PreSov (FM PU) with 93 respondents and Faculty of National
Economy of the University of Economics in Bratislava (NHF EUBA) with 195 respondents.
These Slovak universities have been active for many years and they provide various
economically oriented study programs. They also realize research activities besides those
educational ones. The written form of survey by means of structured questionnaire that
consisted of 54 questions was used in order to collect the necessary data. Questionnaire
structure was divided into three types of questions so it also considered key categories of
a given issue. The targets as well as character of a survey were determined by a form of
questionnaire and questions’ concept. The students’ FL was evaluated by 7 specific and
practical (mathematical) tasks with multiple choices and one correct answer on the basis
of content point of view. In the research, there was applied a verified and internationally
respected procedure, which has also been used by the Global Financial Literacy
Excellence Center (GFLEC) at the Washington university in the U.S. (e.g. Lusardi and
Tufano, 2009).

We analyze correlative data dependence of selected variables and their intensity is
analysed using Probit model. The research line is defined by a few hypotheses, and the
main goal is to explain the impact of respondents’ financial literacy in terms of their sex,
high school background and university study program on financial habits:
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H1: Level of respondents’ FL connected to respondents’ sex. The primary source of
this hypothesis was a research made by an international study, PISA (2012, in
cooperation with GFLEC). This research made a conclusion that male respondents are
more frequently ranked at higher, but also lower levels of FL evaluation (wide variance of
achieved FL level). Female respondents reached average results in this research. Our
research primarily focused on a possibility of such differentiation between sexes in terms
of FL in students of specific economic faculties in Slovakia.

H2: Level of respondents’ FL defined as an input of students, which is connected
to high school type. Many high school study programs offer different knowledge of FL.
On the other hand, FL is inevitable in daily life of each individual who becomes a client,
customer, debtor, creditor, etc. In this context, each individual should have a certain
level of FL. The differences presumed by this hypothesis are of main interest of this
research, while accepting a fact that only a part of population continues in the university
studies.

H3: Level of FL is increased by completing economic study programs at the
university. The individuals achieve the highest level of education by completing the
university study programs also in economic field. It is estimated that those individuals
who did not complete any economic study programs, or are at the beginning of such
studies have significantly lower level of FL than those respondents who are about to
complete their economic studies.

H4: Level of FL is connected to respondent’s financial habits. Individuals learn to
manage their money from childhood and thus obtain financial habits in diverse ways that
affect their wellbeing throughout whole lives. We assume that those who have the
appropriate financial habits will be able to achieve higher level of FL.

3 Results and Discussion

In our empirical research we run Probit regression that is interpreted by marginal effects
in contrary of the Logit model (binary logistic regression) measuring the odds ratio of
studied problem. Practical tasks used in survey questionnaire which enabled to evaluate
the level of students’ FL in selected economical faculties were thematically-oriented to
financial skills and abilities of respondents in simple and complex interest rate, inflation,
influence of interest rates on particular types of investments. In our analysis, the
dependent variable is financial literacy, or financial illiteracy of students. Our dataset
consists of 496 observation, where 320 were females and 176 were males.

In Table 1 are presented results of Probit analysis. This Probit model as a whole is
statistically significant and overall percentage of cases that are correctly predicted by the
model is 57.15 %. Model indicates, that expect variable Gender, no other variable has a
statistically significant impact on financial literacy of our sample. Results show that a one
unit change in the Gender variable, decreases the probability of being financial literate by
-0.066575470. In this sense of analyzed variable Gender we can point out that men are
6.7 % less likely to be financial literate than comparable female respondents, while
controlling for other variables in the regression.

Table 1 Probit regression

Coefficients: Estimate Std. Error z value Pr(>]z|) Marginal Effects
(Intercept) 5.47862 146.95417 0.037 0.9703

Gender -0.27503 0.12031 -2.286 0.0223 * -0.066575470
Education

Business

Secondary School 0.24059 0.16764 1.435 0.1512 0.058238704
Hotel academy 0.18705 0.42730 0.438 0.6616 0.045280294
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Secondary

vocational school -0.07195 0.34980 -0.206 0.8370 -0.017416282
Year of study -5.09719 146.95412 -0.035 0.9723 -1.233879175
Financial habits 0.01140 0.12228 0.093 0.9257 0.002759785

Source: own processing

Studied model as a whole defined gender as a statistically significant variable.
Concerning compound interest and risk diversification, men of all respondents in our
survey are less likely to respond correctly to the question compared to women.
Generally, fewer men at all three Slovak economic faculties can answer all questions
correctly compared to women. But, for instance, if we look deeper on students at EKF
TUKE, male students of this faculty achieve higher level of FL than female students. For
instance, where only 10.13 % of male respondents are financially illiterate, while this
number is in female respondents much higher, 30.87 %. Similar results are consistent
with majority of studies (Lusardi and Mitchell 2011; Prast and Soest, 2016; Klapper et al.
2015) where show significantly higher male success concerning financial knowledge than
female one. Interestingly, the analysis does not prove statistically significant dependence
(p > 0.05) of year of study between the first year undergraduates and those graduates
who are in the final year of their studies. Comparison of levels of financial literacy as a
whole at both input and output achieved comparable worth. Although the results of Probit
regression showed no significance of this variable throughout the study sample, among
the faculties themselves included in the questionnaire we can find certain differences. A
frequency rate of financially illiterate students from EKF TUKE was lower at the end of
their studies (9.68 %) as at the beginning of their studies (33.33 %). Similar connection
was found out at NHF EUBA, where a rate of financially literate students of the first year
(53.13 %) was lower than in students of the last year at particular faculty (72.34 %).
Logical connection was found in two universities, in Kosice and Bratislava, while
analyzing the relation between FL level of respondents and level of their studies at the
university. In both cases, the statistically significant dependency was confirmed (p <
0.05), which means that financial knowledge depends on completed level of study at
particular university. However, this validity was not confirmed at FM PU (p > 0,05),
where the rate of financially literate first-year students at FM PU forms 31.58 %, while
only 27.78 % of the last year students are financially literate. Business Secondary School
in comparison to Grammar School, or other types of high schools teach many subjects of
economy and they provide primary or broadened knowledge of finances and economy for
their students. Therefore, it was supposed that respondents who attended Business
Secondary School would reach a higher level of FL, but based on these results we reject
this hypothesis where we do not recognize any statistically significant dependency.
According to fourth hypothesis linked to students’ financial habits, there surprisingly
prevail findings leading to no significant interdependence (p > 0.05). The analysis does
not show that better financial habits of students necessary cause higher level of FL our
sample. It could be caused by insufficient amount of tasks related to financial habits
oriented to retirement planning and management. If we take a deeper look on these
results, up to 73.19 % of students reported that they have not think about the financing
of their pensions yet and did not search any information on retirement planning. Only
fewer than one third of the sample of students indicated that they actually attempted to
do a retirement saving calculation. Since the saving of funds for retirement is a long
process dependent on savings strategies, the pension savings themselves should be
long-term and regular, because only in that case could be the saver progressive in
investment strategies and only in that case could he achieve adequate recovery (Cenker,
2017; Zvarikova and Majerova, 2014). One of research limits was uneven representation
of respondents at researched faculties and the second one lower number of respondents
of our sample. Three selected faculties of economy were examined due to procedural and
technical difficulties of a given survey. This focus limits the outputs’ generalization of the
whole Slovak population.
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4 Conclusions

It can take many years of experience to develop good financial habits, but the benefits of
being responsible with spending are well worth any effort it takes to develop good
financial skills needed for at least adequate and sustainable wellbeing and household
budgeting. Financial problems and debts result from bad decision making and lower
financial knowledge. One of the way to protect better financial future of students is
highlight and amplify financial education at school and help students with understanding
the ways in which individuals can avoid making financial mistakes on a regular basis and
it is necessary to make sense of the funding policies on education programs to increase
of their efficiency and equity. This study deals with evaluating of FL among university
students with economic field. The aim of the research line contained explanation of the
impact of respondents’ financial literacy in terms of their sex, high school background
and university study program on financial habits. By using Probit model we can conclude
a statistically significant dependency between variables FL and gender where female
students achieved higher level of FL and are more likely to be financial skilled compared
to male, no other variable has a similar impact on FL of our sample. Further, analyzed
model does not prove statistically significant relation of year of study, it means that first
year undergraduates and those graduates who are in the final year of their studies
achieved comparable score point of FL and we do not see significant development of
student’s financial skills after graduation in the majority of study programs. University
students of our sample showed lower skills related to acquired financial habits than we
assumed. Declared findings showed that the majority of students of our sample actually
did not attempt to do a retirement saving calculation and do not yet have a substantial
idea of what the amount of their pensions will be. Seeing that FL of individuals is able to
influence the future state of their environment, it is crucial to focus further research on
problems of FL of young and elderly as a important indicator of the country’s future
development.
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Abstract: Selective consumption taxes and particularly the excise tax on tobacco and
tobacco products represent the important source of income for the state budget of the
Slovak Republic. In 2016 the tobacco tax revenue amounted to EUR 673.2 million, which
represents 6.12% share of the total tax revenues.As the argument for increasing the
excise taxes on tobacco products the idea that selective excise taxes have a significant
impact on reducing the consumption of the taxed commodities, and thus contribute to
mitigating the negative effects associated with their consumption, is widely used. The
price sensitivity of the tobacco consumers has been indicated by several scientific papers,
mainly from various health organizations. The aim of this paper is to verify whether the
development of the excise tax on tobacco and tobacco products in SR indicates the
sensitivity of the Slovak tobacco consumers to increased tax rates and prices as well as
to determine the factors which could influence their elasticity.

Keywords: tobacco tax, economics of tobacco, tobacco policy, demand for cigarettes,
elasticity
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1 Introduction

This paper is a part of the ongoing research focused on the impact of the tobacco
taxation on the consumption of tobacco products in Slovakia. The aim of the research
project is to determine the main factors forming the consumer's response to the
increased tax rate as well as to assess the real price elasticity of the demand for tobacco
products in the Slovak Republic. We aim to analyse whether the small regular increases
of the tobacco tax rates (as done by the Slovakia and most of the states worldwide) is an
effective measure to reduce the tobacco consumption and if so under what conditions. By
analysing the ways how consumers react to the increased tax, assessing the influence of
the price on the new consumers and analysing the development of the tax revenues
reaction to the increased tax we would like to sketch a theoretical framework for the
future tax policy measures to be taken in this field.

Selective tax on consumption, and particularly excise duty on tobacco products represent
an important source of income for the state budget of the Slovak Republic. In 2016 the
revenue from the tax amounted to EUR 673.2 million, which represents 6.12% share of
the total tax revenues. In order to justify the existence of a higher excise duties on
tobacco products the governments often claim that selective excise taxes have a
significant impact on reducing the consumption of taxed commodities, and thereby
contribute to mitigating the negative effects related to their consumption while achieving
preventive function. This argument appears also in the official legislative documents
related to this tax. For example, in the explanatory memorandum of the law concerning
the introduction of a minimum price for cigarettes in packs from November 2009 (Slovak
Parliament Press, 2009) we can read: "...according to the World Bank price increases of
tobacco products are the most effective single measure to prevent smoking. A price
increase of 10% decreases consumption on average adults about 4% in Member States
with high income. More importantly, the impact of higher prices is likely to be greatest on
young people, who are responsive to price rises than older people."

With the continuous increase of the tax rates and the prices of tobacco products (see for
example Valek, 2008) various questions arise. We will focus on the factors determining
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the elasticity of the tobacco demand. The question is: What is the pattern of the
smoker's reaction to the increased price of cigarettes? After determining the framework
of the elasticity factors we will focus on assessing the characteristics of the tobacco
demand elasticity in Slovakia.

2 Analysis

Regarding the methodology of the research - we use the indirect indicators in order to
assess the real cigarette consumption and thus to assess the impact of the increased tax.
The reason is that we are not able to collect relevant data for all components of the
tobacco consumption.

Results of many analyses of elasticity and the impact of the excise tax on tobacco
products has confirmed relatively low elasticity of demand for tobacco products.
According to the World Bank study 10% increase in tax has the effect of 4% reduction in
consumption. Similar results can be found in work related to the impact of excise duty on
tobacco products in developing countries. According Aloui (2003) an increase in excise
duty on tobacco products in Morocco led to a decrease in consumption. Increase of the
tax by 10% should reduce the demand for cigarettes among adults by 3.3%. The World
Health Organization has several analyses which show similar results (e.g. Nassar, 2003).
These analyses are based on estimates of elasticity and all recommended to increase the
tobacco tax as one of the major tools to reduce the tobacco consumption. This reduction
in consumption may occur as a result of reduced consumption of current smokers, and as
a result of discouraging youth from start smoking (Rozada, 2002). At the same time the
positive impact of the tax increase on the government revenue remained as well when
the tax increase of 10% resulted in an increase in budget revenues of about 6%.
Similarly in China, where the elasticity of demand is estimated between -0.65 and -1.0,
analyses reveal mainly the fiscal importance of the tobacco tax. As reported by Hu
(1997), if we assume a lower level of demand elasticity -0.65, then increased tax led to a
price increase of 10%, a 6.5% decrease in sales volumes and simultaneously increase
sales revenues by 2,9%. Given the effective tax rate 38% in 1992 these estimates imply
the tax revenue growth by 18.2%. Conversely, if we assumed price elasticity of demand
of -1.0 and assume that the tax is fully passed on to consumers, Hu stated that the
doubling of the tax rate would reduce consumption by 40% while increasing tax revenues
by about 20%.

The particular goal of our paper is to find the answer to the question: How tobacco
consumers in Slovakia responds to increased price of tobacco products due to the
increase in the tobacco tax rate? Is the current system of tobacco taxation in Slovakia
forcing existing smokers to quit and deter the potential smokers to become permanent?
As first we shall accept the fact that the increase of the tax is at least fully reflected in
the price of the tobacco product. On the basis of empirical data, it can be confirmed that
an increase in excise duty on tobacco leads to at least complete shift of burden on to
consumers, which means an increase of the price of cigarettes by the amount of the tax
increase.

Until 2010 the basis for the tax burden calculations was the price of the most sold
cigarettes brand. Since 2010 all the brands on the market (cheaper brands as well as
premium ones) are being considered. The WAP is calculated as the total value of all
cigarettes released into tax free circulation, based on the retail selling price inclusive of
all taxes, and the total number of cigarettes released into tax free circulation.

As we can see on Figure 1 the tax rate increase is reflected in prices. However, since the
WAP is available for a limited time period only, we still use the most sold cigarettes price
(Marlboro King Size), which is annually published by the Statistical Office of the SR.
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Figure 1 Average Marlboro cigarettes price EUR/19 pcs. 1997 - 2016
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Source: author, based on Slovak Statistical Office (SO) data

These values are not coherent to the Weighted Average Price of cigarettes. The WAP
indicator would be more precise but it was introduced in European Union since 2010 only.
However, the trend of the price development is comparable within the relevant time
period. We can conclude that the tax increase is at least fully shifted on to existing
consumers.

If we want to asses the impact of the increased price on consumption we would need the
real data on the total tobacco consumption within the country. Total consumption of
cigarettes (tobacco products) Ctotal = consumption of the cigarettes sold (taxed) within
the country (Ctax) + consumption of the cigarettes purchased outside the country (Cout)
+ consumption of the cigarettes smuggled into the country (Csmu)

Ctotal= Ctax + Cout + Csmu

In order to asses the impact of the tax increase on consumption we shall eliminate the
influence of the Cout and Csmu factors. Due to the nature if these factors it is not
possible to rationally asses their volume?. In order to proceed in our analyse we shall
assume that their volume is not increasing (given the tobacco prices in neighboring EU
countries and Schengen area arrangements). However, regarding the size of the total
consumption, estimations done by the biggest tobacco products distributor in Slovakia -
Philip Morris International exist. We shall still keep in mind that these estimates do not
cover the Cout and Csmu factors.

Figure 2 Total tobacco products consumption estimates of the Philip Morris International
(billions of pieces)
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2 Yurekli and Sayginsoy estimated that in 1999, 3.4% of global cigarette consumption was

illegal, whereas a study by Joossens et al. found that 11.6% of the global cigarette market is illicit.
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However, if we take a look at the government revenue we will see a different picture.

Figure 3 Total tobacco tax revenues in Slovakia 1994 - 2016
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Similarly, if we take the number of the people between 15 and 100 years of age (possible
smokers) into consideration, we can observe the following development (Figure 6).

Figure 4 Total tobacco tax revenues per capita in Slovakia 1997 - 2015
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Other indirect indicator comprises of the total tobacco tax revenues divided by the
average cigarette price (based on the statistical prices). This indicator, average tobacco
unit, represents an indirect indicator of the consumed units of tobacco products
(cigarettes).
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Figure 7 Volume of the average tobacco units 1997 - 2016
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Previously stated indicators provide an indirect insight into the tobacco products
consumption. These shall be considered carefully in order to asses the real effects of the
tax on consumption.

Despite the PMI estimates, given the indirect indicators, it is possible that the overall
tobacco consumption in Slovakia is not declining in longer period.

It seems that smoking is not just a question of money. Smoking is an addictive
consumption which means that smokers are “irrationally” unwilling to quit smoking. The
impact of the increased tax on new smokers is unclear and shall be studied further.

If we want to proceed further in our analysis we shall understand how existing smokers
react in case of the increased tax rate and price.

The demand for cigarettes is characterized by a low demand response to a moderate rise
in the price of cigarettes. The demand for tobacco is specific and we can also call it
"addictive" demand. A taxpayer who is forced to bear the selective consumption tax will
have natural tendencies to avoid or at least mitigate it. His interest is to maintain the
same level of utility / consumption as before introduction or increase of the tax.

Observed the smokers habits we formulated the following possibilities for the substitution
(in hierarchical order):

1. to change 'expensive' cigarettes for cheapfar cigarettes (cheaper brands);
2. to smoke relatively less taxed tobacco (ha:nd-rolled cigarettes);

3. to search for smuggled (illegal) cigarettes;

4. to reduce the volume of consumed tobaccEJ products

5. to quit smoking - the complete cessation of consumption - non-smoker.

Relevancy of such ways of substitution indicates the material Forecast of tax revenues
and social contributions of government for the years 2013 - 2016 by the Institute of
Financial Policy at the Ministry of Finance of the Slovak Republic (Hagara, Sporina,
2013):

"The performance of the tobacco tax remain slightly behind the expectations. Slovak
Financial Authority and distributors of tobacco products suspect that since the end of last
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year consumers of the cheaper brands of cigarettes substitute towards hand-rolled
cigarettes and alternative tobacco products. In some regions of Slovakia the sale of the
tobacco for own production of cigarettes continues at a price lower than the actual
amount of excise duty, which indicates illegal (untaxed) production of tobacco. From
these reasons the estimate of the tobacco tax revenue has been revised for about EUR
10 million in 2013."

So for the existing smokers to quit smoking is probably the least wanted reaction. Given
the small price increases the consumers probably still have potential to absorb the higher
price without significant change in the volume of consumption.

3 Results and Discussion

Observed development of the selected indicators show that the continuous tax increase is
at least fully reflected by the price increase (full tax shift). The tax revenue measured by
the absolute amount as well as per capita rises. This could mean either harder burden for
the existing smokers or even more new smokers within the population. The indirect
indicator, the average tobacco unit, shows stable development of the tobacco
consumption. The real consumption is hard to observe directly. The estimates made by
the biggest tobacco distributor might not reflect the Cout and Csmu factors. According to
their estimates the real consumption decreases. Starting decline of the tobacco
consumption and tax revenues in the last years could mean:

1. higher impact of the other factors (Cout and Csmu);
2. shift to the other tobacco products (less taxed) as hand rolled tobacco;
3. lower per capita volume of smoked cigarettes or decline in number of smokers;

Ad 1) This is very hard to asses. The out-of-country purchases are supposed to decline
since the prices are getting comparable within Slovak neighbours. The real effectiveness
of the border controls in case of Ukraine is complicated to asses.

Ad 2) This shift is very probable. It was indirectly confirmed for instance by the tobacco
industry representatives, as well as the KPMG analysis. Richie Gretler — Regional Director
Central Europe of the Imperial Tobacco in his investor day presentation on September
2010 stated as one of their business successes a growth of their ,white stick" (hand-
rolled cigarettes) share in four accession markets (Poland, Slovakia, Czech Republic and
Hungary) from 22.3 per cent in 2004 to an estimated 25.7 per cent in 2010 (Gretler,
2010; similarly the KPMG, 2013).

All mentioned reactions of the consumers mean the higher propensity to substitution.
This could mean that we have reached (at least temporarily) the breaking point on the
Laffer curve in case of tobacco. However, it is not clear which way of substitution
prevails. We assume that the cessation of smoking is hierarchically least reaction to a
higher price. The deterrent effect of the price to the new smokers is also questionable
since the motivations to start smoking are probably not sensitive to prices.

4 Conclusions

The total consumption of tobacco products in Slovakia is despite the data from tobacco
distributors very difficult to asses. The level of tobacco products smuggled into the
country or purchased abroad is impossible to determine. We were not able to acquire the
official consumption data from the tobacco distributors. Based on the increase in tobacco
tax rates, subsequent increase of tobacco products prices and tax revenues we could
express a presumption that the demand for tobacco products in Slovakia is still relatively
low elastic. The indirect indicator, the average tobacco unit, shows stable development of
the tobacco consumption over observed period. This is contradictory to the estimates
done by the biggest tobacco products distributor.
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Given the current system of tobacco taxation (gradual small changes) the reaction
pattern of the existing smokers suggests very low propensity to reduction or elimination
of smoking. The potential smokers are probably not sensitive to current price changes of
cigarettes as well. The other, non-financial, factors could play more important role in
their case.

Reduction of the level of the tobacco products consumption by the tobacco tax could be
seen more as the secondary effect and not as the main purpose of the existence of this
tax. Therefore, we can assume that in the case of selective consumption taxes, it is
rather a rigorous use of Ramsey's approach to taxation (i.e. fiscal function) than a real
impact on the consumption of a harmful commodity in a short period of time. Research
shows that with the gradually rising tobacco tax rates the absolute tax revenue rises as
well. Thus, selective excise taxes are rather an effective source of public funds than a
mean to smoking reduction.
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Abstract: The main goal of this paper is to apply multiple state models for an insurance
policy combining disability income insurance benefits and critical illness benefits. We
consider a policy with term 40 years to a life aged 25 which provides a death benefit, a
disability benefit and a critical illness benefit. Using the data supplied by the Continuous
Mortality Investigation (CMI) we calculate the premium payable continuously for this
policy.
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1 Introduction

The main goal of this paper is to apply multiple state models for an insurance policy
combining disability income insurance benefits and critical illness benefits. The data we
used in our contribution were supplied by the Continuous Mortality Investigation (CMI).
The CMI is a research organisation established by UK actuarial profession.

Disability insurance, long-term care insurance and critical illness cover are becoming
increasingly important in developed countries as the problems of demographic aging
(Pacakova, V., Jindrova, P. (2014)) come to the fore. The private sector insurance
industry is providing solutions to problems resulting from these pressures and other
demands of better educated and more prosperous populations.

Critical illness insurance (CII) is a type of long term insurance that provides a lump sum
on the diagnosis of one of a specified list of critical illnesses within the policy conditions.
CII coverage includes (but is not limited) cancer, heart attack, stroke, coronary artery
by-pass graft, kidney failure, major organ transplant, multiple sclerosis and other causes.
CII has been very popular in the UK. UK sales peaked in 2002 when around 1 million new
policies were issued by CMI Working paper 50 (2011). There is no restriction on how to
spend the CII benefit. Most of the CII policies in the UK are linked to mortgages as this is
a considerable financial commitment and diagnosis with a critical illness could affect the
individual’s ability to repay the mortgage. There are two types of critical illness policy:
Full Accelerated, which covers both critical illness and death, and Stand Alone, which
covers only critical illness. Most of the policies in UK are accelerated policies (88%) and
they are attached to life insurance, term insurance or endowments. Typically, regular
premiums are payable throughout the term while the policy is in force.

We describe the actuarial structure of disability insurance, long-term care insurance, and
critical illness cover. Actuarial problems such as pricing and reserving are considered
within the context of multiple state modelling, providing a strong and sound framework
for analysing personal insurances.

Our contribution is based on Markov process that can be used to develop a general,
unified and rigorous approach for describing and analysing disability and related
insurance benefits. The use of Markov process or Markov chain in life contingencies and
their extensions has been proposed by several authors; for example Dickson, D. C.,
Hardy, M. R., & Waters, H. R. (2013), Haberman, S., & Pitacco, E. (1998).
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2 Methodology and Data

Multiple state models are one of the most exciting developments in actuarial science
nowadays. They are a natural tool for many important areas of practical interest to
actuaries. They provide solid foundation for pricing and valuing complex insurance
contracts.

We can represent life insurance survival model diagrammatically as shows Figure 1. An
individual is, at any time, in one of two states, “Alive” or “Dead”.

Figure 1 The alive-dead model
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Alive ,le Dead

Source: Own processing

Transition from state ‘0’ to ‘1’ is allowed, as indicated by the direction of the arrow, but
transition in the opposite direction is not possible.

We can use this simple two state model to reformulate the survival model such as we
define a random variable Y(t) which takes one of the two values ‘0’ and ‘1’. Suppose we
have an individual aged X years at time t=0. The eventY(t) =0 means that an individual
is alive at age x+t, and Y(t) =1 means that an individual died before age X+t. The set of

random variables {Y(t)}tzo is an example of a continuous time stochastic process. We will

assume that {Y(t)}IEO is a Markov process. The alive-dead model represented by Figure 1
captures all the life contingent information that is necessary for calculating insurance
premiums and policy values. The force of mortality ,ufl fully describes the lifetime

distribution.
But there are more complicated insurance policies which require more sophisticated
models. These policies consist of a finite set of states with arrows indicating possible

movements between them. Each model appropriate for a given insurance policy is
constructed in a similar manner.

Figure 2 The disability income model
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The condition for a payment relating to the policy, for example a premium, sum insured,
is either that the individual is in a specified state at that time or that the individual makes
an instantaneous transfer between a specified pair of states at that time.

The disability income insurance pays a benefit during periods of sickness, the benefit
ceases on recovery. Figure 2 shows a model suitable for policy which provides an annuity
while person is sick, with premiums payable while the person is healthy. The model
represented by Figure 2 differs from that in Figure 1 in one important aspect: it is
possible to transfer from state ‘1’ to state ‘'0’, that is, to recover from an illness. This
model illustrates an important general feature of multiple state models that is the
possibility of entering one or more states many times. This means that several periods of
sickness could occur before death, with healthy (premium paying) periods in between.
This model has three states, and we can define a continuous time Markov process,

{Y(t)}tzo: where random variable Y(t) takes one of the value ‘0’, ‘1’ and ‘2".

Other extension of the model illustrated in Figure 1 is a multiple decrement model. A
multiple decrement model is characterized by having a single starting state and several
exit states (absorbing states), but no further transitions. Figure 3 illustrates a multiple
decrement model with n+1 states. A policyholder is supposed to be healthy at the time of
the commencement of the policy and he/she stays in this state until at some time he/she
transits to one of the n possible exit states that means a death or a critical illness
occurred.

Figure 3 A multiple model with several exits
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In general case, with states 0, 1, 2, ..., N, we refer to ,LIE as the force of transition or

transition intensity between states i and | at age X. The transition intensities are
fundamental quantities which determine everything we need to know about a multiple
state model.

Consider an insurance policy issued at age X and with term m years described by a
multiple state model with n+1 states, labelled 0, 1, 2, ..., N. Let

,u;‘; denote the transition intensity between states i and j at age Y,
é denote the force of interest per year at time t,
Bt(i) denote the rate of payment of benefit at time t while the policyholder is in state i,

S(”) denote the lump sum benefit payable instantaneously at time t on transition from
state i to state j.
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Then the policy value tV(i) for a life in state i at time t is given by the Thiele’'s
differential equation

d i i i 5 ij ij j i
at\/():5t VO -BO - > 4, [ﬁSt(J)+tV(J)_tV())I (1)
j=0,j#i

for i=0,1,..,nand0 <t<m.

We assume that §,, B’ and S are continuous function of t. The premium is included

within this model as negative benefit and expenses can be included as addition to the
benefits.

We can use formula (1) to calculate policy values numerically. We choose a small step

. ) tv(l)_t—hv(i)
size h and replace the left-hand side of (1) by - —— =% |

We will then use Euler’s method (starting with .V =0) to calculate the policy values at
durations m-h, m-2h, ..., h, 0.

3 Results

Consider the model (Figure 4) for an insurance policy combining disability income
insurance benefits and critical illness benefits. An insurance company issues a policy with
term 40 years to a life aged 25 which provides a death benefit, a disability benefit and a
critical illness benefit as follows:

« a lump sum payment of 200 000 USD is payable immediately on the life
becoming critically ill,

« a lump sum payment of 100 000 USD is payable immediately on death,
provided that the life has not already been paid a critical iliness benefit,

« a disability income annuity of 25 000 USD per year payable whilst the life is
disabled payable continuously,

with no lapses and no expenses. (Expenses can be included in as additions to the
benefits)

Premium is payable continuously provided that the policyholder is healthy. We assume an
interest rate of 2 % p.a.

162



Figure 4 Schema of our model
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For calculation we use transition intensities from the CMI Working paper 50. From these
data we apply our model for particular critical illnesses: cancer and stroke for female

population.
The transition intensities are as follows:

(=400 +35110° [exd 014K,

X

,ufz =500 +76010°1,094174, (Gompertz-Makeham's law of mortality)
1% = exff— 1325+ 0,09313%}, for Stroke and
12 = exd- 10135+ 0,0834T%}, for Cancer,
120 = 0101,
= 17,
= g

Thiele's differential equations for tv(o) and tv(l) are

d 0 _ ©.,,_,01 @_,0)_ 02 ©))_,03 ©)
- V=0 oviep y25+tE€tV WV ] yZSHEEloooocrtv ] yZSHEézoooocrtv ],(2)

v o Y ¥ - 25000- Mg Eétv © Y 0 ) Ky [élOOOOO—tV ! ) “Hysey Eézooomtv (1))

art
.(3)

1
Using Euler's method with a step size h:E and with the boundary conditions

Vv © =V ® =0 we calculate the policy values.
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These equations we solve by using Excel build-in tool “Solver”. Requiring OV(O) to be

equal to 0 (using equivalence principle) gives Ps = 1435.59 USD for stroke and
P- =1 773.26 USD for cancer.

4 Conclusions

We have presented an application of multiple state models to problems in actuarial
science. There are various extensions of multiple state models. One way is to allow the
transition intensities out of a state to depend not only on individual’s current age but also
on how long they have been in current state. This breaks the Markov property
assumption and leads to the new process known as a semi-Markov process. This could be
appropriate for the disability income insurance process where the intensities of recovery
and death from the sick state could be assumed to depend on how long the individual
had been sick, as well as on current age.

For the numerical solution of differential equations we used Euler's method. Its
advantage is that it is relatively simple to implement. There are more sophisticated ways
of solving such equations, for example the Runge-Kutta method.

The transition intensities are fundamental quantities which determine everything we need
to know about a multiple state models. Therefore it would be useful to have data from
domestic insurance industry. Our further research will focus on estimation of transition
intensities for the Czech Republic (or other central European countries) in similar manner
as in Pacakova, V., Jindrova, P., Seinerova, K. (2013).

There is a need for awareness of model risk when assessing an insurance policy
combining disability income insurance benefits and critical iliness benefits, especially with
long term. The fact that transition intensities can be estimated does not imply that they
can sensibly describe future medical development.
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Abstract: The aim of this paper is to empirically investigate the impact of R&D
investments on earnings predictability. R&D investments are considered to generate one
of the most valuable companies’ assets in the era of knowledge economy. This type of
investment is however very different from more traditional forms of capital or financial
investments. Firstly, R&D projects create more informational asymmetry between a
reporting entity and investors. Information about firm’s innovation activities is
confidential and expected to be hidden from competitors and as a result disclosure level
of R&D intensive firms is supposedly low. Secondly, technological and market outcomes
of R&D are usually associated with uncertainty and it is very difficult to determine market
success of invented products, innovative services and other research accomplishments.
On the basis of these two assumptions, we hypothesize that earnings of R&D intensive
firms are less predictable. On the sample of more than 900 firms listed on US stock
exchange, we examine the relation between firm’s R&D intensity and earnings
predictability, controlling for firm’s profitability, leverage ratio, size and industry
affiliation. For measuring the predictability of earnings, we use accounting based metrics
proposed by Francis et al. (2006) and Lipe (1990). Earnings predictability is very
desirable property of company required by analysts and investors, our findings can have
practical implications for estimating cost of capital and valuation of R&D intensive firms.

Keywords: R&D, earnings predictability, intangible assets, R&D determinants, R&D
disclosure

JEL codes: G30, G32, 032

1 Introduction

Intangible investment is a broad concept, which consists of several categories of
expenditures like: employee training, brand enhancement, software development,
building customer relationships and many more. Accounting rules put special emphasis
on R&D investments requiring disclosing specific information in financial reports while
other intangible investments are generally aggregated with other expense items and
usually are not visible separately in financial statements (Guo et al., 2006). In
consequence R&D outlays are supposedly one of a very few categories of intangibles
reported directly in financial statements and can be easily investigated from researcher’s
point of view.

R&D investments are considered to generate one of the most precious assets in the
economy. Companies put a lot of effort to invent not only new products and services, but
also improvements in all aspects of company’s activity like logistics, distribution,
marketing, H&R, etc. (Fagerberg et al., 2009). Nowadays this type of investments
involves a lot of resources and at the same time is very different from typical capital or
financial investments like inputs in property, plant and equipment or governmental
bonds. This distinction of intangible investments is especially important and troublesome
for financial reporting.
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The first and the most significant difference is uniqueness of R&D investment. As Aboody
and Lev (2000) point out, radically new drugs under development or software programs
are unique for the firm while other investments usually share common characteristics
across companies within an industry. Similarly, the knowledge about R&D output and its
profitability in one company is not very useful in estimating the output and profitability of
R&D project in another firm, even in the same industry. As a result it is very difficult to
estimate market success of invented products, services and other research
accomplishments.

The second distinguishing feature and specificity of R&D investment, related to financial
reporting, is informational asymmetry. As Zhao (2002) points out, information about
research activity is confidential and is expected to be very hard to copy for competitors.
Inventions are guarded internally by corporate procedures and outside the company by
patents, trademarks, etc. Language used by scientists and inventors is very technical and
hardly understandable for accountants. Therefore reporting R&D activity is a matter of
disclosure requirements from one side and reluctance or even inability to report required
information. This is the main reason of the underreporting of R&D expenditures.

The third problem in measuring the research output is that there is no organized market
for R&D. Market prices serve an important role in the accounting process of asset
recognition and measurement (marking-to-market). Physical and financial asset are
usually standardized, homogenous products for which market prices are available to the
public and this is not possible for R&D.

So far at least several studies have investigated the impact of R&D investment on the
reported earnings, especially company’s profitability and qualitative characteristics of
earnings. One strand of research is focused on the relation between R&D expenditures
and future profitability (Bublitz and Ettredge, 1989; Sougiannis, 1994, Ballester, Garcia-
Ayuso, Livnat, 2003). The other group of studies is related to qualitative characteristics
of earnings like value relevance and earnings management. Some of them documented a
positive relation between R&D spending measures as current R&D intensity or growth
and stock returns or market value (Hirschey and Weygandt, 1985; Shevlin, 1991; Lev
and Sougiannis 1996; Chan et al. 2001; Chambers et al. 2002; Penman and Zhang
2002; Healy et al., 2002; Eberhart et al. 2004). Results of most studies suggest that
information on R&D expenditures/assets is value relevant for investors. The others
investigate the relation between R&D and earnings management (Perry and Grinaker,
1994; Mande et al. 2000; Seybert, 2010; Markarian et al. 2008). But there is still a
paucity of research that explores other qualitative characteristics like earnings
predictability. Our study aims to fill this gap and test what is the impact of R&D
investments on earnings predictability.

Predictability is a very desirable property of earnings required both by analysts and
investors. Lipe (1990) defines this as the ability of earnings to explain themselves. High
predictability means that historical earnings are good estimates of current ones. Dichev
and Tang (2009) point out that time-horizon of prediction is very limited, usually no
more than one year. Conceptually there are two methodological approaches to predict
future earnings. The first method is based on historical accounting data and time-series
analysis (regression) and for this reason the measure of earnings predictability is called
accounting-based. The second approach uses measures based on forecasts of market
analysts. Das et al. (1998) note that this approach is superior because analysts’ forecasts
encompass much wider spectrum of publicly available information than reported in
financial statements.

Hope et al. (2006) argue that low disclosure level negatively impacts earnings
predictability what may translate into higher cost of capital and impairment of
shareholder value. Furthermore they theorize that a low level of disclosure and
unpredictable earnings are symptoms of informational asymmetry between management
and shareholders. The level of earnings predictability is the function of earnings
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surprises. The nature of R&D investments suggests that they may be a source of these
surprises. Disclosure level of R&D intensive firms is supposedly lower and informational
asymmetry is higher. Amir and Livne (2005) compare riskiness of investment in R&D to a
football player contract. The output of research projects is in most cases very
unpredictable and may result in a big success, but equally likely in failure. Investing in
R&D resembles gambling what also should translate in less predictable earnings. The
results of other studies provide more arguments supporting the above hypothesis. For
example studies of Berk et. al (2002) and Ho et al. (2004) shows that investors require a
higher rate of return from investments in R&D intensive firms. Another study of Kothari
et al. (2002) documents that the future earnings stream generated by R&D investments
is more uncertain than that generated by investments in tangible long-lived assets.

The luxury to invest in research projects is reserved only for companies with a stable
cash position. R&D costs are usually one of the first to be cut in the time of financial
stress. Hence companies with worse economic condition and less predictable earnings are
less willing to invest in intangibles. Company’s cash position and its profitability
potentially may be important factors influencing relation between R&D spending and
earnings predictability and that is necessary to control for them in our study.

Another important feature of R&D project is the time needed for a result to show off. It
takes on average two years from the completion of the project to its commercial launch.
There are few studies related to this issue, but most of them suggest that the result of a
research project is determined after the period of two or three years (Lome et al., 2016;
Leonard, 1971; Rapoport, 1971; Pakes and Shankerman, 1984). For the purpose of our
research we assume that on average it will be a two-year period of time. For this reason
we formulate the following hypothesis: R&D investments negatively impact earnings
predictability after a two-year period.

Characteristics of the reporting entity have influence on the relation between R&D
spending and the probability of its success. More than 70 years ago Schumpter (1942)
noticed that large companies are better prepared to commercially exploit research
inventions. Cifti and Cready (2011) provide empirical evidence that larger firms are able
to generate more value per dollar invested in R&D and that they cause less earnings
variability. They explain this phenomenon by a greater ability of larger firms to: (1)
assure commercial success of newly invented products, (2) diversify R&D investments
risks and (3) achieve spillover effect and (4) “cost spreading” advantages of R&D project.
The latter one refers to the ability of larger companies to spread the R&D costs across
larger sales bases and usually larger firms have more products, services and scale of
operations, which can benefit from R&D inventions. Another phenomena - a “spillover
effect” is defined as the ability of one discovery to stimulate breakthroughs in other
related areas. The results of this study reveal a very important distinction. The size of the
company may not be an important factor for inducing production of new inventions,
however it is crucial to bring such innovations to the market and realize high profit
margins. For this reason in our study we need to control for firm's size.

Another characteristic of high R&D companies is reluctance of bank sector to invest in
R&D intensive companies. Barclay et al. (1995) document that companies in high R&D
industries like biotechnology, pharmaceuticals, computers, software, etc. finance their
operations mostly with equity. As a result we can expect lower R&D intensity in high
leveraged firms.

In our study we assume that: firstly, investments in research projects create more
informational asymmetry between reporting entity and investors and secondly,
technological and market outcomes of such projects are in majority of cases difficult to
predict. On the basis of these we theorize that earnings of R&D intensive firms are less
predictable. In other words we hypothesize that level of R&D investments is a negative
determinant of earnings predictability.
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2 Methodology and Data

In order to test our hypothesis, firstly we need to measure predictability of earnings. We
use accounting based metric of earnings predictability and follow in this regard model
proposed by Francis et al. (2004) and Lipe (1990):

NIt+1=C|+BNIt+Et (1)
where:
NI - net income

The measure of earnings predictability (EP) is estimated by regressing earnings in time t
on historical data using the following formula (autoregressive model):

P =o%(&) (2)

The lower the value of P the higher earnings predictability of earnings. We estimate P for
each firm-year observation. In order to normalize and make earnings predictability
measure more usable in the regression analysis, we use EP measure as a natural
logarithm of P. We calculate earnings predictability using time-series regression on
historical accounting earnings for ten-years period (2007-2016). We eliminate companies
for which we have less than nine observations in time-series. For each company we
obtain two measures of earnings predictability for the year 2016. One measure is
calculated on the basis of the net income before tax (NI_BT) and the second measure on
the basis of net income after tax (NI_AT). We also use two measures of R&D intensity we
are commonly used in accounting research. The first (RD_INT1) is calculated as R&D
expenses to sales and the second one (RD_INT2) as R&D expenses to total assets.

We test our hypothesis using the following model:

EP,t = RD_INT;., + SIZE;: + LEV;: + ROA; + IND; (3)
where :

EPi« — measure of earnings predictability for i-firm in t time;

RD_INT;:, — R&D intensity for i-firm in t-2 time measured as R&D expenses to sales
(RD_INT1) or R&D expenses to total assets (RD_INT2);

SIZE;: - firm’s size measured as natural logarithm of total assets;
LEV;: - leverage of j-firm in t time measured as total debt to total assets;

ROA;: — i-firm’s profitability in t-time measured by return on assets (two measures, the
first one ROA_BT is calculated on the basis of net income before tax and the ROA_AT - is
calculated using net income after tax);

IND; - firm’s sector affiliation.

In model we use values of all variables for the year 2016 except for R&D intensity, for
which we use two-years lagged values - for the year 2014. We use OLS regression to test
if R&D intensity is a significant determinant of earnings predictability.

Our sample consists of US stock listed companies. US GAAPs create a very unique
regulatory setting with a conservative approach to R&D disclosure and require full
expensing all R&D costs in income statement (with very few exceptions - e.g. software).
In consequence it is possible to determine the level of R&D investment for each
company-year observation.

Our initial sample consists of 10 003 US listed companies. We eliminate banks and
financial institutions and observations with negative value of equity. Due to lack of
available data required to calculate earnings predictability measure and R&D intensity
ratio we end up with 943 firms for RD_INT1 and 909 firms for RD_INT2.
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3 Results and Discussion

Correlation analysis presented in Table 1 and Table 2 shows that in most cases there is
no strong correlation between variables used in the model. The only exception is
correlation between firm’s size and earnings predictability, what was previously expected
given the Cifti and Cready (2011) theory. Additionally correlation analysis demonstrates
that correlation between two R&D intensity measures (RD_INT1 and RD_INT2) is high
(77%) but at the same time it demonstrates that they are not identical.

Table 1 Correlation matrix for variables EP and ROA before tax

Variables EP_BT RD_INT1., RD_INT1l., SIZE LEV ROA_BT
EP_BT 1.000
RD_INT1;, -0.157 1.000
RD_INT2;, -0.208 0.770 1.000
SIZE 0.889 -0.314 -0.362 1.000
LEV 0.403 -0.176 -0.152 0.422 1.000
ROA_BT 0.237 -0.578 -0.508 0.412 0.004 1.000

Source: authors’ own elaboration

Table 2 Correlation matrix for variables EP and ROA after tax

Variables EP RD_INT1., RD_INT1l., SIZE LEV ROA
EP 1.000
RD_INT1:, -0.132 1.000
RD_INT2;, -0.182 0.770 1.000
SIZE 0.880 -0.314 -0.362 1.000
LEV 0.400 -0.176 -0.152 0.422 1.000
ROA 0.211 -0.576 0.505 0.410 0.012 1.000

Source: authors’ own elaboration

In Table 3 descriptive statistics are presented. Some of variables were tailored and
extreme values were cut off in order to eliminate outliers.

Table 3 Descriptive statistics of variables

Variables Min. Max. Mean Median St. Dev. Variance Skewness Kurtosis

EP_BT 0.759 16.928 10.181 10.185 2.065 4.265 -0.041 3.217

EP_AT 0.751 16.600 10.229 10.243 1.966 3.697 -0.073 3.457

RD_INT1., 0.000 1.000 0.157 0.060 0.260 0.068 2.518 8.223

RD_INT2., 0.000 1.000 0.108 0.045 0.176 0.031 3.093 13.465

SIZE 0.000 1.061 13.479 13.715 2.441 5.959 -0.250 3.129

LEV 0.000 0.992 0.522 0.539 0.262 0.069 -0.230 2.129

ROA_BT -1.000 1.000 0.001 0.032 0.214 0.046 -2.089 13.080

ROA_AT -1.000 1.000 -0.018 0.030 0.221 0.049 -2.080 12.284

Source: authors’ own elaboration
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In order to check robustness of our results we test our hypothesis using two measures of
earnings predictability as dependent variables (EP_BT and EP_AT) and two measures of
two-years lagged R&D intensity (RD_INT1 and RD_INT2). As a result we performed four
regression analyzes reflecting all possible combinations (see Table 4).

Results of the regression analysis provide evidence that higher R&D investments lead to
lower earnings predictability. In all combinations of EP and R&D intensity measures the
latter one is a significant negative determinant of earnings predictability (the higher the
value of EP the lower earnings predictability).

Table 4 Results of regression analysis for combinations of EP and RD_INT

Results of regression analysis

dependent independent Std.
vaiable vaiable Coeff error t-statistic p-value
RD_INT1:., EP_BT 0,28852 0,14184 2,03 ** 0,042
RD_INTZ2;., EP_BT 0,79350 0,25482 3,11 *** 0,002
RD_INT1., EP_AT 0,34581 0,14852 2,33 ** 0,020
RD_INT2.., EP_AT 0,90944 0,26640 3,41 *** 0,001
No. of  Prob > R- Adj. R-
obs. F squared squared Root MSE
RD_INT1;., EP_BT 909 0,000 0,819 0,818 0,857
RD_INT2.., EP_BT 943 0,000 0,818 0,817 0,861
RD_INT1:., EP_AT 909 0,000 0,793 0,793 0,897
RD_INT2.., EP_AT 943 0,000 0,794 0,793 0,897

Notes: *** Significance at 1% level; ** significance at 5% level; * significance at 10%
level.

Source: authors’ own elaboration

The results of the study for other - control variables reveals interesting and intriguing
relations. Firstly, the theory formulated by Cifti and Cready (2011) postulates that larger
firms are more able to control and exploit the benefits of R&D investments. We expected
a positive relation between the size and earnings predictability. Unexpectedly regression
analysis showed a negative relation, suggesting that the larger company the less
predictable earnings are. Secondly, we noticed that leverage ratio is negatively correlated
with R&D intensity (see Table 1 and Table 2), what is consistent with the observations
that high-R&D companies finance their activity mostly with equity. However when we
control for R&D intensity, regression analysis shows that the more indebted company the
less predictable earnings are. The third control variable is consistent with our predictions
and common sense. Regression analysis demonstrates that firm’s profitability is a
positive determinant of earnings predictability. Output of our empirical study also
confirms that sector affiliation is an important control variable.

4 Conclusions

Our empirical findings provide evidence that the level of two-year lagged R&D
investments is a negative determinant of current earnings predictability. We tested our
hypothesis on the sample of more than 900 US listed companies using different
measures of earnings predictability and R&D intensity. We learn from our study that
profitability is a positive determinant and leverage ratio and firm’s size are negative
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determinants of earnings predictability. The latter one is difficult to explain and needs
further investigation. Additionally the regression analysis shows that industry affiliation
plays an important role in shaping earnings predictability.

Our study has several limitations. Firstly, we use only accounting-based measures of
earnings predictability, which does not provide a complete picture of the problem.
Further investigation is required to test the impact of R&D investments on earnings
predictability using analysts’ forecast measures. Secondly, we use small sample covering
a short period of time. Extending time-horizon of the study would provide more
convincing arguments. Thirdly, future research should extend the analytical framework of
this study by including other variables, which potentially may influence quality of
earnings, like for example audit quality (BIG-4 auditor) and influence of macroeconomic
factors (i.e. financial crisis). Our study provides a new insight into the nature of R&D
investments showing its negative impact on earnings predictability. Empirical results may
be of use for company’s valuation process and financial analysts.
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Abstract: Finance is the basis for the implementation of public tasks and determines the
conditions of local economic development. One of the key issues relevant for local and
regional development is the local government unit’s capacity in investment activities.
They are the most important category of beneficiaries of EU funds. Based on literature
review, I have posed the following research hypothesis: there are four key indicators that
determine the absorption capacity of the local government units as a beneficiary of EU
funds. I have also analysed the relationship between total budget revenue, budget
expenditure, results achieved and debt. I have found that: absorption capacity is closely
correlated between the financial condition and the state of local finances, what means
that changing in the financial system of local governments units does not affect the
absorption capacity and can significantly reduce it. Data were obtained from the GUS
Local Data Bank and studies by the Ministry of Finance, as well as data from the National
Regional Councils of the Accounting Chamber, covering years 2007-2013.
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1 Introduction

Finance is the basis for the implementation of public tasks and determines the conditions
of local economic development. One of the key issues relevant for local and regional
development is the local government unit’s capacity in investment activities. They are the
most important category of beneficiaries of EU funds. Nowadays, one of the basic
problems of functioning of local government units is the limited financial resources in
relation to the scope of current tasks and reported investment needs. The rate of socio-
economic development depends on the level and structure of income, which determines
the investment activity of local government units [Poniatowicz, 2016]. In period 2007-
2013, local government units received 17.3 bilion EUR, which constituted about 25% of
all EU funds allocated to Poland [Raport..., 2013]. Approximately 80% of the funds raised
by local governments are investment subsidies, which are an important source of
financing local government investment [Kobiatka, 2013].

The aim of this paper is to identify the current key components that determine the
absorption capacity of the local government units as a beneficiary of EU funds. The
author is also trying to answer the question: how important it was to support EU funds in
the implementation of the investment and how much caused the deterioration of the
financial situation of local government units?

This problem is important not only from the point of view academic discussion, but also
has many practical and political implementations. The unfavorable economic processes
that have emerged in recent years in the polish local finance system have not affected
the absorption capacities of local government units and can significantly reduce them. In
this sense, the following determinants are important: limited stability and revenue
efficiency, additional government performance without adequate financial compensation,
and restrictive local debt monitoring system.

Absorption capacity is seen as the ability of the region to make efficient use of external
financial resources and is essential to achieving economic and social cohesion [Brdulak,
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2001]. Demand Absorption Capacity refers to the actual capacity of applicants for support
to create good projects. Supply Absorption Capacity means financial capacity to co-
finance programs and projects supported by the European Union.

Based on the research, it should be underlined, that local government units are a large
group of beneficiaries of EU funds, [Kornberger-Sokotowska, 2010].

Assuming that, in the local finance system, there are four most important key
components deciding on the capacity of absorbing local governments as beneficiaries of
EU funds. These are: budget revenue, budget expenditure, results achieved and debt.

I have posted the following research hypothesis: (H1) absorption capacity depends on
the level of budgetary income and expenditure (including current and capital), budgetary
performance (general and operational), and local government debt.

Wojciechowski [2012] found, that the state of public finances allows to assess the
functioning of the local government unit and its development possibilities. The level and
structure of income that determines investment activity is decisive. Research showed,
that total income is a strategic element in the local government finance system, not only
from the point of view of the financial autonomy of local government units but also in the
context of the possibility of applying for EU funds. The resources of own funds of local
government units determine the possibility of using other, supplementary sources of
financing [Sierak, 2015], what was confirmed also in other studies [Gonet 2013]. The
limited stability of income of local government unit is due, inter alia, to frequent changes
in the legal regulations related directly or indirectly to the local government unit. On the
other hand, the yield of local government unit income sources is primarily influenced by
macroeconomic factors, including economic fluctuations.

Another important factor negatively affecting local government finances is the
commissioning by the state of additional tasks to local government units without
guaranteed financial sources. The result of such actions is primarily the increase of local
government current expenditures and, consequently, the need to reduce capital
expenditures, including investment ones, also cofinanced from EU.

The next issue, significant from the point of view of absorption capacity, is the
introduction of new debt limits, called as new debt limits, from January 2014 to the
Polish local government system. Individual debt ratio (IWZ), as laid down in Art. 243 of
the Public Finance Act of 2009 (Act, 2009). The new indicators are based on the
operating surplus category and are much more restrictive than the existing regulations
limiting the debt of local government.

Taking into account that repayable instruments (loans, municipal bonds) are treated by
the local government units as an absorption tool, all mechanisms controlling the debt are
at the same time mechanisms regulating absorption capacity. In the context of the
tightening of the mechanisms for regulating local government debt, it is highly probable
that some territorial government units may have a difficult access to financial resources
from the European Union, primarily due to lack of capacity to supplement the own
financial sources.

2 Methodology and Data

My hypothesis requires the analysis on national level. In order to measure the level of
absorption of EU funds I have employed total income and total EU-CAPEX income, and
for expenditure - total capex expenditure, debt level caused by the implementation of
capex expenditure, due to the fact, that most studies confirmed, that these factors are
most important determinant at EU funds absorption. Every variables are in bin PLN.

I have used a descriptive statistics method, using data from national accounts, covering
the years 2007-2013. Data were obtained from the GUS Local Data Bank and studies by
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the Ministry of Finance, as well as data from the National Regional Councils of the
Accounting Chamber.

3 Results and Discussion

Important factors of effective absorption of EU funds are the factors resulting from the
overall financial condition of local government units. Their measure is the financial
capacity of local government units to guarantee adequate funds for the implementation
of investment projects. Financial capacity is characterized by the level of income, the
level of co-financing, the operating result, the deficit. My analyses has shown the
following conclusions, table 1.

Table 1 Funds for financing and cofinancing of EU programs and projects in total income
of local government units in the years 2007-2013

2007 2008 2009 2010 2011 2012 2013
Total INCOME, 131,38 142,57 154,84 162,80 171,31 177,41 183,46
BLN PLN
EU-CAPEX 6,62 5,45 14,51 13,79 16,35 17,08 16,01
INCOME, BLN PLN
CAPEX 24,6 30,8 41,6 43,3 41,2 34,4 33,5
EXPENDITURE,
BLN PLN
EU-CAPEX 5,03 3,82 9,37 8,47 9,54 9,63 8,73
INCOME/TOTAL
INCOME, %

Source: own study based on the Local Data Bank 2007-2013

Over the seven-year period, funds received annually by the local government units
related to the implementation of EU programs and projects increased three times from
the level of 6.6 billion PLN in 2007 to 16.01 billion in 2013. The share of EU subsidies in
total incomes was different in different years (the lowest level was recorded in 2008 -
3.82%, the highest in 2011 - 9.54%). The share of investment expenditures makes it
possible to draw conclusions about the freedom of local government administration. It
can be considered that during the period 2007-2010 investment expenditures did not
show any fluctuations in business conditions. From 2011 there is a decrease in
investment expenditure, especially in 2012-2013. Limited investment scale was
characteristic for the whole sector. It is also important to indicate how the debt of the
local government unit was developed for programs and projects co-financed by EU funds,
presenting table 2.

Table 2 Debt of local government units for programs and projects co-financed by EU
funds in the years 2007-2013

2007 2008 2009 2010 2011 2012 2013
Total DEBT, BLN 25,88 28,76 40,29 55,09 6576 67,84 69,616
PLN
EU-CAPEX DEBT, 2,38 2,06 2,42 4,95 6,96 6,44 10,21
BLN PLN
EU-CAPEX 9,20 7,16 6,00 8,99 10,58 9,49 14,76
DEBT/TOTAL
DEBT, %

Source: own study based on the Local Data Bank 2007-2013

At present, the share of total indebtedness does not exceed several percent, and in the
analyzed period it was the highest in 2013 (14,76%), the lowest in 2009 (6%). The
reason for the increase in the debt of local governments is also the new regulation

176



introduced in the Act on Public Finance. It mobilized local governments to intensify their
indebtedness to old rules.

The remaining, important determinants of absorption capacity and investment capacity
are general and operational budgetary outcomes. Table 3 presents changes in the
general performance of local government unit (budget deficits / budget surpluses),
collectively, in 2007-2013. The construction of an individual debt ratio depends on the
operating margin, so the presented results are very relevant in terms of absorption
capacity. On the basis of the data presented, one can postulate a thesis about
systematically improving, roughly from 2011, aggregate operational results of local
government in Poland. This is mainly the effect of the rule of at least balanced current
balance of the current budget, effective since 2011. (Article 242 paragraph 1 of the
Public Finance Act ).

Table 3 Deficit and budget surpluses of local government units in period 2007-2013

2007 2008 2009 2010 2011 2012 2013
Total DEFICIT, 2,27 -2,62 -12,99 -14,97 -10,29 -3,05 -0,38
BLN PLN
BUDGET 17,72 17,74 11,96 9,28 10,99 11,63 14,34
SURPLUSES,
BLN PLN
EU-CAPEX 9,2 7,1 6,0 9,0 10,6 9,5 14,8
DEBT/TOTAL
DEBT, %

Source: own study based on the Local Data Bank 2007-2013

4 Conclusions

European Union funds are a significant source of funding undertakings in the area of local
and regional development. Absorption capacity is perceived as the ability of the region to
make effective use of external funds and depends on the conditions of making available
these resources and on the level of socio-economic development and financial condition
of local government units. In the financial economy in 2007-2013 there were disturbing
phenomena that affected their financial standing. This can significantly reduce the
possibility of raising funds from the EU in the future, because the capacity of the local
government unit to apply for EU funding depends on the possibility of providing own. The
most important threats include the reduction of financial autonomy of local governments
and the reduction of their ability to finance investments. Consequently, the scale of local
government investment has been reduced. Especially important is the increase in total
indebtedness of local government units. However, the European Union does not fund
projects, but it subsidizes, requires a specific contribution from the beneficiary. Growing
budget deficit led to a significant increase in the level of debt. However, on the other
hand, the limited total income of local governments units increases the demand for debt.
Debt is also an indispensable instrument to increase the absorption capacity of local
government units. Finally, my conclusions are following:

e absorption capacity of local government units is determined by the financial
condition and state of local finance. This applies to budgetary revenue and
expenditure (including current and capital / investment), budgetary performance
(general and operational), and local government debt.

« the implemented investment activity, supported by the EU investment subsidies,
did not significantly influence the increase in the debt of the local government
sector,

e investment expenditures during the analysed period stay resistant for prosperity
changes,
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e in the period 2017-2013, the funds received annually by the local government unit
related to the implementation of EU programs and projects increased three times
(from the level of PLN 6.6 billion in 2007 to the level of PLN 16 billion in 2013).

e changing external conditions (prosperity, the law) may negatively affect the ability
of local governments to secure their own funds necessary to absorb European
funds in next years.
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Abstract: The aim of the paper is to identify and systematize selected rules contained in
the Council Directive 2006/112/ES on the common system of value added tax relating to
taxation of immovable property and subsequently, while using cluster analysis, to divide
EU Member States into groups according to VAT tax rates applicable. To identify the
relevant legal norms contained in the Council Directive 2006/112/ES the legal regulation
as valid and effective as to 01 January 2017 was taken into account. To carry out
a classification of the EU Member States, the data published by the European
Commission was utilized. For the reasons of cluster analysis, five possible VAT objects
were taken into consideration (social housing, renovation and repairing, building land,
supplies of new buildings and construction work on new buildings). On the basis of
results reached one can observe that there is a relatively high variability in the rules
established in legal regulations covering issues connected with immovable property.
A presumption as to the utilization of exceptions and discretion given to the Member
States can be considered as valid. At the same time the results reached prove that
Member States can be divided into several groups that demonstrate high similarity in
VAT taxation of immovable property.

Key words: European Union, harmonization, immovable property, tax rate, VAT
JEL codes: H25, K34

1 Introduction

The Council Directive 2006/112/EC of 28 November 2006 on the common system of
value added tax, as amended (hereinafter referred to as ,Directive™ only) represents
a fundamental legal regulation of value added tax (hereinafter referred to as ,VAT" only)
in the area of the European tax law. As stated in the Directive, its aim is to contribute to
the establishment of an internal market where conditions of competition are not distorted
and the free movement of goods and services is not hindered (see item (4) of the
Preamble of the Directive). The aim of the Directive is also to eliminate tax evasion or
avoidance which occur in connection with the abolishment of internal frontiers (see e. g.
items (27), (42), (55) and (59) of the Preamble of the Directive). Despite the existence
of many (and in some aspects very strict) rules binding for the Member States there has
been a certain level of discretion left. The Directive also lays a huge number of
exceptions for many Member States. Above stated can be observed also in relation to the
rules stated for the taxation of immovable property at which this paper is aimed. Its
purpose is to identify and systematize some rules as rooted in the Directive just for the
VAT object given and further more to divide the EU Member States into groups according
to the VAT burden imposed on immovable property.
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2 Methods and data

A part which deals with the identification and systematization of fundamental rules as
stated in the Directive is based on a qualitative research — namely on a case study while
using content analysis of legal documents to gain relevant information. The legal state as
valid and effective as to 01 January 2017, if not stated otherwise, has been taken into
consideration. Gathered information in connection with the data published by
the European Commission (2017) creates the fundament for a cluster analysis. Its aim
was to divide EU Member States on the basis of tax rates imposed on different types of
transactions connected with immovable property. For the analysis carried out a tax
burden for transactions as specified below was taken into consideration:

e Social housing;

« Renovation and repairing;

¢ Building land;

e Supplies of new buildings and

e Construction work on new buildings.
States which imply several tax regimes (exemption with or without refund of tax paid at
preceding stage - zero rate) and/or different types of tax rates (standard tax rate,
reduced tax rate and/or super-reduced tax rate) for the same transaction were excluded
from the created data matrix. These States were included in one separate cluster for
which above stated fact was the feature (see the chapter “"Results and Discussion”). For
the lack of data available also Luxembourg was excluded. To carry out the cluster
analysis for the remaining EU Member States, the Ward method was used.

3 Results and Discussion

Fundamental terms connected with the VAT have been determined partly in the Directive
itself and partly in its implementing legal regulation which is the Council Implementing
Regulation (EU) No. 282/2011, as amended (hereinafter referred to as ,Regulation™).
The basic terms and criteria are shown in Table 1 below.

Table 1 Fundamental terms

Term Definition Specification

Building Any structure fixed to or in the ground. Article 12 of
the Directive

Land on Detailed rules can be lay down by a Member States. Article 12 of

which the Directive

a building

stands

Building Any unimproved or improved land defined as such by Article 12 of

land the Member States. the Directive

Immovable a) any specific part of the earth, on or below its Article 13b of

Property surface, over which title and possession can be the

created; Regulation

b) any building or construction fixed to or in the
ground above or below sea level which cannot be
easily dismantled or moved;

c) any item that has been installed and makes up an
integral part of a building or construction without
which the building or construction is incomplete,
such as doors, windows, roofs, staircases and lifts;

