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Dear Readers,

The core theme of the ongoing World EXPO 2015 in Milan (May 1 - October 31, 2015) is “Feeding 
the Planet, Energy for Life”. Although the central theme focuses on nutrition of mankind, the attention is 
also paid to other related topics, namely environmental protection and natural biological task associated 
with a sustainable life.

The Slovakia Pavilion presents an incredible variety of countryside, from local traditions up to 
modern Slovak technologies. The Pavilion embodies a lively, dynamic country full of positive energy. The 
concept is made up of three pillars:
• diversity – Slovakia is a country with diverse cultures, history, landscape and experience;
• symbiotic synergy – the mentioned diversity is a symbiotic synergy of the modern and traditional as 

well as local and global;
• positive energy – Slovakia is a country full of positive energy where everybody can “recharge their 

batteries”.

Energy, including also energy for life, is the measure of all forms of mass motion. In the isolated 
physical system the total energy does not change (the first law of thermodynamics), it is not the function 
of time, i.e. it can neither be created nor destroyed; it only changes its form.

Energy for life is closely associated with a general problem of energy usage, its conversion not only in 
relation with health and health risks but also with environmental factors having impact on biochemical 
changes.

The papers included in this volume of the Scientific Letters of Zilina University deal with the general 
idea of energy for life. Though, they offer concrete innovative solutions featuring a positive approach to 
the environment and sustainable life. The journal not only presents papers closely related to energy – its 
transfer, saving and impact of its conversion on the environment but also articles dealing with exergy as 
a convertible part of energy. Some articles pay attention to the modelling of processes connected with 
design and operation of products of engineering manufacturing. There are a few articles aimed at theo-
retical solutions of some problems not only in engineering but also in related branches. I hope you will 
find them interesting and motivating.

               Vladimir Hlavna
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1. Introduction

Not only when providing heat distribution in buildings 
but also in many other technical applications especially in 
electrotechnics when cooling is ensured, heat is transported 
from oriented heat transfer surfaces by natural convection. The 
most frequently used oriented heat transfer surfaces are vertical 
slabs and horizontal cylindrical sources situated one above the 
other. In most of the so far published contributions the attention 
has been paid to modifications of the criterial equation for heat 
transfer by natural convection from an individual cylinder placed 
individually in space. Experimental experience from visualisation 
of density fields around oriented heat transfer surfaces [1] and 
numerical simulation of thermal fields at heat transfer from pipe 
heat sources by means of the CFD method [2] showed that the 
flow in the vicinity of horizontal cylindrical surfaces that are 
situated higher, is intensively influenced by air stream generated 
by natural convection onto cylindrical surfaces situated lower. 
Thus all cylindrical surfaces are flown around by flow field 
which differs significantly from the flow field generated by one 
individual horizontal cylindrical heat transfer surface. This is why 
the criterion equation for natural convection from one individual 
cylindrical surface cannot be used for the system of horizontally 
oriented heat transfer surfaces situated one above the other. 
The equation needs to be modified for a bundle of heat transfer 
surfaces or to find, on the basis of measurements performed in 
the thermostatic chamber, a new criterion equation for a bundle 

of pipes. It is also possible to obtain a database of necessary data 
on the basis of numerical experiments, for example in ANSYS 
Fluent code.

2. Natural convection from a horizontal cylinder 
 
The boundary layer around the horizontal cylinder with 

a higher temperature than the ambient temperature begins to 
develop in its bottom area. Its thickness gradually increases until 
the layer having a stable form is created on the surface (Figs. 1 
and 2). The density of the local Nusselt number is, with respect 
to the thickness of the boundary layer, the highest in the lowest 
part and the lowest in the upper part of the boundary layer. The 
flow around the cylindrical surface has a laminar character along 
the whole circumference with a greater thickness of the boundary 
layer. 

To determine the average Nusselt number along the 
circumference of the horizontal cylinder where the characteristic 
dimension is its outer diameter d, a simple relation according to 
Morgan is often used. It has the following form:

Nu
d
CRad d

n

m
a

= = , (1)

where:
Nud  is average Nusselt number,
a  is heat transfer coefficient [W/m2.K], 
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To compute the Nusselt number for a long horizontal cylinder 
and a wide range of the Rayleigh number, the relation according 
to Churchiila-Chu [4] is recommended: 

.
. /
.

Nu
Pr
Ra

0 60
1 0 559
0 387 /

/ /d
d
1 6

9 16 8 27

2

= +
+ ^ h6 @' 1  

pre  10-5 < Ra
d 
< 1012 , (2)

where:
Pr     is the Prandtl number.

For the range Ra
d
 of number  the following relation holds for 

natural convection:

.
. /
.

Pr
Nu

Ra
0 36

1 0 559
0 518

/ /

/

d
D
9 16 4 9

1 4

= +
+ ^ h6 @ .  (3) 

Past publications and research of natural convection from 
horizontal cylindrical heat transfer surfaces have not mentioned 
correlation relationships for the Nusselt number of the bundle 
of heat transfer surfaces which are most frequently used in 
heating and cooling technology and which would enable complex 
quantification of the total heat output of the bundle. The influence 
of pipe distance on the overall heat transfer in natural convection 
from the pipe bundle was analysed within the experiment by 
measurements of heat output of a model of a heating source 
consisting of 10 horizontal pipes having a diameter of 20 mm and 
length of 1000 mm [5].  

Fig. 3  Arrangement of pipes in a thermostatic chamber  
at axial istance of pipes 1D [6]

d  is characteristic dimension [m],
m  is coefficient of thermal conductivity of liquid [W/m.K].

C constant and n exponent are different for a range of the 
Rayleigh criterion number Ra

d
. 

Fig. 1 Development of boundary layer in natural convection from the 
horizontal cylinder [2]  

 

Fig. 2 Visualisation of the thermal field and boundary layer in natural 
convection from the horizontal cylinder (surface temperature 60.1°C; 

ambient temperature 20°C) gathered at simulation computations  
in ANSYS  Fluent  [3]
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of temperature on the surface and also on thermo physical 
characteristics of liquid. 

Reference temperature, from which physical characteristics 
needed for computation are determined, is the average temperature 
of the boundary layer: 

T
f
 = (T

S
 + T

∞
)/2   [°C]. (4)

The flow of liquid in natural convection can be unstable due 
to the occasionality of turbulence. This instability is caused by 
flow disturbances which gradually get stronger and laminar flow 
becomes turbulent. As already mentioned, the flow character in 
natural convection determines the criterion of the Rayleigh´s Ra.  

3. Measurement and thermal analysis of horizontal 
heating pipes situated one above the other

The measurement of heat flows of the bundle of horizontal 
heat transfer surfaces was performed in a thermostatic chamber. 
During measurements, the temperature of the chamber inner 
walls was controlled so that the reference value of air temperature 
in the chamber, which was measured by Vernon resistance 
thermometer PT-100 DIN 1/5, would be stationary 20 ± 0.5°C.   

The thermostatic chamber is controlled by Siemens 
Systematic S7-300. Visualization D2000 is programmed to the 
regulation system to visualise the situation in the thermostatic 
chamber. It provides a fully automated control of the chamber and 
helps to achieve equilibrium conditions at different measurement 
requirements within the range of measurability range.

Other experiments performed in the thermostatic chamber 
were measurements of thermal outputs from various systems 
of vertical arrangement of horizontal heated cylinders placed 
one above the other with an objective to design a new form of 
criterion equation for the computation of the Nusselt number 
of such a bundle. To obtain output and thermal parameters 
necessary for the creation of a new criterion relationship on the 
basis of which it would be possible to quantify the thermal output 
from “n” vertically arranged horizontal heated cylinders placed 
one above the other in natural convection, the measurements in 
the thermostatic chamber together with simulation analyses in 
ANSYS Fluent were performed gradually on three, five and ten 
horizontal cylinders situated one above the other. The principle 
and method of measurement were similar to those used for 
measurement and analysis of thermal output from one heated 
horizontal cylinder. 

The measurement in thermostatic chamber consisted of the 
measurement of thermal and output parameters from three, five 
and ten electrically heated horizontal cylinders placed one above 
the other. 

Ten, five and three heated cylinders were horizontally fixed 
on the stand in the thermostatic chamber (Fig. 5). During 

Fig. 4  Arrangement of pipes in a thermostatic chamber  
at axial distance of pipes 5D [6]

An objective of analyses was to determine the impact of pipe 
distance on heat transfer from the pipe system and their impact on 
the overall heat output of the pipe bundle. The distances among 
the pipe walls were 0 mm (Fig. 3), 10 mm, 20 mm and 40 mm (Fig. 
4). Measurements were done at temperature gradients 55 °C/45 
°C, 75 °C/65 °C, 85 °C/75 °C, the ambient temperature of 20 
°C. The measurement was compared with a CFD mathematical 
model of heat transport from the system of pipes situated one 
above the other.

An extensive set of numerical experiments in the field of 
heat transport by natural convection from oriented heat transfer 
surfaces was performed by Kapjor [6] and experiments were 
done by Annunziata D’Orazio [7]. From the gathered material 
Kapjor created a new criterion relation for the computation of 
the Nusselt number for natural convection from “n” horizontally 
arranged cylindrical surfaces situated one above the other by 
means of polynomial regression. In ANSYS Fluent code tens of 
heat transport simulations were performed from ten pipes having 
an outer diameter of 20 mm situated one above the other. The 
wall temperature was 30 °C, 45 °C, 60 °C, 75 °C, 90 °C, 105 °C 
and ambient temperature 20 °C. It was expected that the heat 
output in natural convection from “n” horizontal pipes situated 
one above the other is dependent on dimensionless spacing H/D 
as well as on dimensionless variable T

∞
/T

s
. At approximation the 

least square method for the function of two variables  was used. 
Approximation polynomial regressions of higher orders (n > 5) 
were computed from functional dependencies of the Nusselt 
number of the bundle of horizontal pipes in ratio H/D and T

∞
/T

s
.

Analytical solutions and experiments show that heat 
transfer by natural convection from any surface depends on the 
surface geometry, on its orientation as well as on distribution 
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ten, five or three cylinders. This way a greater number of surface 
temperatures is obtained – data highly important for further 
analyses and final computations.

As obvious from the values of individual measurements shown 
in the previous tables, the change of distance among individual 
cylinders results in outstanding change of surface temperatures of 
horizontal heated cylinders situated one above the other. When 
the distance among cylinders is 20 mm and 40 mm (ratio H/D=1 
and H/D=2), the surface temperatures of the cylinders increase. 
This growth of temperature is caused by the fact that a thermal 
field is formed in the vicinity of the cylinder, which influences the 
cylinder placed above; thus in the vicinity of the cylinder placed 
above a thermal field with a higher temperature is formed, which 
causes the increase of its surface temperature at the constant 
electric input. Changing the ratio H/D=3, at which the distance 
among individual cylinder gets the value of 60 mm, the growth of 
the surface temperature is lower as there is no more significant 
impact on the individual cylinders and the surface temperatures 
of cylinders do not tend to increase. From the values of surface 
temperatures of cylinders placed at the distance of 100 mm it 
is obvious that there is no influence of thermal fields from the 
heated cylinders situated above them. The heated cylinders thus 
obtain temperatures corresponding to the values which were 
recorded when measuring one heated cylinder. 

Generated thermal fields near the individual bundles of 
cylinders that originate in heat transfer from their surfaces to 
environment and their interaction result in the already mentioned 
growth of surface temperature of individual cylinders. This 
phenomenon can be better seen in Fig. 7 which shows chosen 
visualisations of thermal fields gathered from simulation analyses 
from ANSYS Fluent around three, five and ten heater horizontal 
cylinders situated one above the other.

measurement each cylinder was heated by the same electric output. 
The distance among individual cylinders gradually changed from 
20 mm to 100 mm, with a step of 20 mm. The changing distance 
was defined by ratio H/D. Ratio H/D represents a dimensionless 
distance among the cylinders (Fig. 6). The temperatures, the 
cylinders achieved after the supplied equal electric output, were 
measured.  

Fig. 6 Distance among individual cylinders in ratio H/D

Having connected all the heated cylinders to power sources, 
thermocouples to the central measuring station and having set 
all distances among individual cylinders, the measurements 
started. An objective of the measurements was to record surface 
temperatures of individual heated cylinders which changed due 
to changing distances among the individual cylinders with the 
supplied constant electric input. The reason why the experimental 
measurement was performed on bundles of ten, five and three 
horizontal heated cylinders is to obtain sufficient numbers of 
surface temperature values of individual cylinders for criterion 
numbers. It is obvious that at existing arrangements of pipe 
systems various thermal fields originate in the vicinity of the 
bundles. Due to thermal fields generated when arranging given 
bundles of cylinders, the surface temperatures of individual 
cylinders also change. The values are different for a bundle of 

  
Fig. 5 The fixing of a) ten, b) five and c) three horizontal heated cylinders on the stand in thermostatic chamber
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Having logarithmized equation (5), it obtains the form (6)

log log log log

log log

y b b X b X

b X b X

0 1 1 2 2

3 3 4 4

= + + +

+ +
, (6) 

or (7)

z a b y b y b y b y0 1 1 2 2 3 3 4 4= + + + + , (7)

where the form  is more suitable for the multi parametric linear 
regression. In its application various physical and geometric 
parameters were used as parameters X

1
, X

2
, X

3
 and X

4
.

The following 4 dependent variable dimensionless quantities 
are assessed:
• changing distance among individual pipes – ratio – H/D,
• number of horizontal cylindrical surfaces – n,
• Rayleigh number (Ra = Gr.Pr) that includes changing 

temperatures of the wall temperatures to the ambient 
temperature through defining the average temperature 
difference  𝛥t

str
,

• ratio of the ambient Prandtl number for the ambient non-
influenced by temperature and the Prandtl number for surface 
temperature of one pipe – Pr/Pr

s
 whose value influences the 

thickness of boundary layers.

The regression constant b
0
 and regression coefficients b

1
 – b

4
 

were obtained through specific functions for multi parametric 
regression in a table processor MICROSOFT EXCEL. The values 
of standard deviation σ and correlation index R were also set. The 
standard deviation simply gives the average difference between 
a computed and real value of the Nusselt number. The reliability 

The new criterion relation for the Nusselt number, according 
to which thermal output can be quantified from “n” vertically 
arranged horizontal pipes placed one above the other in natural 
convection, was determined on the basis of data gathered 
from experimental measurements, simulation computations and 
analyses with the help of known mathematical methods. The 
criterion relation was formed on the basis of dimensional analysis 
with the help of a multiple linear regression.

4. Processing and analysis of data for creation  
of criterion relation 

To create a new criterion relation for computing the Nusselt 
number from “n” vertically arranged horizontal pipes placed 
one above the other, processed and analysed data gathered 
from experimental measurements, simulation analyses and 
mathematical computations are used. 

As already mentioned, the proposed criterion relation 
will be formed on the basis of dimensional analysis from 
measured and computed data with the help of a multiple linear 
regression in Microsoft Excel. In a general case, it will be an 
equation expressing physical dependence of n chosen relevant 
dimensionless quantities x

1
, x

2
, x

3
 and x

4
 in the form 

y b x x x xb b b b
0 1 2 3 4

1 2 3 4$ $ $ $= , (5) 
where 
y is an estimated value of the Nusselt number, 
x

1
 - x

n
 are values of independent variables, and

b
0
 – b

4
 are regression coefficients.

Fig. 7 CFD visualisations of thermal fields around bundles of heated horizontal cylinders (3, 5, 10) situated one above the other,  
with the initial temperature of a heated cylinder 60°C at the ambient temperature of 20°C and ratio H/D = 4
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a)

b)

c)

d)
Fig. 8 Comparison of computed and simulated values  

of the Nusselt number for bundles of ten, five,  
three and all heated cylinders

of computed results obtained through correlation is given by the 
value of correlation index R. If this value exceeds 0.7, the results 
are generally acceptable; if this value exceeds 0.8, the results are 
good; if this value is higher than 0.9, the results are excellent.

After the analysis of the achieved results and their consequent 
processing we came to conclusion that the value of the Nusselt 
number from “n” vertically arranged horizontal pipes placed one 
above the other is mainly dependent on the changing distance 
among individual pipes, that is, on a dimensionless parameter, 
on the ratio H/D, on the number of heating pipes n, and also on 
the change of individual pipes situated one above the other. This 
change of surface temperatures is characterised by the average 
value of temperature difference 𝛥t

str
 obtained from all the heating 

pipes. The values 𝛥t
str

 are obtained from individual types of 
arrangements, from bundles of three, five and ten heating pipes. 
The ratio (Pr/Pr

s
) contains the influence of temperature taken on 

the first pipe wall on the heat transfer from the bundle of pipes in 
which the value Pr was determined from ambient parameters and 
the value Pr

s
 from the temperature of the first bottom pipe wall.  

Owing to heat transfer by natural convection, the determining 
parameter was the criterion number Ra = Gr.Pr whose values were 
computed similarly as in the case of natural convection from one 
pipe at Ra = Gr.Pr < 108.

The multiple linear regression was done for two types of 
obtained values:
• For values obtained from simulation computations in ANSYS 

Fluent,
• For values obtained from experimental measurements in the 

thermostatic chamber.
From the values obtained from simulation computations in 

ANSYS Fluent, we processed data by the multiple regression in 
Microsoft Excel. On their basis we created the equation which, 
having been delogarithmized, gained the form

. / /Pr PrNu H D n Ra32 25 . . . .
s

0 16 0 03 0 27 65 5$ $ $ $= - - -^ ^h h . (8) 

Constant b0
, regression coefficients b

1
 – b

4
, standard deviation 

σ and correlation index R have following values:

b
0

b
1

b
2

b
3

b
4

R S

32.25 0.16 -0.03 -0.27 -65.5 0.9101 0.0212

Figures 8a - 8d show comparison of values of the Nusselt 
number computed according to the obtained equation (8) with 
the values computed from simulation results for individual 
bundles of pipes.

In a similar way we did computation from the values obtained 
from measurements on experimental device in the thermostatic 
chamber. The computation was done in Microsoft Excel through 
the multiple linear regression.
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vertically one above the other, proposed on the basis of a set 
of measured data shows a better correlation than the criterion 
equation determined from the data obtained from a numerical 
experiment by the CFD method.

A cause may be that the CFD model of natural turbulence 
captures only one shape of the flow field above the pipes (an 
image of current distribution of flow and thermal field). These 
fields are markedly non-stationary especially in the upper part 
of the bundle and change their shape so that the CFD method 
does not catch their average parameters in time. When measuring 
determining parameters, the temperatures of surfaces and air 
are naturally averaged in time due to thermal accumulation of 
pipes and sensors. Further averaging can be achieved through 
processing a greater number of data recorded by the central 
measuring station to a table process.

Comparing the criterion equation for heat transfer in natural 
convection on an individual horizontal pipe proposed according 
to Michejev in the form

. /Pr Pr PrNu Gr0 5 . .
s1

0 25 0 25$ $= ^ ^h h   
for 103 < Gr.Pr < 106, (10)

The resultant criterion equation for natural convection from 
the bundle of pipes has the form

. / /Pr PrNu H D n Ra54 70 . . .
s

0 1 0 0 04 2 03 29$ $ $ $= - - -^ ^h h . (9)

For the constant b0
, regression coefficients b

1
 – b

4
, standard 

deviation σ and correlation index R following values hold:

b
0

b
1

b
2

b
3

b
4

R S

4.705 0.14 -0.02 -0.03 -29 0.958 0.0117

Figures 9a - 9d show comparison of values of the Nusselt 
number computed according to the obtained equation (9) with 
the values computed from measured results for individual bundles 
of pipes.

5. Conclusion

From the performed analyses follows that the criterion 
equation for a bundle of horizontal pipes regularly situated 

a) b)

c) d)
Fig. 9 Comparison of computed and measured values of the Nusselt number for bundles of ten, five, three and all heated cylinders
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The obtained forms of criterion equation are significantly 
simpler than equations with polynomial corrections at a good 
approximation of the Nusselt number determined from 
experimental measurements.
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or a proposed relation according to Morgan in the form

.Nu Ra0 48 .
1

0 25= ^ h  for 104< Gr.Pr < 107, (11)
 
then for heat transfer of the bundle of horizontal cylinders 
vertically arranged one above the other a criterial equation can be 
proposed in the form:

/ , , , Pr Pr/Nu Nu f H D n Rabundle s1 $= ^ ^h h" ,, (12)
 
where for the relation of the first pipe according to Morgan, the 
resultant equation has the form 

. /

.

Pr

Pr/Pr

Nu Nu Gr H D

n

9 8 . .

.
s

bundle 1
0 28 0 14

0 02 29

$ $ $ $ $

$ $

= -

- -^
^ ^

h
h h

  (13)
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1. Introduction

Induction heating has been used in industry over the past 
three decades. Due to its rapid heating and good reproducibility it 
is used in heat treatment as well as in applications for special use in 
mechanical engineering and chemical industry. Induction heating 
is a non-contact method of heating an electrically conductive 
material by the process of electromagnetic induction [1]. In 
a thin layer on the surface of parts alternating electromagnetic 
field generates currents which are called eddy currents [2]. Eddy 
currents generate heat due to resistive power losses, which are 
the main source of heat in the process of induction heating. 
The induction heating process is dependent on the electrical 
conductivity of the material, the size of the current in the 
inductor, the frequency of the applied electromagnetic field and 
the magnetic properties of the material [3]. Numerical modeling 
of induction heating allows the optimization of process variables. 
Using the finite element method, it is possible to calculate the 
temperature distribution across all components which are exposed 
to the induction heat. It is thus possible to optimize various 
process parameters. Induction heating can be addressed as 
coupling of the electromagnetic and thermal problem [1].

In the following chapters are summarized the fundamental 
equations and their simplification which are used to describe the 
physical behavior of materials under electromagnetic and thermal 
fields.

2. Electromagnetism equations

An electromagnetic field describes a set of equations known 
as Maxwell’s equations. Equations consist of Faraday’s law and 
Ampere’s law with Maxwell extension.

The equations contain four different variables, the intensity 
of the electric field E, magnetic induction B, the intensity of the 
magnetic field H and the electric induction D [4].

Maxwell’s equations are expressed as follows [5 and 4]:

E t
B

# 2
2U =- , (1)

H J t
D

# 2
2U = + , (2)

B 0$U = , (3)

D$U t= . (4)
 

where J is the current density, t is the time and t  is the free 
volume charge density.

Constitutive relations between fields in a homogeneous 
isotropic environment are expressed as follows [5 and 4]

B Hn= , (5)

D Ef= , (6)

J Ev= , (7)
 

where n  is the permeability, f  is the permitivity of the dielectric 
and v  is the conductivity of the material.

We assume a harmonious solution to the sinus wave. In 
addition to these relations there is a vector of magnetic potential 
A in the following relation to

B A#U= . (8)

NUMERICAL MODELING OF FERRITE MATERIAL IMPACT  
ON THE EFFECTIVENESS OF INDUCTION HEATING PROCESS
NUMERICAL MODELING OF FERRITE MATERIAL IMPACT  
ON THE EFFECTIVENESS OF INDUCTION HEATING PROCESS

Andrej Gasparec - Milan Saga - Peter Pechac *

The article deals with numerical simulation of induction heating process as a coupling of electromagnetism and heat transfer. The article 
presents how the surrounding materials used in the induction heating process influence the resulting temperature. The scope of the article is 
to show impact of ferrite material on the resulting temperature of induction heating process.

Keywords: Induction heating, finite element method, electromagnetic field analysis, thermal analysis, Joule heat, Maxwell’s equations.

* Andrej Gasparec, Milan Saga, Peter Pechac
  Faculty of Mechanical Engineering, University of Zilina, Slovakia
 E-mail: milan.saga@fstroj.uniza.sk



13C O M M U N I C A T I O N S    3 / 2 0 1 5   ●

non-stationary event it is necessary to determine the dependence 
of temperature and the quantity of heat depending on the time 
for any point of the body. The first law of thermodynamics, heat 
transfer is characterized by this dependence, which is described 
by the following equation [12 and 13]:

c t
T

k T Q$2
2 U Ut - =^ h , (15)
 

where ρ is the density, c is the specific heat capacity, thermal 
conductivity k, and Q is the heat generated in the material per 
unit of volume and time. Heat transfer equation (15) specifies 
the layout of the temperature in the environment as a function 
of time and space [14 and 15]. In the case that the temperature 
distribution is known, it is possible to calculate the heat flux (15) 
according to the equation inside the body or on its surface. The 
solution of the equation of heat conduction requires initial and 
boundary conditions. The boundary condition may be prescribed 
by a known temperature at the border or by prescribing heat flux 
using the flux or radiation [16].

The condition of the heat flux at the border can be defined 
by the relationship

q k n
T

n 2
2

=- , (16)
 

where n is normal to the surface towards the outside and q
n
 is 

a constant heat flux defined by

q h T T T Tn s s
4 4vf= - + -\

3 3^ ^ ^h h h6 @, (17)
 

where h is the convection surface heat transfer coefficient, T
s
 is the 

surface temperature and T3  is the ambient temperature.
The first part of the boundary condition represents convective 

heat transfer and the second part of boundary condition (17) 
represents radiation.

Suppose that the temperature changes on the surface of the 
material in the sinusoidal mode. Then it can be shown that the 
amplitude of the changes will be smaller with increasing depth 
and with a certain time lag, i.e. the phase angle. If the temperature 
increases, the frequency attenuation and phase angle will increase 
[6 and 2]. This is the same phenomenon as in the case of 
electromagnetic waves, but in a different time scale because the 
electromagnetic field has a much shorter relaxation time.

In spite of the fact that the diffusion equation (10) has the 
same properties as heat conduction equation (15), their scales 
are different. Harmonic current in the device for induction 
heating is usually applied in the frequency range 50 Hz – 70 
kHz. For this reason, the use of equation (10) can increase 
the thermal analysis at each time because the time scale of the 
electromagnetic problem is much shorter. This assumption is used 
in the numerical simulation of the solutions strategy [6 and 2].

Maxwell’s equations can then be written by diffusion equation 
as follows

t
A

A J
1

s
2

2
2 Uv n- = , (9)
 

where  is the source current density in the inductor.
The diffusion equation (9) can be expressed in the same form 

for the electric and the magnetic field. In the case of the magnetic 
vector potential, it can be used in conjunction with any physically 
noticeable phenomenon of electromagnetic induction, as well 
as eddy currents induced voltage, inductor impedance, inductor 
induction. If the current stream as well as eddy currents are 
considered to be a sinus, and also time-harmonic, electromagnetic 
fields may be introduced by the following equation [6 and 7]
 
j A A J

1
s

2U~v n- = . (10)

Depending on the electrical and magnetic properties, there 
can be intermittent or continuous electromagnetic fields on each 
side of a common interface between two different materials.

At the interface between two media, the field must meet the 
following boundary conditions [4, 8 and 9]:

n E E 01 2# - =t ^ h , (11)
 
n D D1 2# v- =t ^ h , (12)

n H H Js1 2# - =t ^ h , (13)

n B B 01 2# - =t ^ h . (14)

The domain border is given by the normal unit vector  and 
is directed from the surface normal of the surface 2 to surface 1 
[10 and 11].

Boundary conditions can also be formulated in words such as:
• Components of the electric field are tangentially continuous 

through the interface of media 1 and 2.
• The electric flux component is interrupted through an 

interface with the size ρ for the electrically conductive 
medium, ρ = 0.

• The tangential components of the magnetic field intensity are 
disjointed via two media with size J

s
. In the case of a zero 

surface current and if the medium has final conductivity, the 
tangential component is continuous [4 and 5].

• Normal component of magnetic flux density is continuous 
across the interface of media 1 and 2.

3.  Heat transfer equations

The formulation of the problem of the energy balance is based 
on the first thermodynamics law [10]. When dealing with a heat 
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5.  Two dimensional model of coupled electromagnetic 
and thermal problem 

Let us assume a general planar n-node element defined in the 
Cartesian nodal coordinate system [x,y] [18].

For a finite n-node element is defined the interpolation of 
all calculated values in any point inside the element using values 
from the individual nodal points applying shape functions N

i
(x,y). 

For example, the temperature T(x,y) in any point of element can 
be calculated by the following expression from element nodal 
temperatures T

i
 [13, 15 and 19]

, ,T x y T N x yi
n

i i1R= =^ ^h h. (20)

Energy balance in the modeling area is dedicated to 
minimizing the energy functional in each node. This can be 
achieved by setting the first partial derivation of a functional in 
each node to zero. Instead of minimizing in each node, it is better 
to perform at the level of element.

The total energy associated to the entire modeling area is then 
equal to the sum of the energies of all the elements. As a result 
of the solution of algebraic equations of parallel system with 
respect to the magnitude of the magnetic vector potential gives 
an unknown value in each of the nodes. A set of equations can be 
written in the form

(V
e 
+ jW

e
) a

e 
= g

e 
, (21)

 
where V

e
 and W

e
 are local matrices corresponding to finite 

element, a
e
 is the unknown vector of the magnetic vector potential 

of the corresponding finite element and g
e
 is the vector of the 

source current density of the corresponding finite element.
The other unknown quantities of the electromagnetic field are 

obtained using the following expressions [1, 3 and 9].

The intensity of the electric field E
z

 
E j Az z~=- . (22)

Electric induction D
z

 
D E j Az r z r z0 0f f ~f f= =- , (23)

 
where  is the relative permittivity and is the vacuum permittivity.

Current density J
z

J E j D j A Az z z z r z0v ~ v~ ~f f= + =- + . (24)

Joule heat Q
AV

Q real J E2
1

AV z z$= o^ h, (25)

4.  Coupling of electromagnetic and thermal problem 

The practical problem associated with the heat transfer is 
not usually possible to solve analytically, and especially if it has 
temperature-dependent and non-linear material properties. The 
current approach to getting a solution for these problems is to use 
the finite element method. The aim is to calculate temperature 
field distribution in the body on which it is applied harmoniously 
through oscillating current in the inductor.

It is possible to calculate magnetic vector potential from 
the equation (10). Eddy current J

e
 generated in the body is then 

calculated using the following relation [2, 3 and 9]

J j Ae ~v=- . (18)

The source of the heat in the equation of heat conduction 
(15) is expressed by [3, 9 and 17]

 
Q J J J2

1
2
1 *

e e e
2 $v v= = . (19)

 
where  is the complex conjugate of the .

At the external border area the magnetic vector potential is 
chosen so that it is zero at the interface (Dirichlet condition). 
From the equation (10) we can see that the magnetic vector 
potential is a long-term solution, a solution in which the 
characteristics of the material of the time step used the t

n
. This is 

due to the fact that the time scale of the electromagnetic problem 
is much shorter than the thermal problem.

Figure 1 shows the strategy solutions in the time step. The 
problem is resolved using the material electromagnetic properties 
in the time step t

n
, The thermal problem is calculated due to eddy 

currents in a time step t
n+1

.

Fig. 1 Solution algorithm of coupling between electromagnetic and heat 
problem
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6. Computational model

Consider two dimensional problem of electromagnetic 
heating process of six parallel inductors to steel plate specimen. 
Martensitic annealed stainless steel is used as material for 
specimens. The scope of the FE study is to observe how different 
relative permeability of ferrite core material influences final 
temperature of heated steel plate specimen. The comparison had 
been done by the same input parameters shown in Table 1.

Input parameters Table 1

The chosen configuration for FE study runs is shown in Figs. 
2 and 3.

Fig. 2 Computational model

The model size and component dimensions are shown in 
Fig. 3.

The distances and diameter values are in millimeters [mm]. 
The length of the model in “z” direction is 100mm.

Fig. 3 Model size and component dimensions [mm]

where Ezo  is transposed and conjugated (change the sign of the 
imaginary part of the complex numbers, all the opposite of) the 
vector of nodal values of electric field intensity E

z
.

By the thermal transient analysis it is possible to solve the 
system of equations for different time steps, which can be written 
as follows: 

 
C t
T
K T fe e e e2

2
+ = . (26)

Individual matrices and vectors of this system are defined by 
the following relations:
C

e 
, the specific heat matrix defined by

C c N N d tS c N Ne p
T

p
T8 t tX= =X . (27)

 
K

e
 is the heat conductivity matrix defined by expression

 
N Nh dK B D BT T8 8X C= +X C . (28)

  
D is the heat conduction coefficient matrix defined as 

D
k

k0

0x

y

= ; E, (29)
 

where k
x
 and k

y 
are heat conduction coefficients for each 

direction. N is the matrix of shape functions and X  is the matrix 
of their derivations.

In the above mentioned integrals, the represents the volume 
of the finite element and the  represents the boundary of the finite 
element.

The first integral of the heat transfer matrix (28) characterizes 
heat conduction and the second integral characterizes heat 
convection.

The vector on the right side (26) is defined by

N df GN d q hT N dT T
e

T8 8 8X C C= - + 3X C C , (30)
 

where the first integral is characterized by a heat source in the 
volume, the second integral is characterized by heat flux through 
the surface area and third integral is characterized by convection 
through the surface area [13 and 16].

Transient thermal analysis given by a system of equations 
(26) can be then rewritten as follows

C T C tK T tfn n n1 V V= - ++ ^ h . (31)

The solution of the system of equations (31) in the time step 
“n” is the nodal temperature in the time step ”n+1“.

The system of equations (31) is Euler’s explicit time 
integration solutions method (Forward difference) [15 and 20].
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7.  Results

The scope of the numerical model is to calculate resulting 
temperature after certain heating time. Fig. 5 shows temperature 
distribution in [K] at 50s heating time and used ferrite core 
relative permeability value of 50 (*). Fig. 6 presents impact of 
ferrite material relative permeability resulting temperature of 
induction heating process.

Fig. 5 Resulting temperature distribution at time 50s  
and ferrite core relative permeability value of 50(*)

Fig. 6 Influence of ferrite core relative permeability (*)  
on resulting temperature of induction heating process

The red curve in Fig. 6 shows how relative permeability of 
ferrite core material influences the resulting temperature of heated 
material. The green line shows the resulting temperature of heated 
material without ferrite core. Both induction heating processes 
use the same process settings mentioned in Table 1.

Free triangular mesh with finer mesh in the areas with the 
highest value gradients in observed areas was chosen as the FE 
mesh shown in Fig. 4. The linear 3-node elements are used for 
interpolation [21].

Fig. 4 Finite element mesh

Table 2 shows which material constants were used in FE 
studies. For the simplification, the constant material properties 
over the time were considered [22]. The relative permeability of 
ferrite core marked with (*) presents the range of the values used 
in FE runs.

The inductors were made of copper.

Material properties Table 2

Air Material density 1.293 [kg/m3]

Specific heat 1.01 103 [J/(kg K)]

Thermal conductivity 26.0 10-3 [W/(m K)]

Relative permeability 1.000 001 86 1

Copper Material density 8930 [kg/m3]

Specific heat 340 [J/kg K]

Thermal conductivity 384 [W/(m K)]

Electrical resistance 1.7 10-8 [ohm m]

Relative permeability 0.999 99 1

Steel Material density 7850 [kg/m3]

Specific heat 460 [J/(kg K)]

Thermal conductivity 28 [W/(m K)]

Electrical resistance 4.35 10-7 [ohm m]

Relative permeability 1000 1

Ferrite Material density 6600 [kg/m3]

Specific heat 700 [J/(kg K)]

Thermal conductivity 20 [W/(m K)]

Electrical resistance 50000 [ohm m]

Relative permeability 1 to 100 (*) 1
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the surrounding environments for different time steps. By this 
numerical approach we can observe how different material 
properties influence the resulting heat generated during the 
induction heating process and how the right combination of 
surrounding components influences the heating efficiency. 

The numerical modeling of induction heating process allows 
optimization of the process parameters, material properties of 
components or geometry shape optimization.

Acknowledgements
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8. Conclusion

In this article we applied equations of the electromagnetic 
and thermal field to solve problem of induction heating. The 
numerical simulation of induction heating process is shown as 
a coupling of electromagnetic and thermal problem leading to 
a system of thermal transient analysis by the explicit Euler method 
used in the time integration solutions.

By the FE solution of the electromagnetic and thermal 
problem it is possible to observe the effect of the individual 
variables related to electromagnetic induction as well as the 
resulting temperature or heat generated by the interaction of 
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1. Introduction

There is nowadays again great interest in more efficient use 
of energy because requirements for energy resources are ever 
increasing [1]. To enhance energy self-sufficiency, the increasing 
focus is on the improvement of power equipment efficiency and 
use of renewable energy sources [2 and 3]. One of the renewable 
energy sources is biomass.

1.1. Biomass combustion

One of the most commonly used forms of obtaining thermal 
energy from biomass is its direct combustion. There is possibility to 
burn wood in the form of logs, wood chips, briquettes and pellets, 
and also straw of cereals and oilseeds, energy plants in packages, 
briquettes and pellets [4]. The combustion of biomass fuel itself 
as a renewable energy source does not automatically ensure the 
best use of its energy content with low emission production [5]. 
Biomass combustion with bad settings of combustion conditions 
can be ineffective and with a high production of emissions.

Effective use of biomass by low-emission production requires 
the application of high quality technologies and their proper 
operation [6]. Biomass combustion in a heat source is influenced 

by several aspects, e.g. type of fuel, the amount and distribution 
of combustion air, method of combustion, design and regulation 
of combustion appliance, etc. [7]. All those aspects influence the 
power and emission parameters of the heat source. Emissions 
are pollutants arising from the biomass combustion dispersed in 
the air. The basic emissions are carbon monoxide (CO), nitrogen 
oxides (NO

x
), sulphur dioxide (SO

2
), unburned products known 

as organic hydrocarbons (OGC) and particulate matters (PM) [8 
and 9]. To maintain the environmental friendliness of biomass, 
states issue measures in the form of emission limits, which have 
to be respected [10].

1.2. The aim of the article

The article deals with the impact of various aspects on 
the power and emission parameters of the heat source. Special 
attention is paid to the verification of influence of the amount of 
combustion air, the temperature of combustion air, the relative 
humidity of combustion air, the fuel feeding and fuel moisture on 
thermal power and emission production in automatic boiler for 
combustion of wood pellets.

FACTORS AFFECTING EMISSION CONCENTRATIONS  
IN SMALL HEAT SOURCES
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source. Thermal power is determined from the mass flow 
measured by a magnetic induction flow meter and from the 
temperature difference between outlet and inlet of heat transfer 
medium in the heat source measured by paired metal resistance 
thermometers PT100 according to equation [18]:

Q m c T Tp 2 1$ $= -^ h (1)
 

where Q is thermal power of heat source [kW], m is mass flow of 
heat transfer medium at the inlet and outlet [kg.s-1], c

p
 is specific 

heat capacity of heat transfer medium [J.kg-1.K-1]. Specific heat 
capacity is dependent on the temperature of the heat transfer 
medium; T

1
 is temperature of heat transfer medium at the outlet of 

heat source [K] and T
2
 is temperature of heat transfer medium at 

the inlet of heat source [K]. During the determination of thermal 
power it was necessary to maintain the set temperature gradient 
by the temperature regulator. The regulating device consists of 
a heat exchanger, two circulation pumps controlled by frequency 
converters, two regulating valves and of control, regulatory and 
safety devices. During the measurements the constant chimney 
draft 12 ± 2 Pa was ensured with a flue fan. The flue fan speed was 
controlled by the frequency converter.

Fig. 1 Experimental device for testing heat sources

2.4. Measurement of emission production

The flue gases pass through the measuring section (Fig. 1) 
which is located in the flue system. In the measuring section 
of the flue gas the temperature measurement in the chimney, 
composition of the flue gases and chimney draft measurements 
were performed. The flue system is joined with an insulated 
flue gas measurement section. The production of CO and NOx 
was determined by the flue gas analyser ABB AO 2020 [19]. 
The device works on the principle of infrared spectroscopy. 
The normalised oxygen concentration (O

2
 standardised) in the 

flue gases from the central heat source has in accordance with 

2. Methods for measuring thermo technical parameters 
of heat sources

2.1. Heat source

An automatic hot water boiler designed to burn wood pellets 
with a nominal heat output of 18 kW with a retort burner is used 
as a heat source. Fuel is supplied from a tightly closed container 
into the combustion chamber using a screw feeder. The air needed 
for combustion is forced through a fan into the intake system in 
the combustion chamber. The combustion of waste products takes 
place near the cast iron rectifier of flue gas. The regulatory control 
system of the boiler allows changing control algorithms where it is 
possible to change the amount of combustion air, operation time 
and standing time of the screw feeder for the fuel supply.

2.2. Used fuel

To minimise measurement mistakes during all the 
experiments, the fuel with the same properties was used. Wood 
pallets made from spruce sawdust without bark were used. The 
fuel was supplied by a company producing 2000 kg of biofuel per 
hour. The analysis of biofuels confirmed that the delivered wood 
pellets meet the specified requirements A1 in compliance with 
STN EN 14961-2 [11]. The pellet diameter was 6 mm and their 
length did not exceed 40 mm. The moisture content determined 
in compliance with STN EN 14774 [12] reached the value of 
9.98%. The ash content determined in compliance with STN EN 
14775 [13] reached the value of 0.452%. Mechanical resistance 
(DU) determined in compliance with STN EN 15210 [14] 
reached the value of 98.67 %. The content of fine particles (F) 
determined in compliance with STN EN 15210 [14] reached the 
value of 0.239 %. The calorific value determined in accordance 
with STN EN 14918 [15] reached the value of 17.58 MJ.kg-1. The 
bulk density determined in accordance with STN EN 15103 [16] 
reached the value of 650 kg.m-3.

2.3. Measurement of thermal power of the heat source

Measurement of the heat source thermal power was performed 
on an experimental device for testing heat sources (Fig. 1) which 
consisted of the experimental heat source, equipment for heat 
consumption or regulation of heat produced by the hot water 
boiler, gaseous emission analyser, particulate matter analyser, 
logger connected with all the measuring devices which recorded 
the values every 20 seconds and a PC for evaluation of the 
measured data.

Thermal power of the heat source is determined in accordance 
with STN EN 303 - 5 [17]. Direct method, so called calorimetric 
method, was used to determine the thermal power of the heat 
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while soldering is done by brazing. Inlet and outlet of heat from 
the heat exchanger is done by heat transfer medium - Thermal 
Glycol mixture with water in 1:1 ratio with solidification point 
-30 °C. Regulation of the fluid temperature was carried out by 
a circulating thermostat Julabo FP40 which was connected 
through the insulated pipe to the heat exchanger. The scheme 
of device for change of combustion air temperature is shown in 
Fig. 2.

Fig. 2 The principle of combustion air heating

3.3. Influence of the relative humidity  
  on combustion air

The relative humidity of combustion air was regulated in the 
polystyrene chamber with the following dimensions 1.5m x 1.0m 
x 1.0m (Fig. 3). Ambient air having a relative humidity 49% and 
temperature of 23°C was fed into the chamber. The water vapour 
was produced in a steam humidifier with the regulation of the 
relative humidity. The chamber was equipped with separating 
walls for more efficient mixing of ambient air with water vapour. 
The relative humidity of the combustion air was measured just 
before accession to the boiler and the examined values were as 
follows: 50%, 60%, 70%, 80%, 90% and 99%. The humidity of air 
progressed according to Mollier h-x diagram isothermally when 
to increase the relative humidity from 49% (at 23 ° C) to 60% 
at a constant temperature, it was necessary to bring 2 g of water 
vapour per 1 kg of air. Combustion air temperature at the inlet to 
the heat source was the same as the temperature at the inlet to the 
polystyrene chamber. 

Settings for the fuel supply and combustion air were the same 
for each measurement (18 seconds feeding, 25 seconds standing 
of the fuel conveyor, the fan was set at 40% of rated speed).

Fig. 3 The principle of combustion air humidification

STN EN 303 - 5 [17] the value of 10 %. The values of emission 
production were calculated based on the oxygen content in the 
flue gas according to the relation:
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where Y is the measured concentration of the emission [mg.m-3],
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 is normalised oxygen concentration [%] and O
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 is the 
average oxygen concentration in the flue gases[%].

3. Methodology for determining the influence  
of various aspects of the thermo - technical 
parameters of the heat source 

3.1. Influence of the amount of combustion air

The tested boiler conception allowed regulating the amount 
of combustion air by the control system of the boiler via the 
fan speed controlled in the range of 10% - 100%. Regulation for 
fuel feeding was set at each measurement at the same value (18 
seconds feeding and 25 seconds waiting time of the screw feeder) 
it means that fuel delivery was the same for all measurements.

The combustion air supplied by a fan in the area of retort 
burner was divided into primary and secondary combustion 
air. The amount of supplied air to the combustion process was 
measured by indirect method through an anemometer which 
measured the air flow velocity at inlet. Based on the velocity and 
flow section, the volume flow was calculated and, consequently, 
the mass flow of combustion air was calculated. Mass flow rate of 
combustion air supplied to the boiler reached the values ranging 
from 45 kg.h-1 (for setting the fan at 10% of rated speed) to 142 
kg.h-1 (for setting the fan at 100% of rated speed).

3.2. Influence of the combustion air temperature

Combustion air temperature change was performed before 
entering the heat source. Combustion air supply was connected 
to the pipe with the heat exchanger which heats or cools supplied 
combustion air. The lowest supplied air temperature was -5°C and 
gradually increased in steps of 5°C to 40°C. Regulation for supply 
air temperature was set during measurement at the same value (18 
seconds feeding and 25 seconds waiting time of the screw feeder, 
the fan was set at 40% of rated speed).

The heat exchanger was located behind the fan in a square 
duct made of steel sheet with service door. The heat exchanger 
was made of copper tubing with corrugated aluminium ribs used 
for better heat transfer. The size of aluminium ribs is 60 x 120 x 
0.5 mm (v x d x h) with regular spacing 5 mm. The heat exchanger 
consists of four separate parts having the length of 170 mm. All 
four parts are connected by copper elbows into a single unit 
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4. Results of experiments

4.1. Amount of combustion air

Table 1 shows the average values of the combustion air mass 
flow, heat output, concentration of CO and NOx depending on 
the setting of the fan speed. The mass flow rate of combustion air 
increased proportionally to the increasing fan speed up to 60% 
of rated speed. The slightest increase in mass flow of the fan was 
recorded in the range of 60% to100% of rated speed. Thermal 
power of the heat source increased with the fan speed to the value 
of 40%, subsequently it declined. The highest CO production was 
recorded at 10% of the fan speed which was caused by low excess 
air or incomplete combustion due to insufficient supply of oxygen 
to the flame.

The lowest CO concentrations were registered at the value of 
20% and with the increasing amount of combustion air the CO 
formation increased as well. The NOx concentration was lowest 
in the minimum amount of combustion air, given by the small 
amount of nitrogen supplied to air and due to a lower temperature 
in the flame [21]. For other speeds the formation of NOx did not 
change much.

4.2. The temperature of combustion air

Table 2 shows the average values of heat power, concentration 
of CO and NOx depending on the temperature of combustion air. 
The boiler thermal power increased with the rising combustion 
air temperature due to the supply of certain energy into the 
warmer air. The CO concentration  decreased with the increasing 
combustion air temperature due to a higher temperature in the 
combustion chamber and burning of CO to CO

2
. The lowest 

NOx concentration was recorded at the lowest temperature of 
the combustion air; as the temperature raised the NOx formation 
increased. This was caused by high flame temperature when more 
NOx was formed [21 and 22].

3.4. Effect of fuel moisture

In this section we investigated the influence of fuel humidity 
on thermo-technical parameters of the heat source; we did it 
by changing the humidity of fuel (wood pellets). Wood pellets 
with an initial moisture content of 9.98% were subsequently 
dried to a humidity of 0% and 5%; gradually adding water, the 
sample moisture content reached 10%, 15%, 20%, 25% and 30%. 
The individual samples were tested in automatic boilers for 
combustion of wood pellets in the same regulation setting of the 
boiler; fuel supply (18 seconds feeding, 25 seconds standing of the 
fuel conveyor) and supply of combustion air (fan was set at 40% of 
rated speed) remained the same during each measurement.

3.5. Influence of fuel feeding

Control of the heat output of small automatic heat sources 
was done by changing the time of both fuel feeding and 
combustion of supplied fuel. The recommended setting of fuel 
supply and combustion time is in many cases based on experience 
of manufacturers or on measurements of nominal and minimum 
performance of boiler during testing [20].The user of the heat 
source has available variety of feeding and combustion time 
settings.

The tested automatic hot water boiler for burning wood pellets 
allows changing the operating time and the time of standing of the 
screw feeder for fuel supply. In the framework of the research three 
types of comparative measurements were carried out to determine 
the influence of fuel supply on thermo-technical parameters of 
the heat source. The first series of measurements was carried 
out at a constant time standing at 25 seconds and following time 
of fuel supply 18, 15, 12 and 9 seconds. The second series of 
measurements was carried out at a constant fuel supply of the 
18 seconds and the standing times of 25, 28, 31 and 34 seconds. 
The third series of measurements was carried out at a constant 
time difference of 7 seconds between the time of fuel supply and 
standing time. The settings during the third measurements were as 
follows: 15/22 sec. (standing / supply), 18/25 sec., 20/27 sec. and 
30/37 sec. The supply of combustion air was constant for all the 
measurements (the fan was set at 40% of rated speed).

Average values of combustion air mass flow, heat output, CO and NOx formation depending on the fan setting Table 1

Fan settings 10 % 20 % 30 % 40 % 50 % 60 % 70 % 80 % 90 % 100 %

Mass flow rate [kg.h-1] 45 72 90 108 114 137 139 139 140 142

Thermal power [kW] 14.01 14.92 15.84 17.12 16.91 16.48 16.02 15.48 14.95 14.84

CO concentration [mg.m-3] 9554 351 340 547 1328 1748 1697 1976 3330 3646

NOx concentration [mg.m-3] 94 178 174 173 165 171 177 179 169 170
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zones in the combustion chamber of the furnace with the lack 
of oxygen for total oxidation of the carbon, the instability of the 
temperature conditions in the combustion chamber of the furnace 
and temperature variations in the furnace because of the water 
content of the fuel. A significant decrease in NOx was observed 
with increasing moisture content of fuel due to the flame cooling 
by water contained in the wet fuel. 

4.5. Influence of fuel feeding

Tables 5, 6 and 7 show the average values of thermal power, 
CO and NOx concentrations depending on the setting of fuel 
feeding. The measurements showed that the effect of setting the 
fuel feeding and fuel burning time (standing) had a major impact 
on the performance and emission parameters of the heat source. 
Reducing the time of fuel feeding at constant standing time had 
a linear effect on the heat output. The measurements of boiler at 
operating settings showed that the highest thermal performance 
was achieved in the following setting - 18/25 seconds (feeding/
standing). The highest formation of CO was measured while 
achieving the maximum heat output of the heat source. For 
other settings of the boiler significantly lower concentrations of 
CO were measured. It follows that the nominal power would be 
needed to bring to the furnace higher amount of secondary air 
so as to deflagrate relatively large amounts of CO. The results 
of measuring the NOx concentration indicated that these are 
essentially constant and of relatively low value.

4.3. Relative humidity of combustion air

Table 3 shows the average values of thermal power, CO and 
NOx formation depending on the relative humidity of combustion 
air. Higher humidity of combustion air caused the cooling of 
flame and it resulted in the reduction of thermal power. The 
experimental results also show that CO had a slightly rising trend. 
However, at 99% humidity the concentration of CO was more 
than seven times higher due to a lower flame temperature and 
imperfect combustion (less oxygen at the expense of the water 
vapour). From the results it can be seen that the NOx production 
is slightly decreasing with increasing air humidity caused by the 
cooling of the flame by water contained in the moist air. In the 
case of 99% air humidity the production of NOx decreased by 
more than 20%.

4.4. Effect of fuel moisture

Dependence of the average values of thermal power and 
emissions on fuel moisture is shown in Table 4. As expected, the 
boiler capacity decreased significantly with increasing moisture 
content of fuel due to a lower amount of flammable products in 
the humid fuel. In this case some energy was used to evaporate 
water during combustion. Table 3 shows that the CO production 
had increasing character with increasing moisture content of 
fuel. CO concentrations were16times higher at 30% moisture 
content of fuel compared to the combustion of dry fuel. This 
was due to imperfect mixing of fuel with an oxidant, creating 

Average values of heat output, CO and NOx formation depending on the combustion air temperature Table 2

Combustion air temperature -5 °C 0 °C 5 °C 10 °C 15 °C 20 °C 25 °C 30 °C 35 °C 40 °C

Thermal power [kW] 16.92 17.02 17.41 17.56 17.73 17.91 18.06 18.14 18.21 18.39

CO concentration [mg.m-3] 468 537 511 487 479 421 436 396 409 378

NOx concentration [mg.m-3] 154 159 158 164 173 171 178 181 183 187

Average values of heat output, CO and NOx formation depending on the combustion air humidity Table 3

Combustion air humidity 49 % 50 % 60 % 70 % 80 % 90 % 99 %

Thermal power [kW] 16.91 16.90 16.8 16.6 16.5 16.4 16.2

CO concentration [mg.m-3] 470 471 474 538 572 585 3381

NOx concentration [mg.m-3] 320 319 317 315 312 309 252

Average values of heat output, CO and NOx formation depending on the fuel moisture  Table 4

Fuel moisture 0 % 5 % 10 % 15 % 20 % 25 % 30 %

Thermal power [kW] 19.21 18.08 17.28 15.95 12.36 9.74 7.99

CO concentration [mg.m-3] 268 322 355 784 1372 1978 4299

NOx concentration [mg.m-3] 207 199 181 173 154 119 97
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Fig. 4 Graph of thermal power dependence on different aspects 
(area A shows standard conditions of biomass combustion) 

The amount of combustion air and its properties also have 
relatively significant effect on the combustion process. For optimal 
combustion of biomass it is necessary to ensure appropriate excess 
air given by the combustion stoichiometry (the lowest relative 
humidity and the highest temperature of combustion air). Area 
A (Fig. 4) indicates the optimal combustion conditions of the 
tested boiler when it is possible to achieve the ideal combination 
of high thermal power, low emission formation of commercially 
available fuel (wood pellets have a normal humidity around 10%) 
and air (combustion air temperature is normally about 15 - 20 ° C 
and relative humidity of about 40-60%). Based on the measured 
results we can conclude that the combustion process is influenced 
by many factors. For achieving the highest combustion efficiency 
with the lowest impact on the environment it is necessary to 
operate the heat source at optimal parameters.
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Average values of heat output, CO and NOx formation 
depending on the fuel supply Table 5

Fuel supply 18/25 s 15/25 s 12/25 s 9/25 s

Thermal power [kW] 17.93 15.42 11.91 9.24

CO concentration [mg.m-3] 451 327 242 287

NOx concentration [mg.m-3] 164 176 168 164

 Table 6

Fuel supply 18/25 s 18/28 s 18/31 s 18/34 s

Thermal power [kW] 17.93 15.63 13.74 12.03

CO concentration [mg.m-3] 451 283 224 235

NOx concentration [mg.m-3] 164 171 172 169

Table 7

Fuel supply 15/22 s 18/25 s 20/27 s 30/37 s

Thermal power [kW] 15.54 17.93 15.87 14.26

CO concentration [mg.m-3] 356 451 398 411

NOx concentration [mg.m-3] 183 164 181 184

5. Conclusion

The results of experiments pointed out the fact that the 
combustion process can influence many aspects. Measurements 
show that these aspects affect the thermal performance of the 
heat source and the formation of CO and NOx. The obtained 
results (Fig. 4) show that the humidity of fuel has the highest 
impact on the combustion process. This factor significantly 
decreases the thermal power of the boiler and considerably 
increases the production of CO. 
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1.  Introduction

High grade pipeline steels are manufactured by using thermo-
mechanical controlled rolling after which the product gains 
superior characteristics by controlling the deformation and 
the temperature of deformation during the hot rolling process. 
Thanks to the effect of plastic deformation above and below the 
recrystallization stop temperatures a fine grained microstructure 
is created with improved mechanical properties such as toughness 
and yield strength (Table 1) [1 and 2].

Typical microstructure of hot rolled low alloy steel is illustrated 
in Fig. 1. It can be seen that the microstructure consists of planner 
patches of pearlite parallel to the rolling plane. Microstructural 
banding is often more pronounced in sections containing the 
rolling direction than in those containing the transverse direction 
[1]. 

These patches of pearlite are produced by homogenization 
of carbon during cooling through the austenite phase field. 
However, there are gentle variations which occur with the content 
of  manganese, as  carbon maintains a uniform chemical potential 
in the austenite. Manganese lowers the activity of carbon and 
hence the regions which are rich in manganese are associated with 
somewhat higher carbon concentration (Fig. 2) [1]. 

If the region contains relatively large sulphur concentrations, 
manganese sulphides then precipitate in the regions containing 
a large average concentration of manganese. As a consequence, 
manganese is bound in the sulphide which is surrounded by 
a manganese depleted zone where ferrite forms. The ferrite 
partitions carbon into the adjacent zones which have low average 
concentration of manganesethat transforms into pearlite. The 
position of ferrite bands is thus shifted into locations where the 
average Mn concentration is large, but where the Mn is tied up as 
sulphides (Fig. 3) [1 and 3].

INFLUENCE OF MECHANICAL ANISOTROPY IN LOW CARBON 
MICROALLOYED STEEL
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API specifications for X65 pipeline steel  Table 1

Grade C Mn P S Nb V

X65 ≤ 0.26 ≤ 1.46 ≤ 0.04 ≤ 0.05 ≥ 0.005 ≥ 0.005

Grade EUL (MPa) UTS (MPa) Y/T Ratio

X65 ≥ 448 ≥ 530 ≤ 0.90
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Fig. 3 Illustration of mechanism banding where steel contains 
substantial quantities of manganese sulphides [1]

2.  Influence of anisotropy on mechanical properties

The orientation dependence of toughness is a well-known 
phenomenon for hot-rolled steels in general. There are three 
particular factors which influence mechanical properties of hot 
rolled steels:
• non-uniform distribution in the size and shape of inclusions,
• microstructural anisotropy due to chemical segregation with 

banding,
• elongated grain structure.

Inclusions influence anisotropy because they are often 
associated with the initial solidification process and any 
solidification inducted chemical segregation. Others may 
participate in the austenite at high temperatures prior to the hot 
deformation that the cast steel is subjected to. Common inclusions 
include the manganese sulphides, silicates and alumina and 
combinations of oxides depending on the particular steelmaking 
route; the hot deformation needed to shape the steel has the 
effect of orienting these phases along the principal plastic strain 
directions (Fig. 4). Some phases such as manganese sulphides 
and silicate can deform along with the steel and hence become 
elongated, whereas others fragment and form stringers along 
these same directions. The inclusions can, as a consequence, lead 
to a variety of anisotropies, particularly with respect to tensile 
elongation, bend properties, fracture mode and fracture toughness 
[1, 4, 5, 3, 6, 7, 8 and 9].

Nonmetallic inclusion like MnS influence properties by 
nucleating cleavage or voids. It is often that the inclusions serve 
to concentrate stress so that adjacent and more brittle cementite 
particles can initiate cleavage (Fig. 5) [1, 2 and 3]. 

 

Fig. 1 Typical microstructure of hot rolled steel, in this case grade X70

Fig. 2 Illustration of mechanism banding where locations with higher 
concentration of manganese become pearlite bands [1]
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3.  Experimental part

The material for testing was a pipe made from hot rolled 
microalloyed steed X65 whose chemical composition is shown in 
Table 2. This type of pipeline steel permits fluids to be transmitted 
at higher pressures with vital toughness and tensile properties, 
amongst other factors especially in ensuring susceptibility due to 
hydrogen inducted cracking (HIC) which is caused by hydrogen 
sulphide gas.

The samples for impact testing were cut from the pipe 
as shown in Fig. 6. The set of samples marked by letter 
A represent the transverse orientation to the rolling direction 
(elongated grains) and set of samples marked by letter B represent 
longitudinal orientation that means parallel to the direction of 
rolling. One set contained three machined samples. The testing 
temperature was -45°C. Measured values are recorded in Table 2 
and graphically illustrated in Fig. 7.  

Fig. 6 Illustration of CVN sample orientation  
in the experimental material 

This is because inclusions like MnS can lose cohesion with 
the matrix before the onset of cleavage. The tip of elongated 
inclusion provides the greatest stress concentration so loading 
normal to the plane of the inclusion leads to poor toughness in 
contrast to the case where the principal lading is parallel to the 
long axis when the stress concentration due to decohesion is of 
minor importance. This leads to anisotropy of toughness [1 and 
10].

Fig. 5 Broken tensile specimen of X65 pipeline steel where the cleavage 
is initiated by nonmetallic inclusions

Fig. 4 Low carbon microalloyed steel consisting of ferritic grains, pearlite bands and flattened MnS (black arrows)  
and mixed oxide MnS (white arrows) [1]

Chemical composition of tested X65 pipeline steel  Table 2

C Si Mn P S Co Ni Cr Mo V Nb Ti B*

0.07 0.25 1.39 0.013 0.001 0.01 0.01 0.04 0.01 0.05 0.05 0.01 <1

* x. 1000
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A3 Transverse

B1 Longitudinal

B2 Longitudinal

B3 Longitudinal

 

Fig. 7 Graphical illustration of measured values from impact testing

4. Conclusion

The purpose of this contribution was to find out how big the 
influence of chemical segregation and inclusions on toughness of 
examined X65 pipeline steel is. From the measured values (Table 
3) it is possible to suggest that the toughness is higher parallel 
to rolling direction than in the transverse direction. The next 
phenomena which can be observed are splits on broken surfaces 
of the CVN specimens (Fig. 8) and tensile specimen (Fig. 5). 

A1 Transverse

A2 Transverse

Measured values from impact testing   Table 3

Specimen size 
(mm)

Specimen 
orientation

Temp. 
(°C)

Specimen markings Absorbed energy (J) Average absorbed energy 
(J)

55 x 10 x 10 Transverse -45 A1 A2 A3 217.0 235.7 222.3 225

55 x 10 x 10 Longitudinal -45 B1 B2 B3 245.6 247.0 273.0 255

Fig. 8. Broken samples from Charpy impact testing
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100x

400x
Fig. 10 Microstructural bandings in the longitudinal orientation  

of elongated grains, Nital 2%

To mineralize the forming of these patches, manufacturers 
are trying to decrease the amount of phosphorus and sulphur to 
minimum. Also new methods of hot rolling (cross rolling) were 
developed to control the shape of the inclusions in combination 
with adding elements like zirconium, cerium and titanium. 
Thanks to these methods the anisotropy is reduced to the point 
that the thermo-mechanically rolled steels like grade X65 can 
meet the safety requirements. 
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These splits can be caused by elongated inclusions such as 
manganese sulphides or by delamination. Due to the fact that the 
examined steel contains a little amount of sulphur (0.001%) it 
can be assumed that the main cause of splitting is delamination. 
Delamination is caused by the presence of microstructural 
banding with variations in crystallography between adjacent 
bands. As we can see in Figs. 9 and 10 these bands are located 
in the longitudinal and transverse direction of the examined steel. 
The difference is that the bands in the transverse orientation 
are more discontinuous than in the longitudinal direction. This 
is because the bands are more elongated with the grains in the 
process of hot rolling.  

100x 

400x
Fig. 9 Microstructural bandings in the transverse orientation  

of elongated grains, Nital 2%
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1. Introduction

In modern development process of rail vehicle computer 
aided simulations are employed. In this way costly experiments 
and prototypes can be reduced. Production of a rail vehicle 
is composed of several phases. There is a design phase, 
a development and optimisation phase, production of a rail 
vehicle, verification and validation of a rail vehicle and, in the 
end, commissioning of a rail vehicle. At this time computer 
software allows to perform complex simulations. Thus, shorter 
development periods and rising requirements like durability, 
efficiency or mass reduction demand precise simulations, which 
intensify the usage of lightweight structures.

2. Principles of rail vehicle multibody system with  
a flexible body

The need for more accurate models of a rail vehicle to describe 
the complex behaviour of flexible systems experiencing large 
motion while undergoing small elastic deformations motivated 
the development of many powerful analysis techniques. The most 
popular formulations use time-variant mass matrices to describe 
the inertia coupling between the rigid body motion and the elastic 
deformation [1].

To describe the dynamic behaviour of a rail vehicle mechanical 
system which undergoes large nonlinear working motions the 

multibody system (MBS) approach is often most useful [2]. 
A classic MBS of a rail vehicle consists of rigid elements which 
are connected by ideal joints, coupling elements [3], contact 
elements [4 and 5] and force elements. The phenomena of the 
wheel/rail contact [6] significantly influence the rail vehicle 
properties and wheel/rail contact stress evaluation [7 and 8].

For applications in the field of rail vehicle analysis where 
the deformation of the bodies cannot be neglected, the method 
of flexible multibody systems has to be applied. In the flexible 
multibody system of a rail vehicle the approach is extended by 
flexible bodies.

The application of flexible bodies into the rail vehicle 
multibody system with the help of the finite element method 
introduces a large number of flexible degrees of freedom into the 
rail vehicle model. The reduction of the linear flexible degrees 
of freedom is the principal step for an efficient simulation of 
a flexible multibody system of a rail vehicle [9].

2.1 Foundations of flexible multibody dynamics

For the kinematic description of the motion of flexible bodies 
that are subjected to large displacements several methods are 
used. Among these methods are, for example, the floating frame 
of reference, convected coordinate system, finite segment method 
and large rotation vector. Large deformation problems in flexible 
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Fig. 2 Procedure of the rail vehicle multibody modelling and simulation 
with flexible bodies

This describes on the one hand the modelling of multibody 
dynamics and on the other hand the modelling of flexibility 
of selected bodies. Combination of these ways establishes the 
flexible multibody system.

3. Modelling of the multibody system of rail vehicle 
with flexible bodies

The Finite Element Method (FEM) is one of the most 
commonly used tools for the flexibility description [12 and 13]. It 
is an approximation and discretisation method for field problems 
formulated for differential equations. In structural dynamics the 
displacement field of a continuum is approximated by the Ritz 
approach and d’Alambert’s principle to get the equation of motion 
of a finite element model. The linear elastic deformation ,u R t^ h 
and ,R tpj ^ h are specified by the Ritz approach [11]

, , ,u R t R q t R t R q te e$ $jU W= =^ ^ ^ ^ ^ ^h h h h h h, (2)

multibody system can be efficiently solved using the absolute nodal 
coordinate formulation [10].

In the absolute nodal coordinate formulation, neither 
infinitesimal nor finite rotations are used as the element 
coordinates. The locations and deformations of the material 
points on the finite element are defined in the global coordinate 
system using the element shape function and nodal coordinates 
(Fig. 1).

Fig. 1 Representation of the flexible body kinematics

The floating frame of reference formulation is currently the 
most widely used method in the computer simulation of flexible 
multibody systems [10 and 11]. It is used for the systems where 
the elastic deformation is small compared to the rigid body 
motion. The basic idea is to separate the motion of the body 
into a large nonlinear motion of the reference frame and a small 
linear elastic deformation with respect to the reference frame. 
The motion of a particular point P on the flexible body Bi is 
represented by the vector r

p
(t) (Fig. 1).  A flexible body can be 

e.g. the bogie frame, the body of wagon or rail etc. Using the 
floating frame of reference formulation, the position vector r

p
(t) 

of the point is separated into a usually non-linear motion r
i 
(t) of 

the reference frame  and a superposed linear elastic deformation  
u

p
(t) = u(R

iP 
,t) with respect to the reference frame [11]

r t r t R u tp i iP p= + +^ ^ ^h h h, (1)
 

see Fig. 1. The vector R
iP
 corresponds to the position of the point 

P in the undeformed state.
A similar approach concerning the orientation of the 

coordinate system at point P leads to the small rotational motion  
,t R tP P iPj j=^ ^h h by elastic deformation. Once deformation 

disappeared, this kinematic formulation leads to exact modelling 
the rigid body dynamics of a rail vehicle. When this formulation is 
used, the modelling of a flexible multibody system of a rail vehicle 
can be divided into two parts (Fig. 2) [11].
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approximated in a subspace Vs  of smaller dimension n N1  
by the reduced displacement vector q Re

n 1! #u

q V qe e$. u . (8)

This subspace Vs  is described by the projection matrix 
V RN n! # . The use of this relation in FEM equations of 
motion (5) and (6)  leads to an over-determined system and  
leaves a residuum because the exact solution qe  is generally not 
an element of the subspace Vs . To obtain a unique solution 
the residual should be orthogonal on a second subspace Ws  
represented by W RN n! # . The orthogonality conditions or 
Petro-Galerkin conditions result in the reduced FE equations

M q D q K q B ue e e e e e e e$ $ $ $+ + =u up u uo u u u , (9) 

with the reduced matrices :M W M Ve
T

e$ $=u ,   
: W M VDe

T
e$ $=u , : W VK K Re

T
e

n n$ $ != #u   
and : WB B Re

T
e

n p$ != #u , : VC C Re e
nr$ != #u .

The projection is called orthogonal if the subspaces are 
identical V W=  and oblique otherwise. This procedure leads to 
the reduced equations of motions of one flexible body:

M

W M

M

M

V q

q K q D q
h

W h

0r
i

T
er
i

er
i

e
i

r
i

e
i

e e e e

r
i

T
e
i

$
$

$ $ $
+

+
=u

p

up u u u uo
; > ; ;E H E E. (10)

A task of different reduction techniques is to find the 
projection matrices V and W.

4. Approach for the reduction of rail vehicle parts

For the simulation of the rail vehicle multibody system with 
flexible bodies some preprocessing steps for obtaining a reduced 
flexible body are necessary. It is possible to make in FEM 
software, for example in Ansys [14 and 15]. Ansys software allows 
engineers to construct computer models or structures, machine 
components or system, apply operating loads and other design 
criteria and study physical responses [16 and 17]. This software 
also allows to reduce flexible bodies for import into MBS software.

The general process to integrate flexible bodies into the rail 
vehicle multibody system consists of several operations:
• setting up the finite element model,
• integrating the finite element model into the MBS software,
• setting up the MBS model of the rail vehicle.

It is needed to reduce the size (number of freedom) of FEM 
model before working with the MBS interface. For this it is 
needed to perform several operations:
• define the interface nodes. The MBS interacts with the FEM 

superelement on these nodes.
• connect the interface nodes with structure. In Ansys it is 

recommended to use the following elements types:

where q te ^ h refers to the nodal displacements of a finite element 
model and RU^ h and RW^ h are the elastic shape functions [9]. 
This results in the equation of motion of a flexible body

M q t K q t he e e e e$ $+ =p ^ ^h h , (3)
 

as formulated in [9]. The matrices Me  and Ke  are the mass and 
stiffness matrices of the flexible structure and have the following 
characteristics if the system is constrained sufficiently to avoid 
rigid body motion

,M M K0 0e e
T

e
T2 2= , (4)

The generalised surface and volume forces are summarised 
in the force vector he . To consider the dissipative effects an 
additional damping matrix De  is often introduced and can be 
approximated, e.g. by viscous damping (Rayleigh damping):

D M Ke e ea b= + ,  (5)
 

with the proportional factors ,0 R# !a b . The need for high 
precision and complex geometries often leads to a fine spatial 
discretisation. Mathematically the flexible bodies are described by 
a large set of linear ordinary differential equations, whose solution 
increases the computational effort of the simulation. Linear model 
reduction is a decisive component to efficient simulation. To get 
a representation used for some model reduction techniques the 
forces acting on the finite element structure are described by the 
time dependent excitation u te ^ h and the input or control matrix 
B Re

N p! # . This matrix captures the spatial distribution of the 
boundary and coupling conditions. Further on, the output or 
observation matrix C Re

r N! #  is introduced for the calculation 
of the interesting displacements y t^ h. In this case, equations of 
motion of a single flexible body can be formulated as a linear time-
invariant second order multi input multi output system:

M q t D q t K q t B u te e e e e e e e$ $ $ $+ + =p o^ ^ ^ ^h h h h, (6)

y t C q te e$=^ ^h h. (7)

Due to increasing demands on the characteristics of technical 
products and their simulation, the requirements on the calculation 
accuracy and the calculation time are often extremely high. 
On the bottom line this trend means that the dimension of the 
equation of motion rises and the time to run the simulation 
should be as quick as possible. Such problems particularly require 
an adequate model order reduction to decrease the number of 
equations and keep the significant characteristics of the system. 
Using the floating frame of reference formulation and the linear 
model order reduction via projection of equation of motion (3), 
(5), (6) (see [9 and 11]) can be used. Therefore, the large number 
of degrees of freedom of the flexible coordinates q Re

N 1! #  are 
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Once the FEM model of a part of the rail vehicle is reduced, 
the input files generation for MBS software is required. The file 
with the flexible body input data is necessary for including flexible 
bodies in the MBS software. After loading the file with the FEM 
input data into the MBS software it is possible to define the 
interaction between flexible body and MBS system by using joints, 
constraints or force elements which apply loads to the flexible 
body. The flexible body deformation is caused by these loads [15].

 For the needs of a rail vehicle simulation the FEM model 
of a bogie frame of a freight wagon was created. This is the most 
commonly used bogie in the Central and Eastern Europe – the 
Y25 bogie [19, 20 and 21].

4.1 Reduction of the bogie frame

In this section the procedure of preparation of the flexible 
model of the bogie frame is described. 

The CAD model of the bogie frame was imported into the 
FEM software. For the preparation of the FEM data the software 

• rigid body element – interface nodes have independent 
DOFs, coupling nodes on the FE structure have 
dependent degrees of freedom, dependent nodes perform 
rigid body motion only and independent node (interface 
node) defines this rigid body motion. Element types 
of rigid body elements for Ansys FEM code are CE, 
CERIG, MPC184 and RBE 2.

• force distributing constraints – interface node has 
dependent DOFs, coupling nodes on the FE structure 
have independent DOFs, motion at the interface node 
is the weighted average of the motion of the coupling 
nodes, forces and moments at the reference node are 
distributed either as forces or moments at the coupling 
nodes. Element types of force distributing constraints for 
Ansys FEM code are TARGE 170+CONTA173, TARGE 
170+CONTA174.

• define the coupling nodes as retained nodes,
• define the retained DOFs. This step is important in the reduction 

process for yielding accurate superelement matrices [18].

Fig. 3 FEM model of the bogie frame with interface nodes (INode)

Fig. 4 Interface node (INode) on the friction surface (left) and constraint equations (right)
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simulation allows better optimization of rail vehicles design as 
well as prevention of potential problems during their long-term 
operation.

Acknowledgements
This paper was created during the processing of the project 

No. APVV-0842-11: “Equivalent railway operation load simulator 
on the roller rig”. The work is also supported by the Scientific 
Grant Agency of the Ministry of Education of the Slovak Republic 
and the Slovak Academy of Sciences in project No. 1/0347/12: 
“Railway wheel tread profile wear research under the rail vehicle 
in operation conditions simulation on the test bench”, project 
No. 1/0383/12: “The rail vehicle running properties research with 
the help of a computer simulation” and No. 1/1098/11: “Stress 
Distribution in a Braked Railway Wheel”.

This contribution is the result of the project implementation: 
”Development of two types of freight wagons with bogies 
for non-standard wheelbase or track wheelset, complying with 
the criteria for interoperability, Environmental Issues, safety 
and reliability“, ITMS code 26220220070, supported by the 
Operational Programme Research and Development.
”We support research activities in Slovakia / Project is co-financed from 
EU sources.”

Ansys was used. In Ansys the FEM mesh and simulation of 
flexible body behaviour were performed [14 and 22]. For interface 
nodes the rigid body element was used. Interface nodes were 
defined in locations of joints, constraints and force elements (Fig. 
3). In Fig. 3 interface nodes on the bogie frame created by using 
rigid elements are shown.

In Fig. 4 the example of interface node (INode) and relevant 
constraint equations created on the friction surface of the axle 
guide are shown. In this interface node friction forces between 
the bogie frame and the axlebox in the multibody system of the 
freight wagon are defined.

In the future research this FEM model of a bogie frame of 
a freight wagon will be used for importing into the MBS model 
of a freight wagon. After creation of the rail vehicle multibody 
system with flexible bodies analyses will be performed. These 
analyses will allow the better assessment of the freight wagon ride 
properties. It will be needed to consider that the freight wagon 
most commonly consists of two bogies.  The created FEM model 
of a bogie will require much bigger computer capacity and will 
extend the computational time significantly.

5. Conclusion

The computer simulation is nowadays an integral part of 
the development process of rail vehicles. The flexible multibody 
dynamics is the field that encompasses several subjects such 
as rigid body dynamics, continuum mechanics, finite element 
method, numerical and computer method. Multibody simulations 
with flexible bodies enable more detailed analyses of a rail 
vehicle behaviour. The inclusion of the flexible body into MBS 
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1.  Introduction

If spherical bodies in contact have much different 
curvatures at least in one direction, like it is in roller bearings, 
the contact area is very small and under normal loading the 
contact pressure may occur in order of several thousand N/
mm2. The contact area can be small in both contact surface 
directions (called point contact) or in one direction only, 
when the difference of the curvatures in the other direction is 
small (called line contact).

The distribution of the externally applied load over the 
individual rolling elements and also the distribution of the 
contact pressure in the element contact area are important 
parameters, which influence the static and dynamic bearing 
capacity and life of the structural parts in contact. The 
elastic deformation of the adjacent components and the local 
deformation of the rolling elements and raceways at their 
contact area are decisive parameters for the distribution of 
the contact pressure. The very localised deformations and 
pressures in the flexible structure components make the 
problem high non-linear and the accurate analysis is necessary 
in order to obtain reliable results for the design of the whole 
bearing form and arrangements.

The detail distribution of the load over the individual 
rolling elements and the pressure distribution in the contact 
area of each element require very fine element mesh [1], 
high performance computers and effective software for the 
numerical modelling of the problem. The pressure distribution 
between the elements and the raceways follows the Hertz 
distribution approximation in the elliptic form only at the 
lower load levels. 

Many authors [2 - 7] gave the analytic expressions for 
calculation of stress and displacement fields for contact 
problems of bodies of revolution using Hertz solution obtained 
from a half plane for 2D and for a half space for 3D problems. 
The analytic improvement for inclusion of frictional or tractive 
loads (Smith-Liu equations) was given in [8].

Several authors (e. g. [9 - 11] used the Hertz solution, or 
more general Boussinesq solution (giving the displacements 
and stresses in a half space loaded by a concentrated force in 
the surface plane) to solve the contact problem of two bodies 
of rotation more generally.

The aim of the paper is to define an effective model for 
accurate enough stress and deformation analysis of the multi-
body contact of the spherical parts of structure by the use 
of small number of large FE (finite elements) by effective 
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2.  Local solution

2.1 2D problems

All real contacts are three-dimensional (3D), and therefore 
theoretically demand a solution in the 3D theory of elasticity. 
But few solutions exist and where it is feasible to approximate 
the geometry to one or two dimensions, it may be that an 
exact solution thus facilitated is preferable to an approximate 
numerical solution to the exact problem. In this chapter, 
we shall be looking at plane problems. A simple, practical 
problem is the contact of two rollers of the same length. It 
is clear that the central portion is under plane strain, whilst 
ends are under plane stress. A second approximation is that 
the contacting bodies may be considered to be half-planes. 
We will first examine the displacement and stress field in the 
semi-infinite plane (Boussinesq problem) subjected to normal 
force (Fig. 1).

Fig. 1 Force acting on a half-plane

The stress components in terms of Cartesian coordinates 
are
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modelling of both the local displacement and stress fields. 
In such technique the global field is modelled in a classical 
way and the local effects containing large field gradients 
are defined by the Boussinesq solution, which satisfy the 
governing equations in all points of corresponding sub-domain 
and the boundary conditions at least in the local sense.

In the multi-body contact problems the deformation 
characteristics are computed first for some local sub-domain 
and the load distribution over the individual elements is 
modelled using the global model using special roller elements 
containing the non-linear contact stiffness of both the roller 
element and the raceways including the gap for corresponding 
rolling element [12]. 

The infinitesimal displacements are considered in the 
model. Under these assumptions, both the contact area and the 
contact pressure are to be determined from the topology of the 
undeformed bodies in the contact and from the resulting load 
conditions of each pair of contacted surfaces. However, the 
load distribution between the contacting bodies is considered 
to be result of the global analysis of all contacting bodies 
taking into account the non-linear contact stiffness, the finite 
but small rotations and bending and displacement of shafts, 
housing, etc. obtained from the global analysis. 

The stiffness characteristic of the contacting pairs is 
obtained from a local model and it is defined as 1D contact 
pair if the contact surface is determined by the curvatures of 
contacted surfaces and it relates the contact force to normal 
displacements of contacted bodies. On the other side, it is 
defined as 2D contact if the position of the resulting force 
changes along one of the minor axes depending on the 
mutual rotation of contacting bodies and/or, if the curvature 
of contact surfaces changes along this axis. However, in each 
case, it is assumed that the topology of each contact surface 
does not change with the load and the contact element for the 
global model is considered to be 1D with the stiffness obtained 
from the 2D characteristic containing the dependence of the 
resulting force direction. In this way the contact characteristics 
can be obtained from the local model and the complex multi-
body contact can be modelled by large elements, which leads 
to considerable saving of computational time and computer 
memory.

We do not take into account the frictional forces in this 
paper, but their inclusion is simple and straightforward as it 
is known from the referenced literature. The methodology 
used in this approach is not restricted to the contact problems 
of the bodies with curved surfaces, but can be used in some 
modifications to other problems like cracks inside the bodies 
or on their surface, small inclusions and inhomogenities, 
etc., i.e. all problems, in which the local effects cause large 
gradients in the displacement and stress fields.
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Fig. 2 Circular disc loaded by two forces
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where R is radius of the disc and λ and μ are Lame constants 
for the material of the disc. 

Choosing the Hertz distribution of the contact force 
acting in the disc, the stress and displacement fields can be 
computed in a similar way (e.g. by integration of singular 
integrals) as given above for the half-plane.

The analysis of the stress state helps identify the critical 
maximum stresses in the contact region. They reveal vital 
information concerning the surface fatigue mechanism, plastic 
deformations and bearing capacity of the structure. Maximum 
shear stress which is in some depth below the surface and large 
stress gradients in the whole contact surface and sub-surface 
area require very fine mesh when they are to be evaluated with 
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If we consider the stress state induced within a body by an 
arbitrary pressure p(ξ), then the stresses are given by
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where the integrals are evaluated over the loaded area. The 
sign of pressure is defined in accordance with p(x

1
) = σ

22 
(x

1
) 

and hence contact pressures will always be negative.
Similarly, expressions for the displacements can be found.
The contact problem of two cylinders pressed together 

with their axis parallel is a two dimensional equivalent of 
Hertzian contact. The following considerations apply:
1. The load is sufficiently small for the contact patch, of width 

2a, to be small in comparison with both R
1
 and R

2
, which are 

the radii of curvature of the cylinders. This means that the 
assumption that the contacted bodies can be approximated 
by half-planes remains valid.

2. No surface shear tractions must arise, that is, both bodies 
have the same elastic constants, or the coefficient of friction 
must vanish.
This enables the relative normal approach of particles 

within the contact to be approximated by a parabola and gives 
an elliptic contact pressure distribution

/p x p x a11 0 1
2

=- -^ ^h h , (5)
 

where p
0 
 is its peak value in the middle of the contact patch. 

The integrals are singular with the singularity in the surface 
point x

2
 = 0, x

1
 = ξ. So, appropriate technique has to be used 

for their evaluation as it is known from the Boundary Integral 
Equation Method (Boundary Element Method) [13].

Muskhelishvili [14] gives a solution for a circular disc 
loaded by two equilibrated forces (Fig. 2). 
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Similarly, the stresses for a concentrated tangential force 
[15], , ,P 1 2a =a ^ h, are      
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and the displacements
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The total stress and displacement fields for distributed 
load over the elliptical area on the half space boundaries are 
obtainable by integration over the area in two ways: using the 
cylindrical coordinates r, φ and x

3
, or, using the cartesian 

coordinates. 
If, in the first case, the cartesian coordinates are chosen so 

that the main axes of the contact ellipse will be identical with 
the axes x

1
 and x

2
 and the half axes of the ellipse are a and b, 

respectively. Then r and φ are defined as

/
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The numerical integration is performed using the Gauss 
quadrature rule for the r coordinate and by the equidistributed 
quadrature points in the circumferential direction, φ.

In the second case, the Gaussian quadrature rule is used 
for both x

1
 and x

2
 coordinate directions, using constant Gauss 

coordinate along the longer axis and variable integration limits 
in the second direction.

No equivalent closed solutions are available for 3D rolling 
elements like that for 2D cylinder given in the previous section.

required accuracy using classical numerical models like FEM 
or BEM. 

Accuracy of the displacement analysis is responsible for 
the correct computation of load distribution on the rolling 
elements in the multi-body contact problems like rolling 
bearings.

2.2  3D problems

We will suppose infinitesimal elastic deformation of the 
bodies in contact. It means that contact pressure will be 
determined from mutual position of the contact surfaces 
assumed to be rigid in their local position. However, the 
local position of the contact surfaces is supposed to be 
determined by the total deformation of the complex system 
of elastic bodies, i.e. by bending of shafts, elastic deformation 
of housing, etc. The pressure distribution is then defined by 
the form of penetration of the surfaces and by the total force 
acting in the corresponding pair of contacting bodies. It means 
that the problem is non-linear and has to be solved iteratively.

We will call the 3D contact to be a point contact if the 
curvature of the contact surfaces does not change in the 
contact region. In such case the location of the contact is 
determined from the total deformation of the contact bodies 
as mentioned above and the contact surface is an ellipse. On 
the other side, if the contact surfaces have more general form, 
then we will call the contact to be a line contact. In such case 
the pressure distribution in the circumferential direction is 
defined similarly as it was in the 2D case in eq. (5), but the 
pressure function in longitudinal direction is not a unique 
function and it will depend on both geometry and location 
of resulting contact force for each pair of contacting bodies.

Similarly as in 2D, the basis for the numerical computation 
of the local contact stresses and displacements is the 
Boussinesq problem giving the response to a force acting in 
a point of the boundary of the half space. 

The stresses for the problem of a concentrated normal 
force, P

3
, acting at the origin on the half space, x

3
 ≥ 0, are 

given [15] by 
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and corresponding displacements 
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The equation (14) can be written in matrix form as

Tu Ut fe e b= +  (16)
 

and the last part of equation (15) in the form

Mt pe

e

e

e

=/ / , (17)
 

with summation over all elements.
Setting for tractions from (16) into (17), the following 

resulting system of discretised equations is obtained

M Tu p MU f fU
e

e e b p

e

1 1= + +- -^ ^ hh/ / , (18)
 

or shortly

KU p= . (19)

Stresses of increased accuracy and smooth over the 
hole domain can be obtained from the nodal displacements 
and traction boundary conditions (for the points near or on 
the domain boundaries with prescribed static conditions) 
using T-functions as interpolators (see [19] for details). The 
convergence rate of both displacement and stresses is 4th 
order, when quadratic boundary elements are used in the 
formulation.

As the contact surfaces have mostly rotational shape, 
special sub-domains are used to model this kind of problems. 
The whole integration for obtaining the sub-domain matrices 
is performed over corresponding sub-domain boundaries 
(boundary elements) and so, the contact surfaces are easy to 
design. The contact sub-domain shapes are ring segments for 
the raceways, or full circles for the cylindrical roller elements 
for 2D problems and 3D ring segments and full 3D rolling 
elements for complex 3D problems.

The procedure of obtaining the stiffness characteristics of 
rolling elements in contact is an inverse procedure defined as 
follows:
A. If the contact is 2D, or 3D with constant curvatures: choose 

both, the contact area and the pressure distribution according 
to the Hertz theory on the rolling element and raceways. As 
the problem is linear, the resulting contact force corresponding 
to the contact area is obtained from the penetration of both 
pairs of contact areas in the unloaded (initial) state and 
from the pressure and corresponding deformation of the 
contact surfaces. In this way the deformation characteristic 
is computed for a series of sizes of contact area and 
corresponding resulting contact force. The deformation 
characteristic gives the dependence of resulting contact force 
to the total deformation in direction of the resulting force.

B. If the contact is 3D and the curvature changes in the 
longitudinal direction of the rolling elements (it is often 

3. Sub-domain formulation for the contact region

Very efficient formulation for modelling of displacement 
and stress fields in the contact regions can be obtained using 
Trefftz type reciprocity based elements. Here, the principles 
well known from the basic BEM formulations (see e.g. [16 and 
17]) are used and so, we will give only the basic principles. For 
more details of the formulations used in the models see [18].

Weak formulation of equilibrium equations can be written 
using the principle of weighted residuals as

b u d 0,
*

ji j i iv X+ =
X

^ h# ,                     (13)
 

where σ
ij
 and b

i
 are the stress tensor and body force vector, 

respectively. We can choose the weight functions u
i
* to be 

Trefftz (T-) displacement fields. The T-functions are the 
functions which satisfy all governing equations inside the 
domain and they have to satisfy the homogeneous equilibrium 
equations (with body force absent) of the same body in this 
case.

Applying both the integration per parts and the Gauss 
theorem to this equation two times, the following relation is 
obtained  

t u d t u d b u d* * *
i i i i i iC C X= +

C C X

# ## ,                 (14)
 

where t
i
 are tractions acting on the domain boundaries Γ 

of the domain Ω. This equation expresses the reciprocity of 
works done by two systems of forces, the one without stars 
which is looked for, and another, reference state (for which all, 
displacements, stresses and tractions are known inside and on 
the domain boundaries), denoted by letters with stars. 

The reciprocity equations are well known from the BEM 
formulations where the Kelvin fundamental solutions are 
used for reference state and lead to the singular integral 
equations. Using T-polynomials, or Kelvin solutions with 
the singular points located outside the domain, all integrals 
are regular. However, for more complex problems, the multi-
domain formulation is advantageous because it leads to 
sparse matrices, as it is known from FEM. The displacements 
between the sub-domains are chosen to be compatible and the 
inter-domain equilibrium is satisfied in a weak, integral sense 
as follows
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where Γ

i
, Γ

t
 a Γ

e 
are the inter-domain boundaries, the 

boundaries with prescribed tractions and element (sub-
domain) boundaries respectively and the letters with a bar 
denote the fields with prescribed value.
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for 3D problems. Similarly:
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for 2D problems. 

 
B. Compute the displacements in points y (radius R

i
) inside the 

domain from the boundary displacements and tractions by 
equation (25)
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C. Define patch displacement fields from the nodal displacements 
in a node on the boundary (the point of interest) and in two 
neighbour nodal points on the boundary and one inside the 
domain and from the prescribed boundary tractions in the 
point of interest using (POI) second order T-polynomials with 
local origin of the co-ordinates in the POI.  For such field it is 
simple to find corresponding stresses in the POI. Similarly we 
can proceed, when the stresses in points near the boundary 
are to be obtained, i.e. using the patches of nodal points 
which are closest to the POI.

When the displacement and stress field contain large 
gradients like Hertz contact fields, then the resulting field is 
split into the local part embodying the large gradients and the 
smooth part of corresponding field as

, ,f f f f u tR L S
i ij iv= + =^ h (26)

 
where the indices R, L and S denote the resulting, local 
and smooth part of corresponding field, respectively. The 
local field is described in an auxiliary region which can only 
partially coincide with the real region (Fig. 4). The auxiliary 
region contains the local field solution, whereas the real 
region is solved numerically with prescribed smooth boundary 
conditions and thus, it does not require very fine discretisation.

the shape obtained by the optimised design), or if some 
parts of both the raceway and the rolling elements are 
cylindrical and the resulting load is asymmetric, then we 
can proceed in similar way as in previous case, but we have 
to choose some asymmetric penetration positions (crossing 
longitudinal axes of rolling element and raceway) and to 
obtain the characteristics for several such positions and to 
interpolate between them for the specific conditions. The 
characteristics give dependence of four parameters: (1) the 
resulting force, (2) its position, (3) the total deformation 
and (4) the angle between the axes.
The rolling elements have the shape, which is advantageous 

to be modelled by BEM (small surface to volume ratio). The 
single domain formulation using T-functions is obtained 
directly using equation (14) for this purpose with Boussinesq’s 
or Kelvin’s functions with singularities located outside the 
domain for the weighting functions defining the reciprocal 
states. As we need to compute the stresses on and near the 
boundaries of such domains a very suitable procedure is 
defined as follows:
A. Solve the equation (14) in the form (20) for unknown 

displacements from prescribed tractions in the boundary 
nodes (located in points on the radius R as shown in Fig. 3 for 
2D problem) using the Kelvin’s functions with source points 
y located outside the domain (on radius R

o
):

, ,T y x u x d x U y x t x d xij j ij jC C=
C

^ ^ ^ ^ ^ ^h h h h h h# #  (20)
 

where
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5a: Deformation of the cylinder

5b: u
1
 displacements (in the direction of contact force)

 
5c: u

2
 displacements

Fig. 5 Deformation and stresses in a cylinder under  
Hertz contact conditions

R e a l  r e g i o n

A u x i l ia r y  r e g io n

C o n t a c t  p r e s s u r e  

Fig. 4 Real and auxiliary region

The smooth fields are computed by the models described 
above, i.e. by the equation (19) for the MD formulation, or 
by the equation (20) for the single domain solution. When 
the intensity of the local field is known, then the problem 
can be split into local and smooth part according to (26) and 
solved separately for each of them, whereas in the case when 
its intensity is unknown (e.g. cracks, or other geometrical 
concentrators), then both the local displacements and traction 
boundary conditions have to be included into the formulation. 
As in the last case the local solution satisfies the governing 
equations in strong sense, the accuracy of the solution will 
not be destroyed by the large gradients and the fineness of 
discretisation is dictated by the smooth field part of the 
solution.

3.1 Some numerical results and discussion

The local 2D fields are studied on a cylindrical rolling 
element (Fig. 5). As we can see from Fig. 5, the smooth 
displacement field contributes to the total deformation of the 
cylinder by about the same amount as the local displacements. 
Note that the rolling contact element in the global model 
consists of the total displacement of the roller plus the 
local deformation of the raceways. The local deformation 
of the raceway is to understand the difference of its total 
displacements and the smooth field solution [18]. Figures 
5e and 5f show the isolines of maximum shear stress which 
are responsible for plastic deformation and damage arising in 
some depth below the contact surface. Figure 5f contains the 
extreme region of this field and it is evident that the models 
give good results even in the close vicinity of integrand 
singularities.

The integrals for the evaluation of the displacement and 
stress fields are singular, but Gauss quadrature formulas give 
good accuracy in all important points with except of the points 
on the contact surface where stresses are given by the contact 
pressure distribution. Generally, the stresses in this area are 
computed by the technique (T-polynomial interpolation from 
both the nodal displacements and the boundary tractions) 
described in the previous section.
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The raceways are modelled by the complete ring using 
similar technique as that for cylinders (equidistant integration 
points in circumferential direction), or by a ring segment 
both 2D and 3D problems. Examples of such elements 
deformed by pure bending are shown in Fig. 6 (2 x 5 quadratic 
boundary elements [BE] in circumferential direction and 2 x 
1 BE in radial direction) and Fig. 7 (4 x 5 quadratic BE in 
circumferential direction and 2 x 1 BE in radial direction). 
Each of them defines one sub-domain. The pure bending states 
gave accurate displacements and stresses (with exception of 
truncation errors) and served for testing the accuracy of the 
formulation.

Fig. 6 2D ring segment element

Fig. 7 3D ring segment element

Also more general forms can be used for the investigation 
of the local effects, but the geometry of the raceways should 
be defined as good as possible, e.g. it has to be modelled by 
the rotational surfaces.

The elliptical Hertzian contact can be solved using the 
potential methods of Boussinesq and Cerutti, fully described 

5d: Von Mises stress field

5e: Max. shear stress field 

5f: Max. shear stress field in the contact zone

Fig. 5 Deformation and stresses in a cylinder under  
Hertz contact conditions
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problem of obtaining the stiffness characteristics of the rolling 
elements is defined as an inverse problem, i.e. each body in 
the contact is modelled separately, which further simplifies 
the solution and increases the efficiency of computational 
models. The technique can be extended to more flexible bodies 
in contact when the curvature of the contact surfaces is taken 
into account by an iterative process. Also in such problems 
considerable improvements can be achieved in the rate of 
convergence and computer time and memory requirements 
reductions, because the changes are mostly not large and so 
small number of iteration steps can be expected to achieve the 
convergence, unlike it is by the classical numerical methods 
where many parameters (nodes) are contained in the contact 
area with the contact conditions changing in many of them 
during the iteration process.

Further improvements of the numerical treatment of the 
general 3D contact, as well as the use of presented method 
to other field problems are the aims of our current research. 

Similar technique of the splitting the field containing large 
gradients into the local field with large gradient and another, 
smooth enough field, can be used also for other types of 
problems, e.g. problems with cracks, material inhomogenities, 
inclusions, etc. 
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by Love [20] and the complete solution for normal as well 
as shear tractions is introduced in Hills et al. [5]. Classical 
numerical way of integration by Gauss quadratures gives good 
results for some distance from the contact area, but not in very 
close vicinity of the contact surface.

4.  Conclusions 

We have shown that the contact of the bodies with 
cylindrical surfaces can be very effectively solved when the 
local fields are split out of the solution and the local problem 
is modelled using the Boussinesq half space solution. The 
other field, which is smooth enough, is then modelled by 
large elements. Special T-elements are introduced for the 
modelling of these fields in order to obtain high accuracy of 
the models. The stiffness matrix of the T-elements is obtained 
by integration over the element boundaries, which enables 
to conserve the cylindrical form of the contact surfaces in 
the computational models. This is important for the accurate 
enough definition of rolling contact elements for the multi-
body contact problems like the rolling bearings as described 
in our previous model [15], in which, however, classical FE 
model using fine mesh was used to model the local fields. 

The basic assumption by the modelling of contact problem 
is that the local topology of the contact region is not changed 
by the loading and thus the Hertz theory can be applied for 
each pair of contacting surfaces. Using this assumption, the 
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1. Introduction

The two-linked epicyclic gear train synthesis rests in the all 
possible kinematic structure creation and the selection of its best 
alternative.

The starting point of the calculation is the definition of 
gear ratios in the solved gearbox via selected method. The most 
common method for the ratio calculation is the drive resistance 
method, which generates the minimum gear ratio and the method 
of the maximum velocity, which generates the minimum gear 
ratio [1].

After defining the couple of ratios, the main task of the 
synthesis is to find the optimal kinematic structure of the epicyclic 
gear train via the analytical method using the specific features of 
the kinematic equations of the two-linked planetary gear trains 
[2].

2. Single epicyclic gear kinematic equations

The basic equation, which characterises the epicyclic gear 
train with 3 basic elements (sun gear p, ring gear q and carrier 
r) and which has 2 degrees of freedom (DOF) is so called Willis 
formula

u u1p q v r v~ ~ ~- = -^ h, (1)
 

where: ω
p
 speed of the central wheel p (sun gear),

 ω
l
 speed of the central wheel q (ring gear),

 ω
r
 speed of the carrier r,

 u
v
 fundamental epicyclic gear ratio.

Fig. 1 Single epicyclic gear train with internal geared ring gear  
(Source: authors)

The fundamental epicyclic gear ratio is defined as

u z
z

0v
p

q

q

p
r! ~

~
~= = = , (2) 

 
where:     z

q
 tooth number of the central wheel q,

 z
p
 tooth number of the central wheel p.

The sense of the gear ratio is negative if the central wheel 
q has the internal gearing, which is the case of both of the two-
linked simply epicyclic gear trains solved in this task (Fig. 3).

The Willis equation (1) has specifical properties considering 
the fundamental epicyclic gear ratio u

v
 as negative [3] and [4]:

• it is linear and homogeneous,
• the summary of its constant coefficients is zero: 

u u1 1 0v v- - - =^ h
• the coefficient with the lowest absolute value is 1 and it is 

placed by the speed of the central wheel p,
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Each simple planetary gear (Fig. 1) can produce 6 gear ratios 
dependent on the motion state [7] and [8]. The motion state is 
described by the graphic expression p q

r 0
"

=^ h. The input 
element is placed on the first place (p), the arrow symbol (") is 
expressing the power flow to the output element behind the arrow 
(q), whereby the stopped element (r) is described behind the 
vertical line r 0=^ h. The example of the motion state is matching 
the gear structure in Fig. 2.

The relations i f uAX v= ^ h and u f iv AX= ^ h are shown in 
Tables 1 and 2.

Relations between the gear ratio i
AX

 and the fundamental  
ratio u

v 
Table 1

Motion state i f uAX v= ^ h Motion state i f uAX v= ^ h
p q

r 0
"

=
i uAX v= q p

r 0
"

= i u
1

AX
v

=

p r
q 0

"
=

i u1AX v= - r p
q 0

"
= i u1

1
AX

v
= -

q r
p 0

"
=

i
u
u
1

AX
v

v
=

- qr
p 0

"
=

i u
u
1AX

v

v= -

Relations between fundamental ratio u
v
 and the gear ratio i

AX 
Table 2

Motion state u f iv AX= ^ h Motion state u f iv AX= ^ h
p q

r 0
"

=
i uAX v= q p

r 0
"

=
u i

1
v

AX
=

p r
q 0

"
=

u i1v AX= - r p
q 0

"
= u i

i 1
v

AX

AX=
-

q r
p 0

"
=

u i
1

1v
AX

= - qr
p 0

"
=

u i
i
1v

AX

AX= -

3. Two-linked epicyclic gear kinematic equations

If the number of desired non-direct gear ratios is 2, there are 
4 external elements needed to obtain the desired ratios [9]. The 
structure of such gearbox without connections between external 
and internal element connections is shown in Fig. 3.

Fig. 3. Two-linked epicyclic gear – external and internal elements 
(Source: authors)

• the coefficient with the highest absolute value is |1 - u
v
| and 

it is placed by the speed of the central wheel q,
• the equation is valid for any epicyclic gear with three basic 

elements (p, q, r) with two degrees of freedom.

Every step-gearbox based on epicyclic gears has following 
external elements:
• Input A,
• Output X,
• Braking elements n, which represents the connection of the 

internal gearbox element to the gearbox frame to obtain the 
DOF = 1. The number of braking elements corresponds with 
the number of gear ratios [5] (excluding the ratio i

AX
 = 1 – 

direct drive)
Thus, the preferred ratio is shifted by the activating of the 

proper braking element (n = 1, 2, …).
The gear ratio between the input and output is defined as [6]

iAX
X

A~
~= , (3)

 
where: ω

A
 speed of the input A,

    ω
X
 speed of the output X.

Consider the input A is connected to the central gear p, 
the output X is connected to the central gear q and the stopped 
braking element n is the carrier r (Fig. 2).

Fig. 2 Single epicyclic gear in the basic connection (Source: 
authors)

Then, the fundamental epicyclic gear ratio u
v
 is the same as 

the gear ratio between the input and output of the mechanism i
AX

 
and the Willis formula can be represented also with the help of 
input and output speeds of the epicyclic gearbox and the gear ratio 
between input and output i

AX
 as

i i1A X AX n AX~ ~ ~- = -^ h, (4)

where: ωA
 speed of the input - central wheel p,

  ω
X
 speed of the output - central wheel q,

  ω
n
 speed of the braking element - carrier r,

  i
AX

 desired gear ratio.



49C O M M U N I C A T I O N S    3 / 2 0 1 5   ●

The reciprocal table, which will be used by the synthesis, 
shows the relation between fundamental gear ratio of the simple 
epicyclic gear u

v
 as the function of the general gear ratio i

q
 (Table 

2).

Relations between fundamental ratio u
v
 and the gear ratio i

q 
Table 4

Motion state u f iv q= ^ h Motion state u f iv q= ^ h
p q

r 0
"

=
u iv q= q p

r 0
"

= u i
1

v
q

=

p r
q 0

"
=

u i1v q= - r p
q 0

"
= u i

i 1
v

q

q
=
-

q r
p 0

"
=

u i
1
1v

q
= - qr

p 0
"

=
u i

i
1v

q

q
= -

4. Synthesis of the two-linked epicyclic gear 

The equations in Table 4 can be used by finding the proper 
possibilities of fundamental ratio u

v
 of all possible combinations 

of connections of external elements to internal gear train elements 
(AX1, AX2, A12, X12) using a simple algorithm, which calculates 
all the possible values of u

v
 that satisfy the specified criteria.

The most common criteria are the minimal planet gear 
bearings dimensions criteria ,u 1 3v #-  and the radial gearbox 
dimensions criteria u 4v $- .

The motion state of the mechanism with satisfactory u
v
 value 

defines the connections between the external elements of the 
planetary gear train (A, X, n) and internal planetary elements of 
the planetary gear train (p, q, r).

If two gear ratios have to be achieved, there is two-linked 
epicyclic gear train needed. The calculation of the fundamental 
ratio u

v
 has to be done for every mechanism that is defined by the 

equations (5) and (7). The result of the calculation is the matrix 
with 4*6=24 values of the fundamental epicyclic gear ratios.

The number of the two-linked epicyclic gear trains valid for 
the desired gear ratios varies according to the number of usable 
mechanisms calculated by the equation

! !
!

C n
n

k n k k
n

k = =
-

^ c ^h m h  (8)
 

where: C number of combinations of the n elements taken k times,
    n number of basic and derived mechanism equations
    k number of planetary gear train links

If each of the mechanisms (AX1, AX2, A12, X12) satisfies the 
criteria for fundamental ratio u

v
, there are

! !
!

C 4
4 2 2
4

62 =
-

=^ ^h h  (9)
 

combinations of possible two-linked epicyclic gear trains (AX1-
AX2, AX1-A12, AX1-X12, AX2-A12, AX2-X12, A12-X12).

By the consideration of the upper described assumptions 
defined for single epicyclic gear, two basic equations describing 
the relations among the elements A, X, 1 and 2 respectively can 
be written:

,i i

i i

1

1

A X AX AX

A X AX AX

1 1 1

12 2

~ ~ ~

~ ~ ~

- = -

- = -

^
^

h
h  (5)

These are so called basic equations describing the relations 
between the speeds of the external elements A, X and 1, or A, X 
and 2 considering that the desired gear ratio can be achieved with 
the help of one planetary gear set using the described external 
elements connected to the internal planetary gear elements (p

1
, 

q
1
, r

1
, p

2
, q

2
, r

2
) in so far unknown structure [10].

The other two so called derived equations can be obtained 
using the two basic equations (5). The product of this mathematical 
notation is the relations between the elements A, 1 and 2, or X, 
1 and 2 respectively. The equations can be written in the form of

,i
i

i
i

i i i i

1 1

1 1
AX

A AX

AX

A AX

AX AX AX X AXX

1

1

2

2

2 2

1 1 1 2 2

1~ ~ ~ ~

~ ~ ~ ~

- -
=

- -

- - - =- - -

^
^

^
^

h
h

h
h

 (6)

After mathematical modification of the derived equations (6), 
they can be written as

,i i

i i

1

1

A A X A

A XX X

12 1 1

12 1 12

2~ ~ ~

~ ~ ~

- = -

- = -

^
^

h
h  (7)

 

where: i i i
i i1

A
AX AX

AX AX

12
1 2

1 2
=
- -

-
^ h

,  i i i
i1

AX AX

AX

X12
1 2

1
= -
- -^ h

The ratios marked i
AX1

, i
AX2

, i
A12

, i
X12

 can be considered as so 
called general ratio i

q
, which will identify the internal structure of 

the mechanism in next calculations.
The general gear ratio i

q
 and the fundamental epicyclic gear 

ratio u
v
 are in mutual relation depending on connections between 

the external elements of the planetary gear train (A, X, 1, 2) and 
internal planetary elements of the planetary gear train (p

1
, q

1
, r

1
, 

p
2
, q

2
, r

2
).

The relations i f uq v= ^ h and u f iv AX= ^ h derived from 
Tables 1 and 2 are shown in Tables 3 and 4.

Relations between the gear ratio i
q
 and the fundamental  

ratio u
v 

Table 3

Motion state f ui vq = ^ h Motion state f ui vq = ^ h
p q

r 0
"

=
i uvq = q p

r 0
"

= ui
1
v

q =

p r
q 0

"
=

i u1q v= - r p
q 0

"
= ui

1
1 v

q = -

q r
p 0

"
= i u

u 1
q

v

v=
- qr

p 0
"

= u
u

i 1v

v
q = -
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of two control elements. The way how to connect the external 
and internal elements of the gearbox according the desired gear 
ratios is based on the fundamental gear ratio calculation for each 
possible combination of gearbox external elements connected 
to the internal planetary structure and the control of its value 
that defines their motion state. The final structure is a two-
linked epicyclic gear train built-up from two of valid simple gear 
combinations [11 and 12].

The motion states of the two-linked simple epicyclic gears 
with the satisfactory u

v1
 and u

v2
 values define then the connections 

between the external elements of the planetary gear train (A, X, 1, 
2) and internal elements of the planetary gear train (p

1
, q

1
, r

1
, p

2
, 

q
2
, r

2
) shown in Fig. 3.

5. Conclusion

The synthesis of two-linked epicyclic gears produces the 
planetary gearbox with two possible gear ratios shifted by braking 
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1. Introduction

The presence of wear has been known for several millennia. 
Wear is one of the major forms of material deterioration, 
often limiting both life and performance of the industrial 
components. This phenomenon has not been fully explained 
till today. This is an unavoidable effect. Wear is affected 
by a variety of conditions, such us the type of lubrication, 
loading, speed, temperature, materials, surface finish and 
hardness.  For example, nitrided steels are widely used due 
to their superior hardness and attractive surface hardness, 
fatigue life and tribological properties [1]. The prediction of 
wear is therefore an important part in mechanical engineering. 
The degradation of surfaces is not always an undesirable 
factor. Sometimes surface degradation is desired, for example 
a pencil drawing on paper, where the soft graphite is damaged. 
It is also desired by processing of materials, because without 
abrasion it is not possible to polish steel to the required surface 
roughness. Nevertheless, if the process of wear is known for 
a long time, the scientific studies of wear are relatively new. 
Consequently there are a few theories about wear not always 
the same. 

Because of the complexity of the wear process, there are 
still lacks to fully understand the wear behavior. It is very 

difficult directly to observe wear in contact of two moving 
bodies. Experiments must rely on the results and observations 
made after individual tests and then causes of wear can be 
considered. 

There are two methods for grading of wear. The first 
are the conditions under which the wear occurs. It is, for 
example, the presence of lubricant, or solid abrasive particles. 
The second method is to choose one of the four operating 
mechanisms which were developed by Lim and Ashby [2]. 
These are seizing, melting, oxidation and plasticity. Plasticity 
is classified as the mechanical wear area.

The finite element method is known to be an effective 
numerical tool for the solution of boundary value problems 
on complex domains [3, 4 and 5]. Today, FEM methods are 
used for the analysis of every major engineering design and 
probably in every branch of scientific studies. The method is 
now used primarily through the application of commercial 
finite element programs ABAQUS, ANSYS, AUTODYN, etc. 
These programs are used on mainframes, workstations and 
PCs and are employed to solve very complex problems.

The main task of the FEM in the wear calculations is to 
compute the fields of contact stresses [6 and 7]. The elements 
of different type and shape with complex loads and boundary 
conditions can be used simultaneously. The method for 
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DYNAMIC PRESSURE LOAD
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Q Kp=u u  (2) 

where Qu  is the rate of wear, K the coefficient of wear and 
pu  is the normalized pressure. This equation is described in 
literature as the Archard law of wear, despite its basic form was 
published by Holm [11] expressed as

s
V
K H
FN=

 
(3)

 
where represents the volume of wear, F

N
  normal force and 

H  is the hardness of material. The wear coefficient K was 
introduced to better represent the agreement of simulation 
and experiment. According to Holm, it expresses the number 
of abraded atoms in mutual contact. According to Archard, 
it’s the probability, that by mutual interaction of surface 
roughness particles of wear are created. The value of this 
coefficient should be obtained by an experiment and it is 
always lower than 1.

The depth of wear – h has a deeper meaning for 
engineering practice. Archard subtracted the contact surface 
A and obtained the equation

As
V

s
h
kp= =  (4)

 
where k is dimensional wear coefficient (Pa-1) and p is the 
normal contact pressure (Pa).  For linear wear of delamination 
we can write the expression

ds
dh

kp=  (5)

Expanding eq. (2) by adding the influence of temperature 
we obtain [12]

Q v
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TH
*

*

melt
melt

melt

Fr
melt

0

12
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b

=
-

-
u

u
u u
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where T
melt

 is the melting temperature, T
0
 is the ambient 

temperature, T* represents the equivalent to melting 
temperature for steel, f

Fr
 is the friction coefficient, α

12
 and β 

represent constants, L
melt

  is latent heat of steel melting and  is 
the normalized speed. 

2.1 Requirements on the model

Simulating shot dynamics by using parametrical models 
should be closest to reality, so the results can give good insight 
for different types of ammunition (displacement, velocity etc.). 
The current research is considered with these conditions [13]:

Precise geometry of the model: the weapon is composed 
of many parts, which are in contact with each other. Friction 
is also included in the model. 

obtaining additions of wear in this paper is developed on the 
base of previous practice, which used the combination of finite-
element models and external algorithm for calculating wear. 
These practices were mainly from the works of Berabdallah 
and Olender [8]. 

The additions of degradation were obtained from an own 
developed script from MATLAB software, which is used to 
calculate selected equations from Lim and Ashby and specific 
outputs in FEM software ABAQUS. 

2.  The current state of modeling of shot dynamics

In modern times we get to the forefront of simulating of 
various processes in a wide spectrum of disciplines. Studying 
the dynamics of weapons is no exception. Experiments are 
often replaced by simulations to simplify and accelerate the 
acquisition of required results for research and customers. 
Every problem can have unmistakable properties, different 
initial and boundary conditions, various material properties, 
types or the load application. Making experiments in tasks 
with high number of variations is very expensive and time-
consuming, which is in these times unfavorable for anyone. 
The FEM models allow assembling parametric tasks where it 
is possible to fast and effectively change the geometry, material 
properties, boundary conditions and loading, while the only 
cost is the computing time of numerical solution. Simulations 
of shooting are very complex; where it is often needed to take 
into account many simplifications. Therefore, it is necessary 
to compare the results of simulations with the results of 
experimental measurements. The FEM is using either modal 
or direct integration techniques. Given the complexity of the 
task, the way of direct integration with explicit numerical 
schemes is recommended [9]. 

Wear is divided into six types: adhesion, fatigue, abrasive, 
vibration, cavity and erosive. The mechanism of wear can be 
understood as a dynamic action, which is dependent on many 
parameters and on the prediction of the problem, defined as 
the initial value of the problem. Wear in general can be defined 
in the form of equation as:

ds
dh

f=  (load, velocity, temperature, material properties,  
                lubrication, etc.) (1)

 
where h represents the depth of wear and s represents the length 
of traveled path. Many wear models exist; their mathematic 
expressions differ from simple empiric relationship to difficult 
equation dependent on physical definition [10]. Parameters 
and coefficients are usable only for one solved task in many 
cases. Only few of them can be used to verify wear in practice. 
The most widely used model for linear wear is defined by an 
equation where the rate of wear is proportional to normal load
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For the solution of wear we need the contact pressures in 
selected nodes from the results. The script subsequently waits 
for the completion of the analysis. In the second step an 
output data file is processed so that it can be overwritten. In 
the third step the script calculates the corresponding increases 
of wear on the base of the selected equation of wear by Lim 
and Ashby. The values of increases assigns to the positions in 
the Y axis. The whole model is fitted from the contact area, 
therefore it needs to be re-meshed to the original contact 
position. The last step represents the cycle, which either starts 
the next simulation, or, depending on the total distance, ends 
the simulation process. During the computational process the 
computed increments of wear are displayed.

 

4.  Transient analysis the dynamics of shot

For modeling the whole assembly of shooting from 
a barrel, all functional parts must be created and added to 
the simulation, in our case it is the housing with complete 
damping mechanism (hydraulic or spring), barrel inlayed to 
housing, bullet formed penetrator overlaid segments of the 
guide ring, wherein the segments are associated with a sealing 
ring. For our calculations it is sufficient to make a simplified 
2D axis-symmetric assembly model consisting of 125 mm 
smooth tank barrel T-72, guide ring and of anti-tank warhead 
APFDS BM-15 penetrator. 

4.1 Mesh

In areas where high pressures are anticipated there are 
smooth elements which are increased in the outward direction 
to save computational memory. The smallest elements have the 
size of 1x1 mm and they consist of regular bilinear elements. 
The transient areas were made up of triangles; they were used 
to increase magnification with elements through two layers of 
the size 4x4 mm. FEM model of the assembly is described in 
Fig. 2 and detailed view of the mesh is shown in Fig. 3.

Fig. 2 FEM model of the assembly

Shaped contact: is between projectile and segment created 
by notches. The segment carries motion through shaped 
contact on the projectile due to pressure of flue gases.

Explosion: is replaced with pressure load, which is applied 
to the barrel bore, segments, the grenade and on the tail fins. 
The area where the pressure load is applied is changing with 
time. Depending on the phase it is increasing or decreasing.  

The damping mechanism depending on the weapon type 
is either a spring or hydraulic. Using the hydraulic concept 
the simulation is extended by the prescribed recoil force. For 
springs the recoil force function is the immediate recoil force.

The cylindricity of the barrel: the model must contain 
disorders because the barrel is not perfectly direct.  

3.  The models of weapon wear 

An internal ballistics environment of weapon causes 
complications in experimental analysis. Therefore, the FEM 
is used to analyze the problem. The wear of the barrel bore is 
a complex task, therefore the analytical modeling is aimed on 
particular problems on a smaller scale. The approaches that 
can predict wear are empirical and computational [12 and 14]. 

The flowchart of the wear module is shown in Fig. 1. 

Fig. 1 Flowchart of the wear module

The script was made in the mathematical software 
MATLAB. In the first step the script starts the analysis in 
ABAQUS through background MATLAB on the base of the 
input file (*.inp) which was created to model the assembly.  
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4.4 Results of the wear barrel bore module
 
In view of the amount of data the computational times of 

each cycle were different. For each area the complete analysis 
time was 30 cycles. One cycle was considered as one shot. The 
development of wear in the first examined area is described 
in Fig. 5. The graph in Fig. 6 shows details of history of the 
first shot. 

Fig. 5  Evaluation of wear in the contact surface during shots (area 
behind the transition cone)

Fig. 6  Detail  of wear in the  contact surface after first shot

Fig. 3 Detailed view of the mesh

4.2  Materials

All the considered materials behave as elastoplastic 
materials. The barrel material is similar to steel STN 16 540 
and it is stronger compared with the material of the guiding 
ring, which is similar to steel STN 16 240. The mechanical 
properties of used material are given in Table 1.

Material properties of used materials Table 1

E [MPa] µ [-] ρ [kg.mm-3] R
e
 [MPa] R

m
 [MPa]

Barrel 210000 0.3 7.84.10-6 1185 1488

Segment 210000 0.3 7.84.10-6 600 894

4.3 Boundary conditions and loading
 
By real shot from a tank the barrel is present during the 

process in several mutual contact areas. These are the teeth 
penetrators with segments, the segments with guiding ring 
and tank barrel. The single parts were necessary to simplify 
and therefore only the contact between the segment and 
barrel bore was ultimately considered. The friction coefficient 
between steels is 0.8. The boundary conditions for the 
idealized case and referred to as direct loading are shown in 
Fig. 4.

Fig. 4 Boundary conditions applied on the surface of the barrel
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On the base of the obtained results the module was 
made which simulated the wear on examined areas by using 
a simplified FEM model of T- 72tank barrel bore. The module 
of calculation of wear used the equation (6). The minimal 
wear for areas 1, 2 and 3 amounted after 30 cycles the values 
130, 80 and 18 µm as it is shown in the previous figures.

5.  Conclusion 

In this paper an algorithm for wear calculation is 
presented. The algorithm uses simple equation based on 
the delamination wear formulation with the combination 
with commercial FE code ABAQUS. The paper has 
shown on an example that it is possible to simulate wear 
of materials using interface coupling of a MATLAB code 
and commercial software to calculate the stresses needed 
as input data for the wear module.  The main objective of 
this work was to extend the possibilities of the ABAQUS 
program and to include the possibility of modeling wear 
in dynamical analysis by including also some factors as 
temperature. This will increase the possibility of modeling 
of wear processes using ABAQUS or a similar FE software.

A two dimensional FE model of a barrel bore consisting 
of the barrel and a shot segment was modeled. The model was 
used to show wear depth through time at various distances, in 
this case the distance was considered in shot times. The results 
show the decreasing of wear depth with the time steps (shots). 
The contours have a good agreement with results presented in 
literature, and can be also verified experimentally.
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The value of maximal wear after 30 shots is around 0.13 
μm. From the graph it is clear that the wear grows faster in the 
contact are with the leading edge. The maximal deviations of 
the barrel bore wear are actually on its end, therefore the load 
applied on the leading edge should be disregarded. 

Fig. 7 Evaluation of wear on the contact surface in the field P
max

Fig. 8 Evaluation of wear on the contact surface in the field V
max

Figures 7 and 8 describe increases of wear in P
max 

 and V
max 

 
fields. From these graphs it is clear that the more shots are 
fired from the chamber the less wear is on the barrel.
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1. Introduction

Cyclic magnetization in a ferromagnetic material produces 
magnetic pulsation as a result of irreversible and discontinuous 
Bloch Walls (BW) motion. Discontinuous BW motion is due 
to interference of BW with microstructure features such as 
precipitates, dislocation cells, grain boundaries and other lattice 
defects [1 - 4]. This phenomenon is named Barkhausen noise 
[5]. Barkhausen noise (BN) technique has found high industrial 
relevance mainly for monitoring surfaces loaded near their 
physical limits. BN features are usually correlated with residual 
stresses, microhardness or structure transformations. This 
technique is mostly adopted for monitoring of surfaces after 
grinding cycles due to strong correlation among thermal over 
tempering, associated surface burn and the corresponding BN 
features [6 and 7]. Effect of thermal softening after grinding 
due to over tempering decreases dislocation density (and the 
corresponding surface hardness), transforms carbides shape 
and their morphology as well as produces tensile stresses [6 and 
7]. All the above mentioned aspects contribute to the higher 
magnitude of BN. Being so, surface over tempering can be easily 
revealed by the use of the Barkhausen noise technique [7]. 

Nowadays, it can be found that BN technique has been 
employed for the next industrial applications. BN technique was 
successfully adapted for turning operations [8 and 9]. These studies 
indicate strong influence of flank wear VB on surface integrity 
expressed in such BN features as BN (represent its effective rms 
value), Peak Position or BN envelope profile. As it was found, 
remarkable decrease of BN values and the simultaneous increase 
of Peak Position along with the progressively developed VB are 

linked with increasing dislocation density and the corresponding 
structure transformations [8 and 9]. Moreover, verification of 
such concept in the real industrial conditions also revealed 
strong correlation between surface integrity after turning cycles 
(expressed in BN values) and deformations (expressed in their 
ovality and roundness deviation) produced by the consecutive 
heat treatment (hardening). Being so, this paper reports about 
the similar problem of milling operation in which BN emission, 
metallographic observations and residual stress profiles are 
investigated on surfaces after milling cycles produced by inserts 
of variable VB. Aspect of surface roughness is also involved due to 
comparable BN sensitive layer and the height of surface roughness 
profile.  

2. Experimental conditions 

Experiments were conducted on samples made of annealed 
bearing steel 100Cr6. 10 pieces of dimension 60x43x25mm were 
prepared for long term test. Cutting process was monitored as 
a long term test where such aspects as flank wear VB, structure 
alterations and corresponding surface integrity expressed in 
magnetoelastic responses (BN) of the milled surface were 
investigated. Cutting and other conditions: milling machine - FA4 
AV, dry cutting, cutting tool made of cemented carbides R300-
1240E-PM, R300-050Q22 - 12M 262489 of diameter Ø 50mm with  
2 inserts of variable flank wear VB (in the range from 0.05 to 
0.8 mm), a

p
 = 0.25 mm, v

f
 = 112 mm.min-1, v

c
 = 78.5 m.min-1. 

Flank wear was measured for both cutting inserts and VB values 
indicated in the paper represent their average value. 
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a) sharp cutting insert, VB = 0.05 mm

b) VB= 0.8 mm
Fig. 2 Two different phases of flank wear VB

Fig. 3 Microstructure of milled surface,  
VB = 0.05 mm, HAZ (2 mm)

Fig. 4 Microstructure of milled surface,  
VB = 0.4 mm, HAZ (3.6 mm)

Fig. 1 Orientation of BN sensor

BN measurement was performed by the use of RollScan 300 
and software package mScan in the frequency range of 10 to 1000 
kHz (magnetizing frequency 125 Hz, magnetizing voltage 4 V). 
Each BN value was determined by averaging of 10 consecutive BN 
bursts (5 magnetizing cycles). Due to strong surface anisotropy, 
each surface was measured in two directions - tangential and axial 
as Fig. 1 illustrates. BN values indicated in the paper represent the 
effective (rms) value of BN signal.  To reveal the microstructure 
transformations induced by milling 10 mm long pieces were 
sectioned and routinely prepared for metallographic observations 
(etched by 2% Nital for 8s). Microstructure was observed in the 
direction of cutting speed. Residual stresses were measured by 
mechanical method based on electrolytic etching of (2 hours, 
20 % concentration of H

2
SO

4
 – electrolyte, 5V and 6A) machined 

surface and simultaneous measurement of a sample deformation. 
The details about principle, mathematic apparatus and measuring 
unit can be found in [10]. Surface roughness was measured by the 
use of Hommel Tester T 2000 in direction of feed speed (axial 
direction, see Fig. 1).

3. Results of experiments

Figure 2 depicts two different phases of flank wear VB. 
Turning operations are not usually performed with the inserts 
of flank wear VB above 0.5 mm in order to avoid the excessive 
cutting forces and catastrophic tool failures. On the other hand, 
the flank wear is a major factor affecting the thickness of heat 
affected zone (HAZ), see Figs. 3, 4, 5 and 6. For this reason, 
quite large VB were employed to facilitate surface of relative 
thick HAZ; thus making more remarkable specific aspect of 
surface integrity investigated via BN. Microstructure observations 
show that milling with inserts of low VB (0.05 and 0.2 mm) 
produces surface containing thin thermally softened layer which 
appears dark in the near surface region (see Fig. 3). HAZ is not 
continuous of variable thickness below 2 mm. As soon as the 
VB becomes more developed thickness of HAZ progressively 
increases. The higher VB is employed, the thicker HAZ can be 
produced (see Figs. 5 and 6). 
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becomes comparable with BN sensitive layer (the estimated 
BN sensitive thickness is about 40 mm). Being so, the volume 
of the structure within the surface roughness height (expressed 
in Rz parameter) contributing to the BN signal received on the 
free surface is reduced as the VB becomes more developed. It is 
considered that this effect contributes to the lower magnitude of 
BN obtained for surfaces produced by inserts of higher VB.  

Fig. 8 Ra and Rz versus VB
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a) VB = 0.2 mm                         b) VB = 0.6 mm

Fig. 10 BN signals in tangential direction

It is worth to mention that the generic term HAZ can not 
be associated with the pure thermal load (and corresponding 
thermal softening) of the near surface region. Due to a certain 
cutting edge radius and the corresponding stagnation point 

Fig. 5 Microstructure of milled surface,  
VB = 0.6 mm, HAZ (5 mm)

Fig. 6 Microstructure of milled surface,  
VB = 0.8 mm, HAZ (5.5 mm)

Figures 7, 8 and 9 depict influence of VB on surface roughness 
either illustrated by the raw roughness profiles (see Fig. 7) or via 
the extracted parameters (see Figs. 8 and 9). These figures reveal 
transformations in cutting edge geometry as well as intensification 
of plastic deformation of the machined surface. Due to a certain 
cutting edge radius a thin layer defined by the stagnation point 
undergoes severe plastic deformation during the time period 
corresponding the flank wear land. Both these aspects contribute 
to the progressive increase of surface roughness expressed in 
variable parameters. Furthermore, as the surface roughness 
profile increases in its height, the height of its irregularities 

Fig. 7 Surface roughness profiles
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it is apparent that microstructure features (pinning sites in the 
structure interfering with BW) take the major role in BN emission 
whereas stress state is only minor. 

It is also worth to mention that thermal softening in 
machining cycles becomes more significant in the case of 
hardened samples whereas surface strain hardening becomes 
more visible on metallographic observations (visible texture or 
refined white layer) when more negative tool geometry (rake 
angle) is employed. Moreover, such tool geometry also contributes 
to the remarkable increase of Peak Positions and transformation 
of BN envelopes profiles [8 and 12]. Nevertheless, BN emission 
in this study exhibits continuous drop down along with VB and 

a certain layer ahead of a cutting edge is not separated from 
the sample as a part of the chip but undergoes the cutting edge 
and forms the near surface region of machined surface exposed 
to the severe plastic deformation at elevated temperatures. It is 
well known that machined surface after turning or milling cycle 
usually contains near surface region in which effect of plastic 
deformation dominates whereas the deeper layers are mainly 
thermally softened. Both these (usually contradictory) effects 
(strain hardening and thermal softening) affect microstructure 
of machined surface; thus BW motion and BN emission. Both 
layers, near surface strain hardened and deeper thermally softened 
affects BN emission after milling cycle in a synergistic manner.  

Figure 10 illustrates the BN signals obtained for tangential 
direction at two different VB. This figure shows that surface 
produced by inserts of lower VB emits BN signals of higher 
magnitude than that produced by the insert of higher VB. Figure 
10 shows evolution of BN in the different directions. Figure 10 
indicates richer BN emission in tangential direction (associated 
with the direction of cutting speed) than that in the axial 
direction (associated with the direction of feed speed). Strong 
magnetic anisotropy is due to unbalance between cutting and feed 
speeds as a result of stress anisotropy and associated effect of 
magnetostriction [11].  

Figure 11 shows that BN drops down along with the 
progressive developed VB. Progressive decrease of BN versus VB 
in both directions is linked with the structure transformations 
in the near surface layer as a region mostly contributing to the 
BN signal obtained on the free surface. Gradual decrease of BN 
values in both directions indicates that effect of surface hardening 
dominates over the effect of thermal softening. Such behavior 
was previously explained (turned surfaces) through interference 
of BW with structure containing higher dislocations density [8] 
due to remarkable strain hardening at more developed VB. Higher 
dislocation density at higher VB is connected with two aspects as 
follows: 
• transformations in cutting edge geometry (increasing cutting 

edge radius, more negative rake angle, etc.),
• longer time interval during which machined surface undergoes 

severe plastic deformation corresponding to the flank wear 
land. 

As it was reported [8 and 12], both aspects affect BN in 
a synergistic manner. On the other hand, neither evolution of 
Peak Position nor FWHM indicate any remarkable variation 
versus VB (except Peak Position for VB = 0.8 mm), see Fig. 12. 
Also residual stress profiles (see Fig. 13) indicate mainly tensile 
stresses. As VB becomes more developed the higher magnitude 
of tensile stresses can be obtained. It is well known that tensile 
stresses are a product of thermal effect (unbalance in heating 
and cooling of neighboring layers – I type stresses). It is well 
known that tensile stresses contribute to the richer BN emission 
whereas compressive stresses reduce BN magnitude. Being so, 
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integrity than that after grinding. Grinding cycles usually produce 
isotropic (from magnetic as well as stress point of view) surface 
whereas turning and milling cycles do not. However, this study 
demonstrates and proves the potential of BN technique for 
monitoring surfaces of high anisotropy. Industrial implementation 
of BN technique for real needs would avoid implementation of 
components of unacceptable surface; thus prevent their early 
crack initiation and machine premature failures.  
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can be easily employed for non destructive monitoring of surface 
integrity after milling. On the other hand, further experiments 
focused on microhardness profile and measurement of dislocation 
density should be carried out to verify the above mentioned 
information.

4. Conclusions
 
BN technique has found a high industrial relevance for 

detection mainly grinding cycles when unacceptable thermal 
softening and tensile stresses contribute to the high BN values. 
Milling or turning processes form the different state of surface 
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1. Introduction

In spite of years of intensive research, fatigue of metals is still 
a serious engineering problem and fatigue fractures appear very 
frequently on common cyclically loaded structural components 
[1 and 2]. With respect to the technology used for manufacturing, 
different microstructural and work hardening states can be present 
in just one structural component. This means that different parts 
of the component can have different fatigue properties and tests 
done using specimens prepared from various parts are not equal 
[3 and 4].

Various tests can be performed to evaluate fatigue properties 
of materials. Most commonly used are standard fatigue life tests 
in which the specimen is cyclically loaded until it fractures and 
fatigue crack growth tests where the resistance of material to 
fatigue crack growth is evaluated. Even when both tests refer 
to fatigue resistance, each of them provides information about 
different material characteristics. Standard fatigue life tests 
provide information about number of cycles which are necessary 
for fatigue crack initiation and propagation through the whole 
cross section until complete fracture occurs. However, fatigue 
crack growth tests provide information about the resistance of 
the material microstructure to fatigue crack propagation. This 
means that correct interpretation of these test results is extremely 
important because they can provide even completely opposite 
results [2, 5 and 6].

 The fatigue life and fatigue crack growth resistance of 
specimens prepared from different parts of a railway axle 
manufactured from C30 structural steel are analysed in this 
study. Results are discussed in the light of the ratio between 

the number of cycles necessary for fatigue crack initiation and 
propagation and the ability of a material with lower strength to 
create a plastically deformed zone on the crack tip which slows 
down further fatigue crack propagation.

2. Material and methods

C30 steel obtained from a manufactured railway axle was 
used as experimental material. Quantitative chemical analysis 
(Table 1) confirmed that the chemical composition meets the 
standard prescribed for this steel [7 and 8]. 

C30 steel chemical composition in weight % Table 1

C Mn Si P S Cu Ni Cr Al

0.26 0.96 0.35 0.019 0.02 0.05 0.02 0.07 0.017

To produce a railway axle large steel ingots are used. They 
are hot-rolled to a bar-shaped semi-product. After hot-rolling, 
homogenisation annealing and normalising are carried out with the 
aim to homogenise the chemical composition and polyhedrisation 
of the deformed material grains. The microstructure is then 
formed by polyhedral ferritic and pearlitic grains [8 and 9]. This 
bar is then die forged to a shape very close to the final axle and 
machined for a final axle. The resulting mechanical properties 
are determined by the degree of plastic deformation during the 
die forging process. To assure high value of plastic deformation 
strengthening, large degree of area reduction during the die 
forging process is necessary and the hot rolled bar diameter must 
be at least double the size of the largest diameter of the final axle. 

FATIGUE RESISTANCE OF C30 STRUCTURAL STEELFATIGUE RESISTANCE OF C30 STRUCTURAL STEEL
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T = 20 ± 3 °C) on the testing equipment ROTOFLEX-UBM [9]. 
The specimens for fatigue crack growth (Fig. 2b) were loaded with 
cyclic bending stresses R

o
 = 220 MPa and R

o
 = 240 MPa (R

o
/R

m
 

= 0.38 and 0.41, place A; 0.39 and 0.42, place B). The length of 
the fatigue crack which was growing from the primary notch was 
regularly measured on the specimen’s circumference after each 
N = 104 cycles with accuracy of 0.1 mm by a Brinell – Epignost 
optical microscope. 2a = f(N) dependencies were obtained from 
which fatigue crack growth rates d2a/dN vs. stress intensity factor 
range ΔK dependencies ((d2a/dN = f(ΔK)) were evaluated. The 
applied stress intensity factor range ΔK was determined using the 
following equation [12]: 

Deformation strengthening by die forging is more significant on 
the surface than in the core of the material. However, during 
machining process a part of the strengthened surface layer is 
removed. The depth of removed layer is higher in the body of 
axle (the middle part of the axle with diameter of 160 mm in Fig. 
1, marked B) than in the axle bolster (the part of the axle with 
diameter of 185 mm, marked A in Fig. 1). 

Removing of the surface layer also causes compressive 
residual stress relief from the material. The stress relief is again 
more significant when a deeper surface layer of material is 
machined of. Due to these facts, the mechanical properties of 
various parts of the axle can differ. Tensile test specimens and 
fatigue test specimens were machined from a new, not used 
railway axle (Fig. 1). One set was machined from the axle bolster 
(marked A in Fig. 1) and another from the axle body (marked B 
in Fig. 1). The position of the machined specimen, with respect 
to the cross section position, is described by the drawn mesh in 
the circles representing the cross sections (Fig. 1). 

Specimens for ultrasonic fatigue tests (Fig. 2a) were 
machined from all 21 bars. Each specimen’s gauge length was 
ground and polished by diamond metallographic emulsion. To 
obtain the mathematical dependence of the number of cycles to 
failure on the loading stress amplitudes, experimental results were 
approximated by the Basquin function, using the least square 
method [9]:

Na f f
bv v= l ^ h  (1)

 
in which b is the exponent of fatigue life curve and fvl  is the 
coefficient of fatigue toughness obtained by the extrapolation of 
stress amplitude on the first loading cycle.

Fatigue crack growth was measured using the specimens 
according to Fig. 2b, also with polished surface of the gauge 
length. Primary notch with 1 mm in diameter and depth of 0.8 mm 
was manufactured by drilling and served as initiator for the fatigue 
crack. From the rest of bars from positions marked 1, 3 and 11 
specimens for tensile tests were machined (Fig. 2c.). Fatigue 
tests were performed in the high and ultra-high cycle region by 
ultrasonic tension-compression loading (f = 20 kHz, R = -1, T = 
20 ± 3 °C) [2, 10 and 11]. Fatigue crack growth measurement 
was performed using rotating-bending loading (f = 40 Hz, R = -1, 

Fig. 1 Drawing of the tested railway axle and sketch of machining position of the specimens

(a)

(b)

(c)
Fig. 2 Geometry of specimens used for ultrasonic fatigue tests (a), 

fatigue crack growth tests (b) and tensile tests (c)
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limit was estimated for N = 2 × 108 cycles where the fatigue test 
was terminated and marked as run-out. Specimens were machined 
from the whole cross section of the axle parts which had different 
levels of deformation. This probably caused the high scatter of 
the results, but in general, the higher level of deformation in the 
axle bolster resulted in the fatigue limit (for N = 2 × 108 cycles) 
σ

a
 = 244 MPa which is significantly higher than for the axle body 

where the fatigue limit was σ
a
 = 188 MPa.

Results of fatigue crack growth tests (Fig. 4), the dependence 
of fatigue crack growth rates vs. stress intensity factor range, show 
that material from the axle body has a higher resistance to the 
fatigue crack growth than material in the axle bolster. Again the 
high scatter of results is probably caused by different deformation 
levels of material from the surface and from the core of the 
railway axle. 

Fig. 4 Fatigue crack growth rate, steel C30, rotating-bending loading  
(f = 40 Hz, R = -1, T = 20 ± 3 °C)

.K R a1 03
2

O
2
1

# # # #T r r= ^ h   (MPa.m1/2) (2)
 

in which R
o 
is bending stress (MPa), a is the half crack length 

including primary notch (m).

3. Experimental results 

Tensile test results (as average values from the three tested 
specimens) are shown in Table 2. According to the results 
there is only a minor difference in the UTS of the specimens 
manufactured from different parts of the railway axle and the 
yield point is almost exactly the same. This means that when static 
loading is applied, there is no significant difference in the material 
properties of different axle parts. 

The authors [9] determined by indirect ultrasonic resonance 
method [10] the modulus of elasticity of the specimen machined 
from position No. 14 (Fig. 1). For axle bolster (A) the value was 
E = 2.06506 x 1011 Pa and for axle body (B) E = 2.05168 x 1011 Pa. 
This means that there is also no significant difference in the values 
of modulus of elasticity, which describes the response of material 
to loading in the area of elastic deformation.

Fig. 3 Comparison of fatigue life of specimens machined from axle 
bolster and axle body, steel C30, tension-compression ultrasonic loading  

(f = 20 kHz, R = -1, T = 20 ± 3 °C)

According to the results of fatigue tests (Fig. 3), the fatigue 
strength of specimens machined from the axle bolster is higher 
than that of the specimens machined from the axle body. 
Specimens fracture was observed even beyond the conventional 
fatigue limit, usually evaluated for N = 107 cycles and the fatigue 

Results of tensile tests of steel C30  Table 2

Axle bolster (A) Axle body (B)

Yield point (MPa) UTS (MPa) Elongation (%) Yield point (MPa) UTS (MPa) Elongation (%)

335.2 572.9 29.5 338.1 559.1 30.6
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to the fatigue crack propagation due to creation of this plastically 
deformed layer.

5. Conclusions

Tensile tests, ultrasonic fatigue tests and fatigue crack growth 
tests were carried out on specimens manufactured from two parts 
(axle bolster and axle body) of a C30 steel railway axle. Based on 
obtained results from these tests the following can be concluded: 
□	 difference in mechanical properties (UTS, yield point, 

elongation, E) between specimens machined from axle 
bolster and axle body is negligible,

□	 specimens manufactured from the axle bolster show 
a significantly higher fatigue strength than the ones 
manufactured from the axle body,

□	 the difference in fatigue limit evaluated for N = 2 × 108 
cycles between the axle bolster and axle body material  
is ∆σ

a
 = 56 MPa,

□	 specimens machined  from the axle body show higher 
resistance against fatigue crack growth when compared to the 
specimens from axle bolster, 

□	 different deformation levels of various parts of just one 
component created during the manufacturing processes 
resulted in significantly different fatigue properties, namely of 
fatigue strength and fatigue crack growth rate. 
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4. Discussion

Due to different deformation levels of various parts of just 
one structural component caused by the manufacturing process, 
the fatigue properties of these parts can significantly differ. This 
was confirmed by ultrasonic fatigue tests in the high and ultra-
high cycle region where the fatigue limit of material in the area 
of axle bolster was higher than that of the material in axle body; 
the difference being ∆σ

a
 = 56 MPa. This significant difference in 

fatigue properties, although expected on the basis of information 
about the manufacturing process, is neither reflected in the 
results of standard tensile test, nor in the value of ultimate tensile 
strength, nor in the value of yield point [11 and 13]. 

The fatigue crack growth resistance of material in the 
axle body is notably higher (the fatigue crack rates are lower) 
than of the material in the axle bolster and this seems to be in 
contradiction with the results of the performed fatigue tests. 
However, each fatigue degradation process consists of two main 
stages and that is the fatigue crack initiation and the fatigue crack 
propagation. In smooth specimens, the fatigue crack initiation 
represents more than 90 % of the total number of cycles to 
fracture. Presence of a notch on the surface significantly changes 
the ratio between number of cycles required for crack initiation 
and propagation ratio and this is the case of the fatigue crack 
growth tests where an artificial notch is used for acceleration and 
localisation of the fatigue crack initiation. According to authors 
of [2, 3, 14-21], materials with lower strength create on the crack 
tip a plastically deformed zone which slows down the fatigue 
crack propagation. In case of materials with higher strength this 
zone is not so significant and less influences (slows down) the 
fatigue crack propagation. The material in the axle bolster had 
a significantly higher resistance to fatigue crack initiation than 
the one in axle body, but when a crack was initiated from the 
artificial notch, the material in the axle body had higher resistance 
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1. Task specification

There are two main possibilities for building tow trains in 
a central store:
• Using static milk run
• Using dynamic milk runs

The first case expects that transport routes are constantly 
designed. Assembly lines are operated with trains which run on 
fixed routes, sometimes in fixed periods. Optimization tasks are 
focused on finding good coverage of an assembly workshop with 
transport routes, and estimating the optimal number of trains and 
their lengths. Another task is to find a good solution for the bin 
packing problem of a cart. The optimization of such a system has 
been made by Ulrych and Raska [1].

A more interesting way of supplying assembly lines is the 
creation of routes and lengths of tow trains according to the 
momentary situation. There are demands from some assembly 
points for a new delivery of a material batch. The delivery must 
be in time. The criterion of optimization is a minimum sum of the 
length of all routes. The task is open, which means that during 
processing of an optimal schedule of tow trains new demands 
can appear. Trains on routes must carry out their orders but the 
rest of the demands are added to with new demands and newly 
optimized.

An example of such an assembly system is shown in Fig. 1. 
There is a central store, several assembly lines with work places 
and supply points. Tow trains can go in lanes. Lanes are mostly 
one-way. Trains cannot be overtaken and must wait when another 
train provides a supply point.

Fig. 1 Model of an assembly line (AL) supply system

This model can be represented in the form of a graph (Fig. 
2). In this example, U00 represents the store, vertices Uxx supply 
points on assembly lines. Edges are evaluated by distances 
between them. Transport demands of U01, U05, U17, U18, U11, 
U13 and U14 can be covered by two cycles (red and blue) which 
represent routes of two supply trains.

If the length of a tow train is n carts then the task of 
optimizing the sum of lengths of routes can be represented by 
covering the graph with cycles going through maximal n vertices 
of the graph.

Groups of n demands (1 < n < 20) are randomly generated 
from vertices needing service by trains. Every group can be 
considered as a subgraph. The task is to cover the subgraph with 
cycles of a maximum of 5 vertices (start in the central store and 
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3. Summary of related literature

Because the task of creating optimal routes for tow trains 
supplying assembly lines is NP-hard, the heuristic approach is 
considered to be a good solution for this task. A lot of authors 
use some genetic algorithms, ant colony systems or simulated 
annealing.

The weaknesses of these approaches can be found in the 
following areas:
• Complicated algorithms with long time solutions;
• Difficulties with determining or measuring real and valid 

input parameters that can change in time;
• Breakdowns and disturbances in a real production process 

which are unpredictable. 
Solutions can be of long duration, sometimes hours and 

not seconds, changing parameters are not estimated with the 
necessary accuracy, unpredictable disturbances in workshops 
and simplifications in the abstraction arc from a real system to 
a mathematical model lead to no valid system.

4. A practical approach

It is interesting to observe a crane driver.  If there are 
not many transport demands a crane driver has long idle 
times and the probability of some transport queues is low. If 
a lot of transport demands exist, the driver tries to solve the 
nearest demand. Sometimes he takes priorities into account. The 
simulation of this approach proved that the more demands there 
are, it is best for the driver to first prioritize and after that solve 
the nearest demand. The optimization could be done for queues 
of length under 10 by computing all permutations on a normal PC 
in times less than one second.

5. Hypotheses

 Selection of the nearest demand
There is a simple deterministic solution – repeated selection 

of the nearest demand, then of the demand nearest to the goal of 
the last selected demand up to the maximum length of the train. 
The next trains are selected in the same way. This strategy could 
be good for a stacker in a FMS (Flexible manufacturing System) 
or in a store but not very appropriate for tow trains.

 Simple crane or stacker in a FMS
For a small number of demands all permutations can be 

computed in a short time and for a great number of demands 
the strategy to select a nearest demand is also a good solution. 
The area between small and great number of demands could be 
covered by a selection from random generated permutations of 
demands.

4 supply points in assembly lines) so that the total length of these 
cycles representing the routes of individual trains will be the 
shortest of them. 

2. Related literature

Several approaches for solving this or similar tasks can be 
found in published papers. 

Andras Kovacs [2] tries to minimize the order cycle time 
and the average picking effort. A probability model is used. 
Kovacs stated that “We showed that the milkrun system leads to 
a correlation among the request probabilities of items that can be 
exploited in a mathematical programming model”.

Some authors use artificial intelligence. Ediz Atmaca and 
Ayla Ozturk [3] use a simulated annealing solution. Zahalka 
[4], Tripathi [5], Montemani A.V. [6], Naqvi [7] and Lucka [8] 
use methods of an ant colony. Adamidis and others [9] use an 
evolutionary algorithm.

The vehicle routing problem is also described and solved by 
using a branch-and-price algorithm in [10]. Genetic algorithms 
are also used in [11]. Collection and Delivery problem is solved by 
Brian Coltin (minimizing energy and time, minimizing distances 
of a robot delivery) [12]. The task of supply of assembly lines was 
studied using a mathematical approach by Cardenas-Barron [13].

A very good overview of the related literature, a mathematical 
model and a heuristic approach is made by Satoglu and Sahim 
[14]. A case study of an assembly system is made by Emde and 
Boysen [15].

Selected Heuristic Methods Used in Industrial Engineering 
were published in DAAAM conference in Vienna 2013 [16].

Fig. 2 Graph representation of assembly lines and supply routes
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• Repeated selection of random permutation (Random 
permutation).

• Brute force (all possible permutation up to 10 demands, then 
the computing time rises too much).

Fig. 3 Optimization of a stacker in a FMS

Fig. 4 Optimization of a stacker in a store

Stackers are often used in stores (Fig. 4). Moves of a stacker 
in a store are asymmetric which means that it either starts at one 
end (input place of a rack) and ends anywhere in a rack, or starts 
anywhere in a rack and ends at the same end (output place) where 
the input place is. This case was also simulated and optimized.

The simulations verified the hypotheses.

 Tow trains in assembly line systems
The maximum length of a train was considered to be 4 carts 

and 1 tow truck. The optimum in a 4-tuple was found by testing 
all 24 possibilities. The task was to divide all transport demands 
into 4-tuples. Two strategies were used:
• selection of the proximate demand (deterministic),
• repeated random selection of 4-tuples, evaluation of lengths 

of routes for all tuples,  the selection of the best selection 
(minimum length).
The worst selection was chosen for comparison. 
This simulation verified that this method can decrease lengths 

of routes to about 70% of an unoptimized strategy (Fig. 5).

 Tow trains in assembly line systems
Let’s say that the length of a train is maximal n. For less or 

equal demands than n all permutations can be computed (the 
practical length is under 7 carts). For more than n demands it 
is possible to randomly select several n-tuples of demands. Each 
n-tuple is optimized by computing all permutations. The random 
selection of n-tuples could be repeated many times. The number 
of repetitions is limited only by computer time (for example under 
3 seconds).

6. Approval of hypotheses

 Solution by brute force
The optimization problem is considered to be NP-hard. It is 

possible to solve it by brute force trying all permutations of high 
order up to 12 demands.  To verify it, a test program has been 
developed. Results are shown in Table 1.

Times for solutions with brute force Table 1

n factorial Sec min

2 2 0.000 0.000

3 6 0.000 0.000

4 24 0.000 0.000

5 120 0.000 0.000

6 720 0.000 0.000

7 5 040 0.000 0.000

8 40 320 0.003 0.000

9 362 880 0.029 0.000

10 3 628 800 0.277 0.005

11 39 916 800 3.020 0.050

12 479 001 600 36.082 0.601

13 6 227 020 800 489.931 8.166

14 87 178 291 200 7 000.000 116.667

 Stacker
Simulation programs have been developed to validate the 

hypotheses.
It is possible to consider that demands for a stacker in 

a FMS have regular distribution of demands, which means that 
horizontal positions of all start and end points of demands could 
appear with the same probability. The task is to minimize the sum 
of the length of unloaded moves. With no optimization (FIFO – 
First In First Out), the ratio between unloaded and loaded moves 
is 100%.

Four strategies of optimization have been tested (Fig. 3):
• No optimization (FIFO).
• Selection of the nearest demand (Proximate).
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critically dependent on the accuracy of input data with good 
optimization results. Means of transportation and manpower 
can be saved in this way, and peaks of transport demands can be 
solved more quickly.

The model presented here has been developed theoretically, 
but inspired by an actual production system model of an assembly 
line. Subsequent research will be based on the one hand on 
optimization of larger production systems with the hypothesis 
of division of the optimized system into two or more parts, and 
on the other hand on specification of accurate data of an actual 
production system and experiments leading to optimization of its 
supply demands.

The optimization of a stacker in a FMS or in a store has been 
presented for comparison but this strategy was used in several 
production systems many years ago. 

Repeated random selections could be a good solution when 
optimization tasks are considered for NP-complete. As has been 
shown above, some “ad hoc” deterministic strategies can also be 
used and compared with random selections.
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Fig. 5 Success of strategies  
(nearest demand, min and max random selection)

7. Conclusion

The research carried out on an “ad hoc” proposed model 
proved the hypothesis that a dynamic optimization of train 
creation and specification of supply routes of trains can be 
made in real time using relatively simple methods which are not 
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1. Requirements for the production layout planning

Current pressure on rapid innovations in the factory 
places increasing requirements also on the manufacturing and 
logistics systems design from the point of view of reduced 
laboriousness, consumption of time and costs for the whole 
system of technological design and, at the same time, on growth 
of quality, complexity and ability to testify the outputs generated 
from this process [1].

Based on the mentioned reasons it is possible to sum up 
the following fundamental requirements on the process of 
technological design [2]:
• rapid design of new solutions,
• maintenance of systematic approach in design,
• manufacturing systems design as part of digital factory 

concept,
• interactive design of a new manufacturing/logistics system,
• possibility of ongoing monitoring and assessment of proposed 

solution variants,
• implementation of optimisation approaches to design the 

time and spatial structure of the manufacturing system,
• proper visualisation and presentation of design outputs,
• possibility of dynamic verification of a proposed solution.

From the viewpoint of spatial arrangement of manufacturing 
and logistics structures, the following decision criteria are 
important [3]:
• minimisation of transport-related outputs and costs,
• minimisation of the areas needed,
• provision  of occupational hygiene and safety,
• flexibility and the possibility of changes in the future,
• favourable conditions for team work,
• minimisation of reserves and continuous time,
• simple material flow, 
• connection to an external logistics chain, 
• possibility to flexibly optimise the arrangement in compliance 

with the changing production program.

2. Methods for layout planning

A key assumption of the ”right“ production layout proposal 
is correct preparation and analysis of input data. Fundamental 
layout planning data source is the technical preparation of 
production. Layout planning data contain information about 
products (assortment, bill-of-material, design parameters, 
production volume, etc.), production processes (operations, used 
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conditions in the system and low interactivity of a designer 
with a proposed solution. This group consists of methods 
of linear and non-linear programming, a transport problem, 
methods of dynamic programming, etc. 

• Heuristic methods: they are based on simple algorithms 
of solving and investigation into the fulfilment of criteria 
(conditions) given by a particular algorithm. They feature 
relative simplicity, low demand for computing and high 
interactivity with a designer (the designer can interfere with 
the solution in any phase). However, they do not guarantee 
finding the global optimum and usually are unable to 
determine how close the found solution is to the optimum. 
Heuristic methods for proposal of spatial arrangement are 
divided into:
o Construction procedures – based on the gradual insertion 

of system elements to the layout (starting with the 
elements with the highest transport intensity or with the 
strongest bonds); following methods belong to this group: 
CORELAP, ALDEP, PLANET, MAT, MIP, INLAYT, 
FLAT, etc. 

o Exchange procedures – based on the original placement, 
which they try to improve through the object interchange; 
following are some examples of the methods: CRAFT, 
MCRAFT, MULTIPLE, H63, FRAD, COFAD, etc.

o Combined procedures – using a combination of the two 
above mentioned approaches (usually a construction 
procedure proposes the initial placement and an exchange 
procedure makes further improvement); examples of 
methods:  BLOCPLAN, LOGIC, etc.

• Metaheuristic methods: These methods produce the results of 
much higher quality than classical heuristics. Their advantage 
is the ability to leave – under certain conditions – found local 
extremes, which classical heuristics cannot do. Following 
methods belong to this group: genetic algorithms, simulated 
annealing, tabu search, Ant Colony optimisation, etc.

These mathematical methods use one of the following two 
basic types of layout quality assessment [6]: 
1. Assessment based on scoring of adjacent relationships 

(Adjacency-based scoring): the objective is to maximise the 
resultant adjacency scoring for the proposed placement of 
objects. Data from the table of adjacency relations are used 
as inputs.

,z f xij ij

j i

m

i

m

11

=
= +=

//  (1)
 
 where f

ij
 is numerical adjacency-based scoring of relations 

among objects i and j, x
ij
 is the adjacent coefficient (x

ij
=1 if the 

workplaces i and j are adjacent (neighbouring), x
ij
=0 if they 

are not adjacent) and m is the number of workplaces.
2. Assessment based on total transportation outputs or costs 

(Distance-based scoring): the objective is to minimise the 

technologies, time standards, etc.) and production resources 
(machines, tools, personnel, etc.) [4].

The basic results of the input data analysis have to serve 
following data:
• information about material flow processed in “from-to” 

table (Fig. 1a) or information about relationships among 
workplaces in relationship chart,

• overall requirements of production resources (machine types 
and number of machines) as a result of capacity calculations 
(Fig. 1b).

These data sets form the basis for optimal layout planning of 
the manufacturing system.

a) from-to table 

b) machine requirements
Fig. 1 Data for layout planning

Proposing an ideal arrangement, it is advantageous to use 
optimisation methods and algorithms which can be classified as 
follows [5]:
• Graphical methods: they are suitable for solving simple 

problems, because a graphical presentation of spatial 
arrangement is used when looking for an optimal solution. 
Following methods belong to this group: Sankey chart, 
spaghetti diagram, relationship diagram, etc.

• Analytical methods: they are represented by optimisation 
methods of operational analysis. They are characterised by 
a mathematical model that describes an objective function 
and boundary conditions of the problem solution. Their 
disadvantage is high demand for calculation, complicated 
and often even impossible mathematical description of real 
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The next steps after determining the fitness of all individuals 
in current population are two decision blocks, where the first 
evaluates, if the termination criterion is met (e.g. cost is below the 
specified value) and the second checks, if the maximum number 
of generations is not exceeded. If none of the above applies, the 
evolution section takes place. Within the evolution, the algorithm 
must first select the parents. As we mentioned, higher fitness 
means higher probability of individual being chosen. Several 
methods for choosing parents are known, we particularly can 
mention these [9]:
• Roulette mechanism with fitness-proportionate selection
• Roulette mechanism with rank selection
• Stochastic universal sampling
• Tournament mechanism
• Elitism

After determining the parents, genetic operators (Fig. 
3) are applied, to create offspring. Crossover is an analogy 
to chromosomal recombination and reproduction in biology 
on which they are based. It is a genetic operator, which is 
responsible for mutual exchange of parts of chromosomes. 
Mutation is a genetic operator used to maintain genetic diversity 
of the population. Within mutation, one or more alleles in the 
chromosome are altered from their initial state. The main goal 
of mutation is to prevent algorithm from being stuck in the local 
extreme by preventing excessive similarity of individuals.

Fig. 3 Genetic operators - crossover and mutation

After application of genetic operators, new population is 
created, where both offspring and parents can be present, 
depending on the rules used within evolution. Subsequently, 
evaluation section calculates new fitness values and decides if 
another iteration is needed. 

The main advantages of genetic algorithms include:
• They work with a population of possible solutions, thus it is 

less probable for the algorithm to end at a local optimum.
• They do not require any special knowledge about target 

function, they are universal.
• Genetic algorithms have very good results with problems with 

a large set of possible solutions. 
• Versatility for a variety of optimisation problems.

Disadvantages include:
• They do not find optimal, but feasible solution.

total transportation output and transportation costs for 
a proposed spatial placement. Data from the matrix table of 
transportation relations are used as inputs.
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 where f

ij 
 is the intensity of material flows between objects 

i and j, c
ij
 are transportation costs for one material unit on 

the distance unit between objects i and j and d
ij
 is the distance 

between objects i and j. 

3. Genetic algorithms

Genetic algorithms are based on the principle of natural 
evolution, which was described in Darwin’s book “On the Origin 
of Species by Means of Natural Selection, or the Preservation of 
Favoured Races in the Struggle for Life“(1859). In the seventies of 
the twentieth century, J. H. Holland proposed the idea of genetic 
algorithm as an abstraction of appropriate genetic processes [7]. 
A decade later, genetic algorithms became one of major rapidly 
developing fields of informatics and artificial intelligence. Figure 
2 shows the basic procedure of genetic algorithm, which was 
divided into two main sections – evaluation and evolution [8]. 

Fig. 2 Genetic algorithm

After generating the initial population, which can be created 
randomly, or based on historical/empirical data, the evaluation 
section takes place. The first step is to evaluate each individual 
in relation to the solved problem. Within genetic algorithms, we 
call the function that evaluates individuals as “fitness function”. 
The basic principle of genetic algorithm is that individuals with 
better fitness must be unconditionally preferred in selection to 
next generation. However, with certain probability, it is possible 
for every solution to be selected. This ensures the diversity of the 
population. 
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X and Y coordinates of each machine inserted into the layout. 
Mechanisms for machine overlap correction and desired layout 
dimension maintenance were also incorporated. After the run, 
following data are transferred back to Excel [10]:
• X-Y coordinates of each machine,
• fitness value of proposed solution, 
• graphic interpretation.

Figure 5 shows the best initial solution from the first 
generation (a), average and best fitness values during the run (b), 
and final solution visualisation in Excel (c). 

If we consider machines in layout as dimensionless 
(dimensions are not given in input section), the obtained result 
can be interpreted as “slots” for the machines (the layout 
dimensions are equal to the number of available slots in each 
direction), and the graphic interpretation in Excel is sufficient. 
However, for more accurate layout design it is necessary to take 
real dimensions into account, therefore there was a need for 
advanced drawing software. After consideration we decided to 
implement the interconnection with AutoCAD software (Fig. 6), 
where not only the obtained plant layout can be constructed, but 

• The implementation of the algorithm, the representation of 
solutions and the formulation of evaluation function can be 
difficult.

4. Layout planning using genetic algorithms

Currently, system for plant layout design is being developed 
at the Department of Industrial Engineering at the University 
of Zilina, utilising genetic algorithms. At this stage, input and 
results are transferred between Matlab and Excel spreadsheet, 
where simple user interface was created.  In the spreadsheet, 
we input parameters such as number of machines, dimensions, 
types and probabilities of genetic operators or intensities between 
workstations/machines (Fig. 4). 

After setting the input parameters we run the layout generator, 
coded in Matlab/ GNU Octave language. The algorithm creates 
initial solutions in a specified quantity and performs evolution. 
The chromosome structure was determined as 2*n, where n is 
the number of machines. Therefore, we store information about 

Fig. 4 Input sections of spreadsheet

a) b) c)
Fig. 5 Best initial solution, best and average fitness of the run, and the final solution
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[12]. Described approach connects the algorithmic solution of 
the spatial arrangement problem (utilising genetic algorithms) 
with both static (FactoryFLOW) and dynamic (Plant Simulation) 
verification and also a graphical representation of the proposed 
production system (AutoCAD, FactoryCAD). The benefits of 
application of genetic algorithms are manifested mainly when 
solving large-scale problems of spatial arrangement, where genetic 
algorithms can effectively and more quickly converge to solution 
than traditional algorithms for spatial arrangement optimisation, 
described in Chapter 2.

Described layout design procedure provides: 
• Reduction of the time needed to design the spatial arrangement 

of the large-scale production system. 
• Increase of the design quality through the implementation 

of appropriate configuration of boundary conditions to the 
algorithm, 

• Complex verification of an obtained spatial arrangement 
solution through static and dynamic verification of the 
proposed system.

• Cost reduction in a designed production system.
• Visualisation of the spatial arrangement through a 3D model 

of the production system, which can be further presented and 
utilised with the use of progressive computer technologies, 
such as virtual and augmented reality.
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also thanks to installed FactoryCAD/ FactoryFLOW extensions, 
we can insert 3D models of machines in *.JT format, thus creating 
3D model of machine layout and evaluate various aspects of the 
solution, such as material flow, aisle congestion, area structure 
or the possibility of milk run implementation with included 
tools. Also, thanks to SDX (Simulation Data eXchange) format, 
it is possible to evaluate obtained layout dynamically in another 
software solution by Siemens - Plant Simulation [11]. 

Thanks to these functionalities, we can not only get a possible 
layout solution, but also evaluate it both statically, and dynamically, 
which provides us with an advantage over solutions where only 
simple non-interactive block layout is created. 

Fig. 6 Proposed integration of plant layout design utilising genetic 
algorithms

 

5. Conclusion

This paper describes the utilisation of genetic algorithms 
in the layout design of production systems. Authors’ workplace 
addresses mentioned issues within the development of the digital 
factory concept and advanced industrial engineering methods 
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1. Introduction

In a pull production system, processes are based on customer 
demand. The main difference between classic push production 
systems and pull production systems is that that the first one 
schedules work releases based on demand, and the latter one 
authorizes work releases based on system status. Among other 
advantages, pull production systems can provide low unit cost, 
good customer service, high external quality and flexibility. 
Unfortunately, pull systems cannot be applied to all business 
types, because they require initial conditions such as stable 
demand, low number of product types, etc.

However, by integrating pull systems in some of your 
production processes, you will be able to reduce your lead 
times, and perhaps associated costs. One of the most significant 
parameters of pull production system is a number of circulating 
kanban cards. Central topic of this article is a new approach to 
finding out an optimal setting of this crucial parameter by using 
methods and techniques such as data mining, simulation and 
genetic algorithms.

2. Pull Production System 

Kanban became an effective tool in support of running 
a production system as a whole, and it proved to be an excellent 
way for promoting improvement. One of the main benefits of 
kanban is to establish an upper limit to the work in progress 
inventory, avoiding overloading of the manufacturing system. 

Kanban cards are a key component of kanban and signal the 
need to move materials within a manufacturing or production 
facility or move materials from an outside supplier in to the 
production facility. The kanban card is, in effect, a message that 
signals that there is a depletion of product, parts, or inventory 
that, when received, the kanban will trigger the replenishment of 
that product, part, or inventory. Consumption therefore drives 
demand for more production, and demand for more products is 
signalled by the kanban card. Kanban cards therefore help create 
a demand-driven system [1]. 

3. Data mining

The manual extraction of patterns from data has occurred 
for centuries. Early methods of identifying patterns in data 
include Bayes’ theorem (1700s) and regression analysis (1800s). 
The proliferation, ubiquity and increasing power of computer 
technology has dramatically increased data collection, storage, 
and manipulation ability. As data sets have grown in size and 
complexity, direct “hands-on” data analysis has increasingly been 
augmented with indirect, automated data processing, aided by 
other discoveries in computer science, such as neural networks, 
cluster analysis, genetic algorithms (1950s), decision trees 
(1960s), and support vector machines (1990s). Data mining 
is the process of applying these methods with the intention of 
uncovering hidden patterns in large data sets. It bridges the gap 
from applied statistics and artificial intelligence (which usually 
provide the mathematical background) to database management 
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these objects, while simulation provides a vehicle to represent 
those objects and their relationships [6].

5. Problem formulation

Figure 1 shows the pull production system, whose parameters 
are needed to be optimized. Simulation model was created in 
Simulink environment with use of SimEvents Toolbox [7]. In 
considered system, there are three circuits, in which kanban cards 
in the number of kb

1
, kb

2
 and kb

3
 circulate. The first circuit is 

shown first from the left in Fig. 1, to which belongs number of 
cards kb

1
, the next one, transport circuit with block Trans_kanban 

contains kb
2
 kanban cards and for following block, kb

3
 cards are 

allocated. The very last block on the right is used to generate 
production orders based on normal distribution. Also cumulative 
operations for defining the amount of work in progress run in 
this block. 

The aim of the solution was to formalize relations that 
describe the impact of the selected combination of numbers of 
kanban cards on the amount of work in progress and the numbers 
of finished orders, as these factors are crucial in terms of the 
efficiency of the proposed system.

Since the chosen maximum number of kanban cards was 
max{kb

i
}=30, in the case of simulating every possible case it would 

leave nk = 303  = 27000 simulation runs. To reduce the number 
of simulation runs, optimization through genetic algorithms in 
Matlab environment was used in this case.

6. Acquiring data using genetic algorithms

If we label f
sim

(kb
1
, kb

2
, kb

3
) as a function that describes the 

behavior of the simulation model, the optimization problem can 
be written as:

, ,minWIP f kb kb kbopt
kb Z

sim 1 2 3
i

=
! +

^ h" , (1)
 

where WIP
opt

 is the minimal amount of work in progress achieved 
with properly chosen combination of numbers of kanban cards 
in each circuit. Utilization of genetic algorithms in this case 

by exploiting the way data is stored and indexed in databases 
to execute the actual learning and discovery algorithms more 
efficiently, allowing such methods to be applied to ever larger 
data sets. Knowledge exists in all business functions, including 
purchasing, marketing, design, production, maintenance and 
distribution, but knowledge can be notoriously difficult to identify, 
capture and manage [2]. Simply stated, data mining refers to 
extracting or “mining” knowledge from large amounts of data 
[3]. Due to large amounts of data generated and collected during 
manufacturing execution, manufacturing is a promising area of 
application for data mining to extract knowledge for optimization 
purposes [4].

4. Simulation in terms of data mining

Simulations lend meaning to data and can be updated 
and adapted as further data come in [5]. It often happens that 
provided historical data are not sufficient to derive relevant 
knowledge. This occurs for a number of reasons, the most 
common ones are:
• The unpredictability of external factors affecting the operation 

of the production system.
• Inadequate recording of the data needed for analysis.
• Incorrect data caused by human factor.
• Incompatible corresponding resolution of analyzed data.
• Lack of data due to newly implemented system.

In such cases, it is possible to use simulation, in which the 
listed historical data are used, if possible, in the following tasks: 
• Elimination of attributes that do not affect the target 

parameter.
• Setting the probability distribution of the process attributes.
• Simulation model validation.

If the historical data are not available at all, as often happens 
in case of designing new production systems, simulation is the 
only way to obtain data necessary to derive applicable knowledge. 
The heart of data mining is knowledge discovery, as it enables to 
discover relevant objects and the relationships that exist between 

Fig. 1 Analyzed production system created in Simulink environment
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amounts of kanban cards, but in this case the number of finished 
orders is the evaluation criterion.

Search and formalization of knowledge through data mining 
algorithms

Following data mining algorithms were used to seek 
knowledge in the dataset: 
• Neural networks.
• Random forests.
• Linear regression.

The solution was carried out in KNIME [8] environment and 
for testing the models in terms of suitability of use, equation (3) 
was used to calculate the mean square error. 

MSE n Y Y
1

i i

i

n
2

1

= -
=

t^ h/  (3)

where Yt  is prediction vector and Y is the vector of actual values 
obtained from the simulation model. To use a neural network 
predictor, it was necessary to temporarily convert the data into 
<0,1> interval, using combinations of Normalizer/Denormalizer 
nodes. In this case, feedforward neural networks algorithm RProp 

reduced the number of simulation runs from 27000 to 1040 for 
optimization in terms of the amount of work in progress. For 
optimization in terms of the number of finished orders, a similar 
formula was used, with the difference that in this case, the aim 
was to maximize the number of finished orders.   

, ,maxFO f kb kb kbopt
kb Z

sim 1 2 3
i

=
! +

^ h" , (2)

For optimization in terms of the number of finished orders, 
880 simulation runs were executed. Values   calculated in order 
to minimize WIP and maximize FO together make the dataset, 
which should also contain those combinations of numbers of 
kanban cards in particular circuits, which can be determined 
from which knowledge applicable to the production system can 
be determined. Figure 2 shows the resulting dataset of performed 
simulation run, where the color attribute describes the amount of 
work in progress.

From Fig. 2 it is clear that the amount of work in progress is 
increasing with the increasing number of kanban cards in each 
circuit. Figure 3 shows the same set of combinations of different 

Fig. 2 Effect of combinations of numbers of kanban cards in particular circuits on the amount of work in progress (x=kb
1
, y=kb

2
, z=kb

3
)

Fig. 3 Effect of combinations of numbers of kanban cards in particular on the number of finished orders (x=kb
1
, y=kb

2
, z=kb

3
)
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Calculated mean square error values for individual models Table 1

Predicted 
attribute

MSE

Rprop MLP Random forests Linear regression

WIP 6.467 37.42 0.106

FO 0.0587 0.011 1121.579

Tested models with the lowest error can be considered 
established and formalized knowledge. For the amount of work in 
progress, the model has the form:

. . .WIP kb kb kb1 005 0 9985 1 02741 2 3$ $ $= + +  (4)

For the number of finished orders, the random forests 
algorithm derived model:

: .
: .

: .
FO

kb
kb

kb

80 3 1 5
154 3 2 5

196 3 2 5

1
1
2

= =*'  (5)

7. Conclusion

Acquired knowledge (4), (5) can be written in PMML 
format and added to the knowledge base, which is together 
with inference mechanism and user interface capable to form 
functioning knowledge system.  Therefore, when designing pull 
production system it is necessary in terms of capacity to consider 
this knowledge, if we want to achieve the optimal amount of work 

MLP was used with the number of 100 iterations. As with other 
used algorithms, random selection was used to select training set 
of 30% size of the total analyzed data, based on which  the mean 
square error was calculated according to equation (3) within 
model testing. Random forests algorithm was implemented by 
creating 50 random regression decision trees. It was not necessary 
to normalize the data. Further configuration of the algorithm for 
linear model prediction based on linear regression method was 
not necessary. Data processing stream and knowledge acquisition 
in KNIME environment can be seen in Fig. 4.

In this case, the aim was to seek knowledge about relation 
of combination of numbers of kanban cards kb

i
 in individual 

circuits i  to amount of work in progress WIP. In the case of 
gaining knowledge about target parameter FO – number of 
finished orders, process topology remained unchanged (as can 
be seen in Fig. 4), only input dataset and its predicted columns 
were changed. 

After executing transformation and mining operations, the 
results showed that for defining relations between number 
of kanban cards and amount of work in progress, the linear 
regression generated model performs the best. For determining 
the effect of kanban cards on number of finished orders, the best 
performing algorithm is random forests. In these cases, the mean 
square error was the lowest, as is shown in Table 1.

  

Fig. 4 Data processing stream and knowledge acquisition
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orders in due time, the most feasible combination of numbers of 
kanban cards should be [1 1 3]. Specific solution for the current 
situation, however, should be offered by the knowledge system, 
which would retrieve listed findings from knowledge base and 
optimize the resulting combination also in the terms of cost. 

in progress together with the highest possible number of finished 
orders. In the case of appropriate choice of combination of 
kanban cards, the cost perspective would be also important, but 
if we consider that in the case of pull systems the highest costs 
come from delays, which results in a smaller number of completed 
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1. Introduction

The collective behaviour of oscillators and coupled 
oscillators represents the complex dynamic system. It 
demonstrates interest in experimental as well as numerical 
research. Examples of such applications may be found in 
mechanical oscillators, limit cycle oscillators, semiconductor 
lasers, superconducting Josephson junction or pacemakers. 
Synchronization, where individual oscillators oscillate at 
a common phase and frequency, depends on coupling force. 
A weak coupling leads to the character of non-coupled 
oscillators, for stronger coupling the considering of both 
frequency and amplitude is required. An approach used in 
the investigation is based on the study of the stability - the 
system is linearized near zero [1]. The solving of differential 
equations or their systems by DTM avoids such a restriction.    
This paper presents two main goals. Firstly, we apply the 
differential transformation method for oscillators and coupled 
oscillators. Secondly, we reduce a system of linear equations in 
an engineering application to the system of linear equations to 
energy optimal control of motors.

2. DTM - differential transformation method

In this section we bring a brief overview of the differential 
transformation method that proposes a technique which 
does not evaluate the derivatives symbolically; the differential 
transformation DT of the nth derivative of a function y(t) is 
defined by 

 !Y n dtn
d y t1

n

n

t t0

=
=

^ ^h h; E , (1)
 

where y(t) is an original and Y(t) is a transformed function.
An inverse transformation of Y(n) leads to

y t Y n t t n

n

0

0

= -
3

=

^ ^ ^h h h/ . (2)

If t 00 = , then the representation of the function reduces to

y t Y n tn
n 0

=
3

=

^ ^h h/ . (3)

The properties of the DT with their proofs are published in 
[2 - 4]; the used ones of them are introduced below.

Let functions G, G
i 
, i = 1,2,3 be the differential transformations 

of functions g, g
i
, i = 1,2,3, then the following correspondences 

hold

g t g t g t G n G n G n1 2 1 2"= + = +^ ^ ^ ^ ^ ^h h h h h h (4)

g t g t G n G n1 1"m m= =^ ^ ^ ^h h h h (5)

g t g t g t G n G l G n l
l

n

1 2 1 2

0

"= = -
=

^ ^ ^ ^ ^ ^h h h h h h/  (6)

g t t G n n kk " d= = -^ ^ ^h h h (7)

!g t e G n n
t

n

"
b

= =b^ ^h h  (8)

!
!

g t
dt

d g t
G n n

n k
G n kk

k
1

1"= =
+

+^ ^ ^ ^ ^h h h h h (9)

OSCILLATORS NEAR HOPF BIFURCATIONOSCILLATORS NEAR HOPF BIFURCATION

Helena Samajova - Tongxing Li *

In this paper the differential transformation method (DTM) is employed to solve a system of linear differential equations derived for 
energy optimal control theory and nonlinear differential equations and their systems for oscillators near Hopf bifurcation. They are given by 
differential equations in a complex plane. Different types of forced terms are considered. The approximate solutions are given in the form of 
series with required accuracy. Some numerical examples are provided.

Keywords: Oscillators, systems of ordinary differential equations, differential transformation method.

* 1Helena Samajova, 2Tongxing Li
  1Department of Appl. Mathematics, Faculty of Mechanical Engineering, University of Zilina, Slovakia
 2School of Control Science and Engineering, Shandong University, Jinan, China
  E-mail: helena.samajova@fstroj.uniza.sk



84 ● C O M M U N I C A T I O N S    3 / 2 0 1 5

R2 a).  For the forcing term of the power type f t t jtk l= +^ h , 
where k, l are nonnegative integers the DT of f t1 ^ h and f t2 ^ h  
are ,F n n k F n n l1 2d d= - = -^ ^ ^ ^h h h h. The solutions 
for the same conditions as in R1.  and ,k l3 4= =  are 

u(t)=0.5–0.3906t–0.4091t2+2.9799t3+6.8569t4+8.8594t5+ ...
v(t)=0.75+2.1562t+1.2397t2+0.7014t3+2.3814t4+6.311t5+ ... (15)

b) Solutions under the initial conditions .u 0 0 5=^ h  
.v 0 0 75=^ h  and parameters 2~ =  and k 3=  are given as

u(t)=0.5–0.3906t–0.4091t2+2.9799t3+6.8569t4+8.8563t5+ ...
v(t)=0.75+2.1562t+1.2397t2+0.7014t3+2.3814t4+6.19935t5+ ... (16)

R3. If the forcing term is of the exponential  type  f t e jet t= +a b^ h , 
the DT of f t^ h is  F n nF jF n1 2= +^ ^ ^h h h, 

 

where ! , !F n n F n n

n n

1 2
a b

=^ ^h h .

For ,2 1a b= =  and for identical initial condition we 
obtain following solutions

 
u(t)=0.5–0.6093t–1.4345t2+9.6199t3+29.8612t4+75.7508t5+...
v(t)=0.75+3.1562t+4.2701t2+7.0497t3+19.3663t4+55.678t5+... (17)

In the special case 1a b= =

u(t)=0.5–0.6093t–0.9345t2+8.8282t3+28.7231t4+71.9794t5+...
v(t)=0.75+3.1562t+4.271t2+6.4976t3+17.6488t4+50.7307t5+... (18)

Remark: From the theory of Taylor series and relations  (7), 
(8) and (13), it is evident that the influence of the power type right 
hand side (RHS) manifests from the term of the lower degree of  
k,l unlike the RHS of exponential type changes all the terms of 
solutions.

3.2 Differential equation for an oscillator with  
a complex parameter ~ .

Consider the equation (11) with j C1 2 !~ ~ ~= + . The 
equation is separated into

 

u t u t v t u t

u t v t f t

v t v t u t

v t u t v t f t

1

1

1 2
3

2
1

2 1

2 3
2

~ ~

~ ~

= + - + +

+ +

= + +

+ + +

+

l

l^

^

^

^ ^

^
^

^

^

^
^

^ ^
^

^ ^

h

h

h

h h

h
h

h
h

h
h

h

h
h

h h

. (19)

g t g t G n G s G s

G n s s
i s

n s

s

n

i

1

3

1 1 2 2

00

3 1 2

2

1

1

" $

$

= =

- -
= =

-

=

^
^

^ ^ ^ ^h
h
h h h h% //

 (10)

 
where n kd -^ h is the Kronecker delta symbol, , ,n l k N0! .

3. Oscillators near Hopf bifurcation

3.1 Differential equation for an oscillator with a real 
parameter ~ .  

We consider nonlinear differential equation used for 
oscillators [1] near Hopf bifurcation [5] with different types of 
forcing terms 

 
y t y t j y t f t1

2
~= + + +l^ ^ ^ ^h h h h9 C , (11)

  
where j 12 =- , R!~ , with the initial condition y a0 =^ h  
and a C!  is a constant. With the use of y t u t jv t= +^ ^ ^h h h 
and a forcing term f t f t jf t1 2= +^ ^ ^h h h the equation (11) is 
equivalent to the system of two equations  

u t u t v t u t u t v t f t

v t v t u t v t u t v t f t

3 2
1

2 3
2

~

~

= - + + +

= + + ++

l

l^
^

^
^

^
^

^
^
^
^

^
^

^
^

h
h

h
h

h
h

h
h
h
h

h
h

h
h
. (12)

Using the properties  (4) - (10),  the resulting system of the 
DTM is 

/

/

U n U n V n U s U s

U n s s U s V s

V n s s F n n

V n V n U n V s U s

U n s s V s V s

V n s s F n n
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n s
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h
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h
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h

h

h

h

h

6

6

@

@

//

//

//

//

. (13)

Now we will consider the cases with forcing terms of different 
types. 

R1.Consider equations  (12) without any forcing term 
and with the initial conditions .u 0 0 5=^ h , .v 0 0 75=^ h  
and a parameter 2~ = . The transformation of functions 
f t f t 01 2= =^ ^h h  yields  F n F n 01 2= =^ ^h h .

The Matlab program is involved and gives numerical solutions 
as follows

u(t)=0.5–0.3906t–0.4091t2+2.9799t3+6.6069t4+8.7719t5+ ...
v(t)=0.75+2.1562t+1.2397t2+0.7014t3+2.5814t4+5.9462t5+ ... (14)
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Vector fields for solutions of equation (19) near Hopf 
bifurcation with initial conditions .u v0 0 0 001= =^ ^h h ,  

j5 6~ = +  n=20 are in Fig. 1 with forcing term  
a)  f t t jt4= -^ h ;   b) f t e je 3= + -^ h .

3.3 System of differential equations for coupled 
oscillators with real parameters ,1 2~ ~ .

Now, let us consider the system of two coupled oscillators 
with a constant K, which represents the coupling as considered in 
[1] and , R1 2 !~ ~  

y t

y t y t j y t K y t y t

y t j y t K y t y t

1 2

11

2

2 2 2 2 1

1 1 1

2

2 1

~

~

= + + + -

= + + + -l
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^
^

^
^

^
^
^
^

^
^

h
h

h
h

h
h

h
h

h
h
h
h

9
9

C
C

 (22)

 
Similarly to the case of one equation we may separate it into 

the system

u t u t v t u t
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 (23)

Such kind of a system could be regarded as coupled oscillators 
with two different frequencies ,1 2~ ~ .

The DM of  ,u t v t^ ^h h 
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The difference of two frequencies 1 2T ~ ~= -  and 
a coupling constant K introduced in the system of differential 
equations (23) have a decisive influence on the behaviour of such 
systems of coupled oscillators. It could be one of the parameters 
which may be the reason of quenching of oscillators´ amplitudes.

The numerical solutions of (21) are given for the initial 
conditions .u 0 0 5=^ h , .v 0 0 75=^ h  and frequencies 

,1 21 2~ ~= =  

u(t)=0.5–0.1563t–0.1143t2+0.7296t3+2.4144t4+6.4313t5+...
v(t)=0.75+2.3594t+3.6802t2+7.8027t3+19.3675t4+48.2082t5+... (21)

a)                                         b)
Fig. 1 Vector fields
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magnet synchronous motor) takes into account time varying load 
torque and motor copper losses.

Generally, we consider the system of linear differential 
equations
y t

y t y t f t

y t a y t a y t f t

y t f t

y t f t

a y t

1

2 3 2

3 2 2 3 3 3
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h (26)

The DTM brings the resulting system 
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The system (26) with , , , .f t i f t0 1 2 0 39i 3= = =^ ^h h  
and f t a t a4 4 5= +^ h  is studied in [6]. Parameters for 
this model of an engine are given in [8]. The numerical 
solution by Matlab computed for initial conditions 
y y y y0 0 0 0 01 2 3 4= = = =^ ^ ^ ^h h h h  and parameters 

. , . , . ,a a a a a0 05 1 3
1

0 39 11 2 3
2

4 5= =- = = =  is

y1
(t)=3.9t2–3.333t3–5.833t4+2.412t5+...

y
2
(t)=7.8t–10t2–23.33t3+12.06t4+18.315t5+... (28)

y
3
(t)=0.39t–3t2+2.412t3+4.578t4–1.716t5+...

y
4
(t)=t+0.5t2

5. Conclusion

We used the differential transformation method DTM for 
two different problems - coupled nonlinear oscillators and energy 
optimal speed and position control of PMSM drive.   Solutions to 
linear and nonlinear systems of ODE are calculated for systems 
with power and exponential types of RHS.
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Considering the parameters of previous numerical examples  
. , .u u v v0 00 0 5 0 0 751 2 1 2= = = =^ ^ ^ ^h h h h , 21~ = , 

, K1 22~ = = , the components of the solutions are as follows
 

u
1
(t)=0.5–0.5938t–1.4111t2–1.1733t3–2.7805t4–4.5852t5+...

v
1
(t)=0.75+2.3594t+2.1489t2+5.4193t3+11.1783t4+25.7515t5+... (25)

u
2
(t)=0.5+0.1563t–0.8018t2–0.5712t3+0.3199t4+0.2545t5+...

v
2
(t)=0.75+1.8594t+3.3677t2+4.7132t3+11.9392t4+26.1863t5+...

4. An engineering application

Let us demonstrate the exploitation of DTM principles 
on the problem describing an electric motor presented in 
[6 and 7]. Mathematical analysis of energy optimal speed 
and position control of the drive with PMSM (permanent 
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1. Introduction

In cars and other double-tracked wheeled vehicles, 
a differential couples the drive shaft to half-shafts that connect 
to the front or rear driving wheels. The differential gearing allows 
the outer drive wheel to rotate faster than the inner drive wheel 
during a turn [1] and [2]. This is necessary when the vehicle 
turns, making the wheel that is travelling around the outside of the 
turning curve roll farther and faster than the other one. Average 
of the rotational speed of the two driving wheels equals the input 
rotational speed of the drive shaft. An increase in the speed of one 
wheel is balanced by a decrease in the speed of the other.

2. Vehicle model concept

Special blocks that enable sequencing and creating of string 
structures are also called two-terminal blocks. They have one 
input i and one output o on each side of the block (Fig. 1).

Fig. 1 Two-terminal block (Source: authors)

The principle of the string-concept vehicle modelling can be 
used by the classic drivetrain vehicle model, which consists from 
two-terminal block models of the drivetrain subsystems and the 

three-terminal block model of the rear axle mechanical differential 
(Fig. 2).

The vehicle drivetrain model consists of blocks which are 
connected in alternating order of the blocks defining inertias 
(engine, gearbox, differential, vehicle body, wheels) and the blocks 
defining the torque or force law between connected components 
(clutch, torque converter, elastic shafts, tire) [3] and [4].

The blocks can be then divided into two groups:
• inertia blocks with the inner structure defining the inertia 

of the engine, gearbox, differential, wheels and the car body, 
which calculate the component speed,

• torque and force blocks, which calculate the torque of the 
clutch (alt. torque converter), torque on the shaft ends 
and forces between the tires and the track or the wheels 
respectively.

Fig. 2 Classic vehicle drivetrain model (Source: authors)

The string structure is completed with the:
• control parameter blocks (round shaped with the arrow 

towards the controlled block) , which represent the position 

MECHANICAL DIFFERENTIAL MATHEMATICAL MODELMECHANICAL DIFFERENTIAL MATHEMATICAL MODEL
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build a mechanical differential model by the selected vehicle model structure.
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Fig. 4 Structure of the three-terminal differential block model  
(Source: authors)

The fundamental differential ratio is defined as

u z
z

0v
p

l

l

p
r! ~

~
~= = = , (2)

where: z
l
 tooth number of the central wheel l,

 z
p
 tooth number of the central wheel p.

The relations between the torques in the differential are 
descibed via the torque equilibrium equation

M M M 0p l r+ + = , (3)

where: M
p
 torque on the central wheel p,

 M
l
 torque on the central wheel l,

 M
r
 torque on the carrier r.

The power equilibrium has to be applied in the same time. 
Then, if the efficiency losses are ignored, the power balance 
equation is defined as

M M M 0p p l l r r~ ~ ~+ + = , (4)

which is modified by the stopped differential rotating cage – 
carrier r (ω

r
 = 0) into the form

M M 0p p l l~ ~+ = . (5)
If the differential is the vehicle one (z

p
 = z

l
, opposite speed 

of the wheels p and l by the stopped carrier r), the fundamental 
differential ratio has the value u

v
 = -1. The Willis formula (1) is 

then changing to the form

2p l r~ ~ ~+ = . (6)

The speeds of both differential output shafts can be also 
calculated with the help of the rotation superposition [8] and [9]. 
The final speed equations are superposed from the speeds of both 

of the gas, brake and clutch pedal and the shifted gear 
according the driver discrete event system (DES) model [5],

• environment resistance block, which is defined by the track 
and vehicle characteristics (grade resistance) [6] or the 
environment (aerodynamic drag).

3. Differential model structure

A differential (Fig. 3) consists of one input, the drive 
(propeller) shaft, and two outputs – half shafts, which are 
connected to the drive wheels [7]. The rotation of the drive 
wheels are coupled by their connection to the track via the tires. 
Under normal conditions, with small tire slip, the ratio of the 
speeds of the two driving wheels is defined by the ratio of the radii 
of the paths around which the two wheels are rolling, which in 
turn is determined by the track-width of the vehicle (the distance 
between the driving wheels) and the radius of the turn.

Fig. 3 Structure of a common vehicle mechanical differential (Source: 
http://www.mrclutchnw.com/services/differential-rebuilding/)

4. Model equations

The model of the differential has to be a three-terminal 
according to the vehicle drivetrain model structure described 
above (Fig. 4).

The kinematics of the three-shaft differential basic elements 
are defined according to the Willis formula as

u u1p l v r v~ ~ ~- = -^ h, (1)

where: ω
p
 speed of the central wheel p,

 ω
l
 speed of the central wheel l,

 ω
r
 speed of the carrier r,

 u
v
 fundamental differential ratio.
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The torque ratio between the pinion and the crown wheel is 
defined with no losses by the equation

i M
M

M
M

d
dl

d

dl

r2=- = , (12)

where:  M
d2

 reaction torque on the crown wheel.

The angular accelerations of the output shafts can be 
calculated by the following motion equations [8] and [9]:

I I
u
I

M u
M

I I I u M M u

pr pr p
v

l
pr p

v

l

lr lr l p v lr l p v

2

2

~ ~

~ ~

= + = +

= + = +

o o

o o^
c m

h
, (13)

where: I
pr
 inertia of both output shafts reduced to the central 

wheel p shaft,
          I

lr
 inertia of both output shafts reduced to the central 

wheel l shaft.

The final angular acceleration equations of the all three 
differential shafts by the help of equations (8) through (13) can 
be defined either general as

I
M M M M M

I
M M M

I
M M u

I
M M M

I
u

2

p r pr
dr

r p l p l

dr

r p l

r

p l v

r
dr

r p lp l

pr

v

l r lr
l

1

~ ~ ~

~ ~ ~

~
~ ~

= + =
+ +

+
+

=
+ +

+
+

+ ++

= +

= =

-

o o o

o o o

o
o o

 (14)

or particular for the vehicle differential (u
v
 = -1; I

p
 = I

l
) as

I
M M M

I I
M M

I
M M M

I
M M

I
M M M

I

2

p r pr
dr

r p l

p l

p l

l r lr
dr

r p l

r
p l

dr

r p l

p l

l p

~ ~ ~

~ ~ ~

~
~ ~

= + =
+ +

+ +
+

= + =
+ +

+
+

=
+

=
+ +

+

o o o

o o o

o
o o

. (15)

5. Conclusion

Mathematical model of the mechanical differential is an 
important component of the complex vehicle drivetrain model. 
It can be built by different approaches according to the modelled 
system structure [11 and 12]. This article shows how to build 
a three-terminal mechanical differential block model calculating 
the shaft speeds according the acting torques, which is suitable for 
string structure drivetrain mathematical models.

output shafts with the carrier connected to a fixed unit and the 
relative speed of the central wheels towards the stopped carrier. 
The equation of the relative speeds is given by

p r pr

r rl l

~ ~ ~

~ ~ ~

= +

= +
, (7)

where:  ω
pr
 relative speed of the central wheel p towards the 

stopped carrier r,
            ω

lr
 relative speed of the central wheel l towards the 

stopped carrier r.

The equation above is the condition of the relation between 
the speed derivations (accelerations) in the form

p r pr

l r lr

~ ~ ~

~ ~ ~

= +

= +

o o o

o o o
. (8)

The acceleration component r~o  of the described fixed unit 
of both output shafts with the carrier rotating with the speed r~  
is applicable to derive from the motion equation [10]

I M M Mdr r r p l~ = + +o , (9)

where:   I
dr
  inertia of the differential fixed unit reduced to the 

carrier r.

Reduced moment of inertia I
dr
 of the unit consisting of 

differential input shaft with the differential pinion, carrier with the 
differential crown wheel and both output half shafts is calculable 
via the mass and force reduction method comparing the reduced 
unit kinetic energy and the kinetic energy of the unit components 
as

I I I I

I i I I

2
1

2
1

2
1

2
1

2
1

2
1

dr r dl dl p r l r

dl d r p l r

2 2 2 2

2 2 2

~ ~ ~ ~

~ ~

= + + =

+ += ^ h
, (10)

where:  I
d1

 inertia of the pinion and the rotating cage (carrier) 
reduced to the differential input shaft,

           I
p, l

 inertia of the output (half) shafts p and l,
            i

d
 ratio between the differential pinion and the crown 

wheel,
            ω

d1
 differential input shaft speed (pinion speed),

            ω
r
 differential crown wheel speed (rotating cage/carrier 

speed).

The ratio between the pinion and the crown wheel is defined 
by the equation

id
r

dl

~
~

= . (11)
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INFLUENCE OF VANADIUM AND CHROMIUM ADDITION  
ON MORPHOLOGY AND COMPOSITION OF IRON BASED 
PHASES IN AlSi10MgMn ALLOY

1. Introduction

In recent years much effort is being expended to protect the 
earth’s environment and one of the most desirable concepts that 
have been established through these developments is the recycling 
of waste materials. Aluminium waste must be one of the most 
desirable materials for recycling or re-using. This is because the 
energy costs involved in its production can be reduced by up 
to 95% by recycling Al scrap, as the production of Al from its 
ore, bauxite, is an energy consuming and very expensive process 
[1]. However, the increasing use of recycled aluminium casting 
alloys warrants strict process control to remove the ill effects of 
impurity elements [2]. From impurity elements, the most harmful 
is thought to be iron [3 - 5].

Presence of iron in Al-Si cast alloys is a common problem 
in primary alloys but it becomes more important in secondary 
(recycled) aluminium alloys made from scrap materials. The 
reason why iron has such detrimental influence is that although 
iron is highly soluble in liquid aluminium and its alloys, it has very 
little solubility in the solid (max. 0.05 wt. %) and so it tends to 
combine with other elements to form intermetallic phase particles 
of various types [5]. Intermetallic phases present in the alloys 
then decrease mechanical properties of the alloy and also porosity 
of final casting can be increased by iron phases.

A variety of Fe-rich intermetallic phases have been observed 
in aluminium alloys. In Al-Si-Fe system there are five main Fe-rich 

phases: Al
3
Fe (or Al

13
Fe

4
), α-Al

8
Fe

2
Si (possibly α-Al

12
Fe

3
Si

2
), 

β-Al
5
FeSi, δ-Al

4
FeSi

2
 and γ-Al

3
FeSi [6]. The most common 

intermetallic phase is β-Al
5
FeSi that is also considered to have the 

most detrimental effect on mechanical and foundry properties 
of Al-Si type alloys. The platelet-like morphology of the Al

5
FeSi 

phase allows it to act as a stress raiser, consequently undermining 
the mechanical properties of the cast part, mainly tensile strength 
and elongation [5]. As the fraction of insoluble phase increases 
with increased iron content, casting properties such as fluidity 
and feeding characteristics are also adversely affected. Iron also 
lead to the formation of excessive shrinkage porosity defects 
in castings [7]. If Mg is present with Si, an alternative phase 
can form, π-Al

8
FeMg

3
Si

6
 [5]. Phase π-Al

8
FeMg

3
Si

6
 occurs in 

script-like morphology and it has a negative impact on ductile 
properties of Al-Si-Mg alloys [8]. For the more usual Al-Si-Mg cast 
alloys of modest Mn contents, the Al

15
(Fe,Mn)

3
Si

2
 phase often 

has an appearance of Chinese script in section, being irregular 
or convoluted. If Fe and Mn are sufficiently high, primary 
Al

15
(Fe,Mn)

3
Si

2
 phase may appear as hexagonal, star-like, or 

dendritic crystals.
There is still only little information about vanadium influence 

on iron-based intermetallic phases in aluminium alloys. In the 
cast 99.5 Al alloy V addition in amount of 0.1 wt. % exhibits more 
cubic α-AlFeSi phase than in V-free version in both the as-cast 
and homogenised conditions, although the effect became more 
pronounced after homogenisation [9]. Vanadium addition (0.2 
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grinding, polishing and etching. Chemical composition of selected 
intermetallic particles was analysed by EDX analysis.

3. Results

Typical microstructure of AlSi10MgMn1 alloy is shown in 
Fig. 1. As the alloy was not modified, eutectic silicon is present in 
the form of platelet particles surrounded by aluminium dendrites. 
Significant amount of iron based intermetallics is also present in 
the microstructure, mostly in the form of thick needles. Position 
of the iron phases seems to be preferentially along the eutectic 
Si. Chemical analysis of the needle-like particle (Fig. 2) shows 
mainly the presence of Al, Si and Fe, but low amount of Mn  
was detected as well. Generally, it can be described as β-AlSiFe, 
probably Al

5
FeSi.

Fig. 1 Typical microstructure of AlSi10MgMnFe1 alloy, etch. 0.5 % HF

Vanadium addition in amount of 0.2 wt. % leads to the 
formation of increased amount of script-like iron phases, but 
platelets were still in higher number. As it can be seen in Fig. 3, 
vanadium caused increasing of needle-like particles compared to 
AlSi10MgMnFe1 alloy but thickness was decreased. EDX analysis 
showed the presence of small V amount in script-like particles 
(Fig. 4). 

wt. %) in Al-Si cast alloys containing 3.0 ÷ 12.0 wt. % of Si, 0 ÷ 
0.4 wt. % of Mg and 0.3 ÷ 2.3 wt. % of Fe have also a beneficial 
influence on length of β-Al

5
FeSi but there was a negligible 

amount of V detected in platelets [10]. Previous work [11] shows 
also a beneficial influence of V addition on microstructure and 
mechanical properties of AlSi6Cu4 alloy but vanadium was not 
detected in iron intermetallic phases at all.

It has been reported that Cr addition can have similar effect 
on iron intermetallics as Mn [12]. Chromium improves aluminium 
alloys strength at indoor and higher temperatures (precipitation of 
intermetallic compositions of Cr inhibits the growth of grains) 
and mildly deteriorates elongation. But the presence of Cr phases 
Al

13
(CrFe)

4
Si

4
 and Al

2
(CrFe)

5
Si

8
 can increase brittleness [10]. Cr 

addition leads to improvement of mechanical properties of as-cast 
AlSi7Mg0.3 alloy while the maximal value of tensile strength and 
elongation was measured at 1.0 wt. % of Cr [13 - 16].

There is no available information about the mutual V and 
Cr influence in Al-Si alloy. In the article, vanadium and mutual 
V and Cr influence on iron based intermetallics is analysed in 
AlSi10MgMn cast alloy by optical microscopy, SEM observations 
and EDX analysis.

2. Materials and methodology

Commercial AlSi10MgMn alloy was used to perform  the 
experiments. Selected alloy was in the first step of experiments 
polluted by iron by addition of AlFe10 master alloy. Alloy with 0.98 
wt. % of iron was obtained this way (marked as AlSi10MgMnFe1). 
Vanadium was added to such prepared secondary alloy in amount 
of 0.2 wt. % of V. Combined V and Cr influence was evaluated 
on the alloy prepared by chromium addition to vanadium treated 
alloy in the amount of 0.5 and 1.0 wt. % of Cr. Required amounts 
of V and Cr were added in the form of AlV10 and AlCr20 master 
alloys. The melts were not purified, modified or grain refined. 
Prepared melts were after reaching pouring temperature (760 °C) 
poured into a permanent mould preheated to 200 °C. Chemical 
composition of the alloys is shown in Table 1. Accurate values of 
Cr level in alloys with added V and Cr could not be measured due 
to uncommonly high Cr addition that is out of range of the used 
spectrometer.

Samples for metallographic observations were prepared 
from the castings by standard procedure containing cutting, 

Chemical compositions of prepared alloys in wt. %  Table 1

Alloy Si Mg Mn Fe Ti Zn Cu V Cr Al

AlSi10MgMn 10.220 0.277 0.108 0.448 0.046 0.029 0.047 0.010 0.006 rest

AlSi10MgMnFe1 9.73 0.313 0.118 0.980 0.041 0.026 0.048 0.009 0.037 rest

AlSi10MgMnFe1 + 0.2 wt. % V 9.133 0.265 0.116 1.588 0.034 0.026 0.046 0.216 0.166 rest

AlSi10MgMnFe1 + 0.2 wt. % V + 1.0 wt. % Cr 8.996 0.291 0.119 1.446 0.033 0.029 0.047 0.139 >0.480 rest

AlSi10MgMnFe1 + 0.2 wt. % V + 0.5 wt. % Cr 8.539 0.290 0.098 1.182 0.031 0.028 0.053 0.135 >0.480 rest
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addition decreased but the formation of sludge phases is thought 
to be even more deleterious compared to needles or script-like 
particles. This is due to its high melting point, high specific gravity 
and hardness which causes the increasing wear of melting devices 
and deteriorating of the alloy machinability [14]. Except of this, 

Mutual V and Cr addition leads to the formation of so called 
“sludge phases”. Amount of sludge phases increased with Cr 
addition, lower amount was present after addition of 0.5 wt. % of 
Cr (Fig. 5) and higher in the alloy with 1.0 wt. % of Cr (Fig. 6). 
Size and amount of needle-like particle was after the V and Cr 

         
                                a)                                b)

Fig. 2 EDX analysis of needle-like phase in AlSi10MgMnFe1 alloy: a) SEM image of analysed place, b) EDX spectrum

Fig. 3 Typical microstructure of AlSi10MgMnFe1 alloy with 0.2 wt. % of V, etch. 0.5 % HF

     
                 a)           b)

Fig. 4 EDX analysis of script-like phase in AlSi10MgMnFe1 alloy with 0.2 wt. % of V: a) SEM image of analysed place, b) EDX spectrum
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in alloy with 1.0 wt. % of Cr only chromium was detected (Fig. 8). 
Moreover, the amount of Cr was lower in a script-like phase after 
higher chromium addition.

once the sludge phase is formed, it cannot be removed from alloy 
by further re-melting or refining process. Chemical composition 
of script-like phase present in alloy with 0.5 wt. % Cr addition 
shows presence of both V and Cr in analysed place (Fig. 7) while 

             
              a)                       b)

Fig. 7 EDX analysis of script-like phase in AlSi10MgMnFe1 alloy with 0.2 wt. % of V and 0.5 wt. %  
of Cr: a) SEM image of analysed place, b) EDX spectrum

      
   a)            b)

Fig. 8 EDX analysis of script-like phase in AlSi10MgMnFe1 alloy with 0.2 wt. % of V and 1.0 wt. %  
of Cr: a) SEM image of analysed place, b) EDX spectrum

Fig. 5 Typical microstructure of AlSi10MgMnFe1 alloy with 0.2 wt. % of 
V and 0.5 wt. % of Cr, etch. 0.5 % HF

Fig. 6 Typical microstructure of AlSi10MgMnFe1 alloy with 0.2 wt. % of 
V and 1.0 wt. % of Cr, etch. 0.5 % HF



96 ● C O M M U N I C A T I O N S    3 / 2 0 1 5

R E V I E W

the straightening action which was observed by other authors [7] 
and it might be a sign of higher strength of these phases against 
the loading. Vanadium presence was detected in script-like phases 
together with Al, Si, Fe, Mn and Cr. Number of needle-like 
particles rapidly decreased after mutual V and Cr addition but 
a high amount of sludge phases were observed. The formation of 
this kind of particles had been observed by many authors [11, 13 
and 14] and it is thought to be detrimental to mechanical, foundry 
properties and machinability of the alloy [14]. Influence of sludge 
phases on mechanical properties of Al-Si-Mg alloys is still not 
clear and in spite of the presence of sludge phases in AlSi7Mg0.3 
alloy the tensile properties can increase as it has been shown in 
[13]. EDX analysis in alloys shows decreasing of V level present 
in script-like phases with alloys after Cr addition. Vanadium and 
also chromium level rises in the sludge phases with increasing of 
the Cr addition. It is possible that not only Cr, Mn and Fe are 
sludge forming elements, but also V belongs to that group at its 
higher levels.

Sludge phase chemical observations in both Cr treated 
alloys (Fig. 9 and 10) show presence of Al, Si, Fe, Cr, Mn and V. 
Amount of Cr in sludge phase seems to be higher with increasing 
Cr addition. 

4. Discussion

Iron addition in the amount of 0.98 wt. % in AlSi10MgMn 
alloy leads to formation of thick needle like intermetallic phases 
β-AlFeSi. Manganese neutralisation effect on iron in such alloy 
composition is then insufficient because the Mn to Fe ratio is 
only 0.12 (recommended value 0.5 [5, 7 and 14]). Vanadium 
influence as the iron corrector was analysed in addition of 0.2 
wt. % V. Formation of higher amount of script-like phases was 
observed. Vanadium also caused change of the needle-like length 
and thickness. Length of the phases rises in disagreement with 
the literature [10 and 11], but thickness was reduced. Some 
needle-like phases have a curved shape (Fig. 3) what might be 
probably the result of the accidental mechanical hindrance to 

            
              a)                  b)

Fig. 9 EDX analysis of sludge phase in AlSi10MgMnFe1 alloy with 0.2 wt. % of V and 0.5 wt. %  
of Cr: a) SEM image of analysed place, b) EDX spectrum

             
              a)   b)

Fig. 10 EDX analysis of sludge phase in AlSi10MgMnFe1 alloy with 0.2 wt. % of V and 1.0 wt. %  
of Cr: a) SEM image of analysed place, b) EDX spectrum
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Also thickness of the needle-like particles was reduced by 
V addition but the length of needles increased.

(3) Cr in amount of 0.5 and 1.0 wt. % leads to the formation of 
sludge phases which might deteriorate mechanical properties 
of alloy. More sludge phases formed at higher Cr level.

(4) Sludge phases also contain certain amount of V that might be 
also a sludge formation element when the content of Fe, Mn 
and Cr exceeds a critical value.

(5) Vanadium addition in amount of 0.2 wt. % has the most 
beneficial effect on morphology and chemical composition of 
iron intermetallics.

5. Conclusions

Influence of V and mutual V and Cr addition in AlSi10MgMn 
alloy were analysed by optical microscopy, SEM observations 
and EDX analysis. Following conclusions can be drawn from the 
results:
(1) Detrimental iron effect in the AlSi10MgMn alloy leads to 

formation of thick platelets of AlSiFe (probably Al
5
FeSi) 

phase placed mainly near the eutectic Si.
(2) Vanadium has an influence on the formation of higher 

amount of script-like phases and it acts like an iron corrector. 
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1. Introduction

Until recently, pipeline weld inspection has been traditionally 
solely the domain of radiography. With the advent of modern 
ultrasonic technique Phased Array (PA), ultrasonic testing has 
proven to be an effective option to detect weld defects in gas 
pipeline welds oriented unfavourably for radiography. Ultrasound 
testing can be used for gas pipelines according to current 
standards. Standard STN EN 12732 affords to replace X-ray by 
ultrasound technique in the control steel pipelines.

One of these serious weld defects is also lack of fusion and 
incomplete penetration in weld. It produces the notch effect, 
which can cause pipeline destruction during operation. This 
defect can be reliably identified by modern ultrasonic technique 
PA.

2. Ultrasonic technique Phased Array

PA ultrasonic is an advanced method of ultrasonic non-
destructive testing. Ultrasonic waves at a frequency of 20 kHz are 
used for testing. The two main types are longitudinal (L-waves) 
and transversal waves (S-waves). L-waves have the particle motion 
and propagation in the same direction, while transversal waves 
have particle and propagation at right angles to each other [1]. 

The formulas for longitudinal and transverse waves are:
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where:

E - modulus of elasticity (Young`s modulus) N m 2$ -6 @,
n  - Poisson`s ratio GE G2 2 1$n = -^ ^h h6 @,
t  - mass density kg m 3$ -6 @ [2].

Conventional ultrasonic transducers for NDT commonly 
consist of either a single active element that both generates and 
receives high-frequency sound waves, or two paired elements, 
one for transmitting and one for receiving. PA probes, on the 
other hand, typically consist of a transducers assembly with 16 
to as many as 256 small individual elements that can each be 
pulsed separately. These can be arranged in a strip (linear array), 
2D matrix, a ring (annular array), a circular matrix (circular 
array), or more complex shape. As is the case with conventional 
transducers, phased array probes can be designed for direct 
contact use, as part of angle beam assembly with a wedge, or for 
immersion use with sound coupling through a water path [3]. 
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by directing the arc towards the side wall of the base plate. When 
multipass welding thick material, a split bead technique should be 
used whenever possible after the root passes. Large weld beads 
bridging the entire gap must be avoided [4 and 7].

Lack of fusion is a common gas pipelines weld defect. This 
defect occurs mainly at repair of gas pipelines. Cause of the lack 
of fusion is rapid dissipation of heat from the weld edges during 
welding, which is due to the effects of the flow gas in the pipeline 
[8].

4. Identification of lack of fusion and penetration by 
Phased Array method on experimental samples

Identification of lack of fusion by ultrasonic method is very 
difficult. Difficult identification is caused by smooth surface 
defect, which does not direct reflect the ultrasonic energy back 
into the probe. Defects can be identified only by the reflected 
beam from the weld shape. The procedure of testing options is 
described in this chapter.

Three experimental samples with artificial lack of fusion were 
produced for ultrasonic testing. One of the samples was without 
defect (Fig. 3) and two samples were with artificial defect – lack 
of fusion on the pipe side. The samples were made of S355 steel 
plate with thickness of 8 mm to simplify the weld joint geometry. 
This geometry is very similar to the real geometry of the weld on 
the pipe with a diameter of 300 mm at repair of gas pipeline with 
steel sleeve and steel patch [9 and 6].

Transducer frequencies are most common in the 2 MHz to 10 
MHz range. A PA system also includes a sophisticated computer 
based instrument that is capable of driving the multielement 
probe, receiving and digitizing the returning echoes, and plotting 
that echo information in various standard formats. Unlike 
conventional flaw detectors, phased array systems can sweep 
a sound beam through a range of refracted angles or along a linear 
path, or dynamically focus at a number of different depths (Fig. 
1), thus increasing both flexibility and capability in inspection 
setups [2]. 

3. Lack of fusion and penetration

Lack of fusion and penetration, also called cold lapping or 
cold shuts, occurs when there is no fusion between the weld metal 
and the surfaces of the base material. This defect can be seen in 
Fig. 2. 

The most common cause of lack of fusion is a poor welding 
technique. Either the weld puddle is too large (travel speed too 
slow) and/or the weld metal has been permitted to roll in front 
of the arc. Again, the arc must be kept on the leading edge of the 
puddle. When this is done, the weld puddle will not get too large 
and cannot cushion the arc [5 - 6].

Another cause is the use of a very wide weld joint. If the arc is 
directed down the centre of the joint, the molten weld metal will 
only flow and cast against the side walls of the base plate without 
melting them. The heat of the arc must be used to melt the base 
material. This is accomplished by making the joint narrower or 

Fig. 1 Phased Array probes principle [3]

Fig. 2 Lack of fusion and penetration [4]
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PA ultrasonic defectoscope OLYMPUS Omni Scan MX2, 
probe 5L16-A10 and wedge SA10-N55S were used for testing. 
The samples were tested with transversal ultrasonic waves with 
frequency 5 MHz (wavelength λ =0.6416, c

T 
= 3208 m.s-1). The 

sensitivity of the ultrasound system was set by the DAC Ø 2 mm 
curve + additional gain 8 dB. Ultrasonic gel EchoMix was used to 
ensure acoustic contact coupling. 

Lack of fusion on the pipe side was manufactured with 
steel washers of dimension 40x35x2 mm. Defect originated 
during metal active gas (MAG) welding by partial melting of 
the surface of the steel washers. Steel washers and lack of fusion 
macrostructure are shown in Fig. 4. Depth of lack of fusion (L 
in Fig. 4) is 3.6 mm and 12.7 mm and its length is approximately 
30 mm.

Fig. 3 Experimental sample without defect

Fig. 4 Steel washers (left) and lack of fusion macrostructure (right)

Fig. 5 Simulated testing probe position
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is clear that the ultrasonic lack of fusion indication from sleeve 
(patch) side is shown through the reflected ultrasound beam 
from the surface of the weld. Any indications are not recorded 
from probe position on pipe side, because ultrasonic energy 

The correct position of the probe was designed in the program 
BeamTool, which allows tosimulate the propagation of ultrasonic 
waves in the testing material. Beam Tool ultrasonic propagation 
simulation in samples with defect is in Fig. 5. From the picture it 

Fig. 6 Correct testing probe position from sleeve/patch: direct beam (left), reflected beam (right)

Fig. 7 PA ultrasonic record from sample without defect

Fig. 8 PA ultrasonic record from sample with defect (defect depth L = 3.6 mm)

Fig. 9 PA ultrasonic record from sample with defect (defect depth L = 12.7 mm)
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dimensions of the defect cannot be determined because ultrasonic 
indication was not received by them directly but reflected beam.  
Reflected beam is not obtained from real defect but from the weld 
surface due to the occurrence of the defect [8 and 10].

5. Conclusion
 
This article describes experimental ultrasonic testing of 

lack of fusion in repair gas pipeline weld joints. Experimental 
testing was carried out on simplified samples with and without 
the presence of lack of fusion. Performed experiments confirmed 
the unequivocal identification of lack of fusion in gas pipelines 
weld joint. The lack of fusion is displayed on the screen as 
angular sector indication. The problem is to determine the exact 
size of the defect. From the angular sector we provide only an 
approximate value of identification defect. According to results 
of measurements it is obvious that the main positive contribution 
of experiments is clear detection of lack of fusion, which is one 
of the most dangerous defects in gas pipeline welds. Ultrasonic 
testing procedure referred in article is accordance with the 
applicable gas standards and regulations.
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after reflection is not returned back to ultrasonic probe. Correct 
position for testing is therefore position by patch (sleeve) side [5].

Two probe positions on patch (sleeve) side are necessary for 
the correct examination of the entire weld. Ultrasonic testing with 
direct beam is in the first position and the reflected beam in the 
second probe position. Correct testing probe position from sleeve 
(patch) side is shown in Fig. 6. 

Ultrasonic testing was performed manually. Mechanised 
testing in practice is inappropriate method because of the 
irregular geometry of the sleeve. The results of ultrasonic testing 
samples without defect are in Fig. 7.

Significant indications are not shown in the ultrasound 
recording from the sample without defect – lack of fusion, because 
the whole ultrasonic energy is distributed to sample and no energy 
is reflected back to the probe.

The results of ultrasonic testing samples with defect are 
in Figs. 8 and 9. A clear ultrasonic indication is seen on both 
ultrasound records. Two different indications are shown on 
records of which the first indication originates from lack of 
fusion obtained by reflected beam and second indication is shape 
indication from weld surface, which can be also seen in the weld 
without defect. 

Differences between error indications are in angular sector 
view. Lack of fusion indication with depth 3.6 is angular sector 
of indication view about 10° (60-70° angular sector) and for the 
defect with a depth of 12.7 mm is the angular sector of indication 
view about 15° (55-70° angular sector). Based on this observation 
the approximate size of the defect can be assumed. The exact 
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1. Introduction

Many health factors and physiological effects are linked with 
flying. Some of them are minor, whilst others require a focus of 
attention in order to ensure safety of the flight. Moreover, there 
are a large variety of factors that may cause unsafe behaviour 
that will cause unsafe flight operations. Most of the worst pilot 
performances that still occur are attributed to human errors and 
therefore it is inevitable to analyse human error, workload, stress 
and other physiological conditions and their relationship with 
pilot performance during flight tasks [1]. Generally, the human 
being is most reliable under adequate levels of workload that 
do not change suddenly, unpredictable and immediately when the 
workload is excessive [2].  Errors arise from the inability of the 
human operators to deal with high information rates that come 
from the external environment [3]. 

1.1 Influence of physiological factors on pilot 
performance

For the purpose of this research, we focus on the performance 
measurements monitoring pilot behaviour during changing 
predetermined physiological conditions in order to seek and 
determine the level of successful or unsuccessful flight tasks. 

Moreover, workload for a pilot varies due to the diverse 
features of the flight – different phases of flight represent different 
workloads for the pilot. For instance, Instrument Flight Rule 
(IFR) flight creates significantly higher workload than Visual 

Flight Rule (VFR) flight. Also, pilots show higher workload for 
the Take-off phase or Landing phase compared to Cruise or 
VFR flight phase. Indeed, workload is modified further through 
other factors that are not under the control of the flight crew, 
such as weather conditions, visibility, traffic density or even 
communication requirements [4]. However, physiological factors 
may cause change and degradation of basic cognitive abilities and 
it can also degrade the pilot’s rational thinking and concentration 
that lead towards higher error rate during the flight [5]. On the 
other hand, it also requires the ability of  the pilot to depersonalise 
himself from the adverse effects of critical situations and keep 
a cool mind, clear and correct evaluation of current flight 
situations. The influence of those factors prolongs the reaction 
time that is linked with later pilot performance of checklist and it 
also increases the number of pilot errors [6]. 

This paragraph deals with measured physiological and 
psychological factors, such as heat, noise, hypoglycaemia and 
fatigue. These factors were chosen due to the fact that it is easy to 
activate them with the FSTD environment in simulation training 
devices. During the 24 hours prior to blood sugar measurement, 
the pilots had a limited consumption of sugar and they also 
started without food-intake. Moreover, blood sugar was measured, 
where specific values of all pilots are illustrated in the following 
subchapters and the impact of this factor on the ability and flight 
control accuracy during the final landing phase is detailed. The 
impact of noise was simulated by enhanced engine sounds and 
by ongoing communication (radio chatter) from the ground 
air traffic control. Pilot workload was increased by the need to 
confirm the dispatcher’s instructions. Moreover, any phase of 
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exceedance of the assigned flight altitude by more than 100 feet1 
(ft) in the outbound segment of initial approach after crossing the 
NDB - non-directional radio beacon ZLA to the final approach 
point. The measurements were carried out in 10-second intervals 
in order to also capture the deviation length.

The second variable measured at lower workload is the number 
of speed exceedance greater than 10 knots. The assigned speed for 
this segment is 200 knots and measurements were carried out at 
10-second intervals.  The third measurement was carried out in 
the time of high workload during the approach for landing. The 
measured variable is the deviation from the glide path (G/S) by 
more than one dot on the indicator. This deviation was monitored 
at intervals of 100 ft in height, and from 3900 ft to 1700 ft. 
Similarly, the fourth variable was measured simultaneously in the 
same phase, it was characterised as a departure from the lateral 
guidance (LOC) by more than one dot on the indicator. This 
deviation was monitored at intervals of 100 ft in height, and from 
3900 ft to 1700 ft. The last measured variable was deviation from 
the reference airspeed of more than 10 knots, where the assigned 
airspeed for the purpose of measuring was set to 140 knots. This 
deviation was monitored at intervals of 100 ft in height, and from 
3900 ft to 1700 ft.

 Processing of measurement 
The measurement was processed by statistical methods. We 

used the mean that was obtained by dividing the sum of observed 
values by the number of observations. For each pilot (pilot 1, 2, 
3, 4, 5, 6 and 7) we count the mean for each factor (reference2, 
hypoglycaemia, fatigue, heat and noise). Consequently, we count 
the average for all the data that was obtained for a particular 
influence.  

3. Research outcomes

As mentioned above, the subjects of our research were 
seven pilots with different amount of flying hours. The flight was 
evaluated in 2 phases - initial and intermediate approach segment 
and also final approach segment. An instructor was monitoring 
the student pilot´s behaviour during selected flight phases where 
external factors were changed after every 5 final approaches. For 
each physiological factor we count the average values that provide 
us with factors that have the most severe impact on the pilot 
performance during the flight tasks (Table 1). 

1Feet (ft) – a unit of length. It makes 0.3048 meters. 
2Reference – for the purpose of this research, reference means the flight  
 without any external conditions that could have any impact on pilot  
 performance. 

flight is accompanied by noise, especially during take-off phase 
and also during the landing, by use of the thrust reversers. Fatigue 
measurement was performed after high physical and mental 
pilot workload (was simulated after at least 24 hours conditions 
based on continuous wakefulness) which caused the individual’s 
lower concentration during flight tasks and it also delayed 
responses during simulated crisis situations. In the case of heat 
measurements and their impact on pilot performance we used 
environmental conditions based on increased air temperature 
inside the FSTD cockpit temperatures of circa 47°C with the aid 
of an external 9kW heat exchanger normally used for heating the 
air of the engine during the winter season. 

2. Research methodology

 Flown trajectory 
For the purpose of pilot performance measurements using an 

FSTD f we chose ILS approach procedure at the airport Zilina 
- Dolny Hricov (LZZI) for runway 06 as the base procedure 
during which the measurement will take place. This procedure 
was chosen for several reasons. Firstly, in this procedure there 
are segments with prescribed flight altitude and final approach 
segment with a clearly defined glide path angle allowing 
measurable deviations from both the glide slope and localizer. 
This will allow well-defined, measurable parameters for evaluation 
of performance. Secondly, majority of the pilots surveyed in this 
activity are familiar with this procedure, as they are actively flying 
this approach procedure during their training at the Air Training 
and Education Centre of the University of Zilina and often 
perform these approaches during their active career. Therefore, 
this procedure eliminated varying efficiency due to unfamiliarity 
with the approach procedure i.e. any learning effect. Lastly, the 
procedure is not monotonous, and by its nature every precision 
approach procedure produces significant load on the pilot. 

Every consequential approach was followed by missed 
approach procedure, as published in the approach chart. It 
eliminated the documentation required for the flight to a single 
chart, linking the approach procedure with the missed approach.

2.1 Procedure for objective measurement

 Measured variables
For the purpose of objective measurement without being 

influenced by changes in other external factors, it was necessary to 
find appropriate variables that are only affected by the measured 
physiological influence and the resulting pilot state.

Three variables were created and they were based on the 
number of pilot errors in the flown segment. The first variable 
is measured at relatively lower workload. It is the number of 
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Fig. 2 Impact of physiological factor on Altitude [author]

Fig. 3 Impact of physiological factor on Airspeed [author]

Fig. 4 Impact of physiological factor on ILS [author]

Moreover, Pilot 1 has about 300 flying hours and as can be 
seen in Fig. 5, the most significant factor that influenced Pilot 
1 during the flight tasks was fatigue mainly during the final 
approach segment (ILS parameter). The Pilot´s errors related to 
Airspeed parameter were influenced mostly by the noise factor 
and Altitude parameter was affected by the fatigue factor.

Furthermore, Pilot 2 has about 50 flying hours and his flight 
tasks was influenced during the final approach segment, similarly 
to the case of Pilot 1, by the fatigue factor. Consequently, Altitude 
parameter was affected in the same way by hypoglycaemia and 
noise factors. Equally, Airspeed parameter was influenced by the 
noise factor as in the case of Pilot 1. 

Illustration of the total average values related to external researched 
factors [author] Table 1

Influence Altitude Airspeed ILS Total average

Reference 1.90 1.36 2.10 5.36

Noise 1.94 1.82 2.97 6.74

Hypoglycaemia 3.06 3.00 3.97 10.03

Heat 2.03 2.29 6.69 11.00

Fatigue 2.17 1.17 8.69 12.03

Reference column represents average number of pilot errors 
during the whole measurement cycle without any aggravated 
conditions for the selected flight task. Consequently, other 
columns (Noise, Hypoglycaemia, Heat and Fatigue) represent an 
effect of changing aggravated conditions that has different impact 
on the pilot performance during the intermediate and final 
approach. Following Fig. 1 we can see that the highest impact of 
fatigue factor that was mostly visible during ILS approach linked 
with deviations from the flight altitude by more than 100 feet and 
it was also followed by deviations from the specified airspeed – by 
more than 10 knots.

Fig. 1 Illustration of researched physiological factors [author]

NOTE:
All figures have the same graphical structure that is based 

on these characteristics: the x-axis represents researched 
physiological factors (reference, noise, hypoglycaemia, heat and 
fatigue), whereas the y-axis shows number of pilot errors. 

In addition, Figs. 2, 3 and 4 represent three researched 
parameters that were regarded (altitude, airspeed and ILS). As 
can be seen in Fig. 2, according to Altitude parameter it is obvious 
that many pilot´s errors were made due to the hypoglycaemia 
effect. Figure 3 illustrates that Airspeed parameter shows the 
same hypoglycaemia effect. According to Fig. 4 we can see that 
ILS parameter (sum of glide path errors, localizer errors and air 
speed errors) in the final approach segment was mostly influenced 
by the fatigue factor. Today, the issue of fatigue is still being argued 
and therefore this research also concentrates on this parameter 
as one of the serious problems in an effort to decrease the risks 
associated with it. 
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Fig. 5 Illustration of physiological factors’ impact on performance related to Pilot 1 and Pilot 2 [author]

Fig. 6 Illustration of physiological factors’ impact on performance related to Pilot 3 and Pilot 4 [author]

Fig. 7 Illustration of physiological factors’ impact on performance related to Pilot 5 and Pilot 6 [author]
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4. Conclusion

Firstly, this research has shown that the most significant 
impacts were caused by the fatigue and hypoglycaemia factors. 
The other selected factors had just minor impact on the pilots´ 
performance. We can also see that pilots´ errors were most 
notable during the final approach segment where the ILS 
parameters were studied. Moreover, all measurements and their 
related features were measured during 6 months in an attempt 
to characterise different individual mental states of the tested 
student pilots and also in order to estimate the activity of the 
central nervous system (CNS) related to the defined flight tasks.

Secondly, the pilot’s performance decrements resulted more 
from inadequate interface than from a depletion of mental 
resource. Moreover, it is necessary to realise that the pilot has 
to hold a large amount of important information in his working 
memory while attending to another task, such as answering 
a radio call and this is indicative of a mental workload problem. 
During our research it often happened due to the fact that pilots 
were required to do a flight task that was not expected. As the 
pilots were selected according to different amounts of flying 
hours, our research does not confirm that the number of pilots´ 
errors is proportional to the number of flying hours, but it unfolds 
from the physical and mental conditions of the pilot. 

In brief, practical contribution of this research offers another 
possibility to extend the group of studied physiological and 
psychological factors, such as heart rate, mental fatigue or 
drowsiness in order to improve the safety of flight operations.
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Figure 6 illustrates the performance of Pilot 3 and Pilot 4. In 
the case of Pilot 3 (about 150 flying hours) it is evident that the 
most significant impact was caused by the heat represented by 
ILS and Altitude parameter, while Airspeed parameter was mostly 
influenced by the hypoglycaemia factor. Pilot 4 has about 160 
flying hours and his performance was mostly influenced by the 
fatigue factor during the final approach segment. Also, the pilot 
has many errors due to the heat factor (when Airspeed parameter 
was researched) and Altitude parameter was influenced mostly by 
the noise and fatigue factors. 

Fig. 8 Illustration of physiological factors´ impact on performance 
related to Pilot 7 [author]

Figure 7 illustrates the performance of Pilot 5 and Pilot 6. 
Firstly, Pilot 5 has about 160 flying hours and ILS parameter 
was mostly influenced by heat factor while altitude parameter 
was mostly affected by hypoglycaemia effect. Besides, Pilot 6 
has about 155 flying hours and in this case ILS parameter was 
mostly influenced by fatigue factor while altitude parameter was 
affected by the hypoglycaemia factor. Pilot 7 has about 45 flying 
hours and his performance was mostly influenced by heat factor 
whereas Altitude and Airspeed parameters were affected by the 
hypoglycaemia factor, as can be seen in Fig. 8 above.
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1. Introduction

Information is the value of today. We experience a deep 
penetration of modern information and communication 
technologies into our everyday life. With this, electronic crime 
is a serious threat. Smart phones, tablets and similar devices 
contain a lot of sensitive data about their owners. The protection 
of privacy has become a serious topic for electronic devices 
manufacturers.

There are different levels of security depending on the 
sensitivity level of protected information. For very sensitive, 
personal data the highest levels of security should be applied. For 
such purposes special cryptographic tokens are available.

On the other hand there are situations, when some kind of 
authorization is requested, but the security hazard is not very 
high. As an example let us consider a shared office printer. Many 
employees share the printer and some of the print jobs are not 
to be seen publicly. In such case it could be possible to add 
a security feature to the printer. A print job can be assigned some 
authorization code and only upon typing this code on the printer 
keyboard the job would be printed. The same mechanism could be 
used to protect an access to some special features of the printer. 
Modern office printers can serve as copy machines, fax machines, 
etc. If the management wants to restrict access to these services to 
a limited set of employees, the password protection is one of the 
possible mechanisms. The easiest way is to assign each employee 
unique secret information, which can identify her/him. Because 
of the limits of the input device capabilities usually the password 
has to consist of digits only. Such password is known as a Personal 
Identification Number (PIN).

Another example of PIN application for authentication is the 
access to land lines from company’s private telephone network. If 
there is a request for different levels of landline access - e.g. limit 
the access to the local telephone network, or allow a long-distance 
calls, some kind of authentication mechanism is required. 
Then the access to landline is granted only after entering the 
authentication code (PIN).

This simple form of authentication exhibits several security 
risks. Let us consider two different cases. In the first case we 
consider that above mentioned authentication mechanism is 
used in a hostile environment, e.g. there are persons who want to 
gain illegal access to the services of electronic device, or to the 
information stored in it. In the second case we consider friendly 
environment, without illegal attempts to break into device.

In the case of hostile environment, the attackers’ strategy can 
be to simply try different values of the PIN until they succeed. If 
there is no measure applied, the attackers sooner or later succeed 
in their attempts.

The second case might seem to be without security risks, 
but there is at least one. If the user of electronic device enters by 
mistake some misspelled PIN and this value would be evaluated 
by device as a valid code, then access to a protected resource 
can be granted to a person who is not allowed to use it. Primary 
goal of this paper is to demonstrate a method, how to avoid such 
a situation.

According to the best authors’ knowledge this problem has 
not been solved yet. Our approach to use graph theory and 
maximum clique algorithm presents a unique and new idea to 
tackle this problem.

ON THE OPTIMAL PIN SET GENERATIONON THE OPTIMAL PIN SET GENERATION
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This metric is defined such a way that it would help us to 
compare the PIN codes when constructing their subset. We start 
with metrics of single character and then we expand it to the 
whole PIN code. Let us denote the distance of two characters:
, , , Sd s s s ss i j i j6 !^ h . (5)

Then distance of any two PIN codes, defined by (4) is:

, ,, ,p p p p Pd d s si j i js m
i

m
j

m

n

1

6 !=
=

^ ^h h/ , (6)
 

where s
m

i is m-th character of the PIN code p
i
. Having defined 

metrics, we can transform qualitative requirement that PIN codes 
in some subset should minimize the possibility of incorrect user 
identification into quantitative criterion. 

Let us choose some minimal value of distance between PIN 
codes according to defined metrics (6), called threshold (T). We 
can expect that when we construct subset of PIN codes set such 
that the distance (as defined by (6)) of any PIN code from all 
other PIN codes in the subset will equal or will be larger that given 
threshold T, the possibility of incorrect user identification will be 
reduced. So we satisfy the first requirement by construction of 
subset P

O
 such that:

,,P P p P p pp dp p TO i O i jji i |/6 !! $= ^ h" ,. (7)

It is obvious that construction of some subset which holds 
property (7) can be accomplished without any difficulties. The 
problems will be more difficult if subset with maximum possible 
number of PIN codes has to be constructed, which the second 
requirement is. 

To make sure that subset with maximum number of elements 
was obtained, it is necessary to construct all possible subsets 
of set P and then find one with maximum number of elements. 
These subsets form a power set of set P and it is well known that 
a superset of some set contains 2|P | elements.

The problem of finding maximum subset of PIN codes can 
be formulated using the terms of graph theory. Let us construct 
a weighted undirected graph G:
,G V E^ h, (8)

 
where V is the set of vertices and E is the set of edges. Vertices 
represent elements of all possible PIN codes of set P. The graph is 
complete, e.g. there is edge between any two vertices in the graph. 
Edges are weighted by the value of distance of the PIN codes 
which are connected by the edge.

To construct subset P
O
 according to (7), the edges with 

smaller weight than chosen threshold value T are removed from 
the graph. Resulting graph G’ is in general not complete. To 
obtain subset P

O 
with maximum number of elements, maximal 

clique of graph G’ has to be extracted.
This way we have transformed the problem of determination of 

optimal PIN set for the task of user identification into a problem of 
searching for a maximum clique in an undirected graph.

2. Formulation of the problem

For the purpose of this paper, we will consider that electronic 
device is equipped with some input device (e.g. keyboard), with 
limited number of characters (e.g. cellular phone keyboard). Let 
us denote the set of characters, which can be entered on the 
keyboard as:

, , ...,S s s sk0 1 1= -" ,, (1)
 

where s
i
 is i-th character and k is number of different characters, 

available on the keyboard. Then the set of all available PIN codes 
of length n can be constructed by Cartesian product:

...P S S S S
n

# # #= =m 1 2 3444 444 . (2)

Number of available PIN codes is then given by the size of 
set P:

P SNp
n= = , (3)

 
and the elements of set P are in the form of n-tuples:

, , ..., , , , ...,p Ss s s s i n1 2n i1 2 != =^ h" ,, (4)

If all possible PIN values were assigned to the users, then 
any mistake when entering PIN code leads to granting access 
to protected resource. It would mean that any entered PIN code 
is valid and simply hitting neighboring key by chance would 
mean wrong user identification. It is not acceptable in situations 
when correct user identification is important, e.g. when the 
management wants to keep track of how many pages were copied 
by the particular employee. To reduce this possibility, only subset 
of all possible PIN codes should be assigned to the users. Such 
subset can be generated by the following procedure.

 Let us consider a set of PIN values, defined by (2). To 
decrease the possibility of incorrect user identification caused by 
entering value of PIN code assigned to another user, we want to 
choose only subset of that set. The requirements on the subset are:
1. PIN codes in the selected subset should minimize the 

possibility of incorrect user identification,
2. subset should contain as many PIN codes as possible while 

preserving previous requirement.
To meet the first requirement, we need a qualitative criterion 

according to which we choose elements of the subset. We want 
to avoid the possibility that mistyped value of PIN code is 
recognized as correct one. This will happen when two PIN codes 
are “similar” to each other, e.g. when they differ only in one digit 
and these digits are close on the keyboard. One can easily see that 
it is relatively easy to enter PIN code 1112 instead of 1111, if keys 
1 and 2 are close on the keyboard. It is much more difficult to hit 
by mistake key 9 instead of key 1 than it is for key 2. To formalize 
this empiric observation, we proposed to define a metric for PIN 
codes, based on the distance between characters of the input 
device. 
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larger than four. The distance for PIN codes of length n can be 
calculated using above mentioned formula (6) and maximum 
distance between any two PIN codes, considering keyboard in Fig. 
1 cannot be larger than 4n.

Fig.1 An example of the keyboard configuration

To verify our proposal and to better understand the properties 
of PIN codes sets, we have experimented with PIN codes of 
length two, three and four digits. Four digits PIN codes are quite 
popular for real devices, smaller sizes (two and three) are suitable 
for verification of the algorithms because of fast evaluation of the 
cliques.

As was mentioned in the previous paragraph, DIMACS 
library contains referential implementation of branch-and-bound 
algorithm. This algorithm was used to evaluate exact solutions 
for graphs, for which it was possible to find the solution in 
reasonable time. These results gave us some general information 
about the properties of graphs, which represent the optimal PIN 
set problem.

We also experimented with heuristic algorithm for finding 
maximum clique. We choose the Marchiori’s algorithm, which 
is combination of genetic and simple novel heuristic. The novel 
heuristic is executed in each step of the genetic algorithm and is 
based on three steps. In the first step, the relaxation algorithm 
is executed to randomly enlarge particular solution. Next, there 
is executed the repair algorithm to extract the clique from the 
enlarged solution. Finally the extend algorithm is executed 
to enlarge the clique using simple greedy algorithm. Detailed 
description of the algorithm can be found in [8].

All experiments were performed on commodity computer 
equipped with two Intel CPUs (Intel(R) Xeon(R) CPU E5530 
2.40GHz) and 4GB of RAM memory and the results are 
summarized in Table 1. First columns denote the size of the PIN 
code and the value of the threshold.

Following are the columns describing the properties of the 
graphs obtained after applying the above described algorithm. As 
we expected, when the threshold value increases, the amount of 
edges in graph decreases. Next column represents the minimum 
value of node degree. It can be seen that for larger thresholds 
nodes with zero degree appear in the graph. For thresholds 

The problem of maximum clique determination is well known 
NP-complete problem. It is a combinatorial problem which can be 
solved either by exact algorithm or by different heuristic methods.

Exact algorithm for finding maximum clique in general 
constructs and evaluates all possible subsets of set P defined by 
(2). Many techniques have been proposed to reduce the amount 
of evaluated subsets. Some of them are based on the branch-and-
bound algorithm, proposed by Carraghan and Pardalos [1 and 2]. 
We can mention here the work of Konc and Janezic [3], Ostergard 
[4] or Tomita and Kameda [5]. For many practical problems the 
size of the graphs does not allow to apply exact algorithm.

As the maximum clique problem is applicable for many 
theoretical and practical problems, a lot of heuristic methods were 
proposed to solve it.  We can mention the simulated annealing 
approach proposed by Geng, Xu, Xiao and Pan in [6], the ant 
colony optimization approach proposed by Solnon and Fenet in 
[7] or the genetic algorithm approach proposed by Marchiori [8]. 
Local search algorithm was proposed by Katayama, Hamamoto 
and Narihisa in [9]. The published algorithms were tested on 
DIMACS benchmark set [10], which is available on Internet (ftp://
dimacs.rutgers.edu/pub/challenge/graph/benchmarks/clique/). It 
consists of graphs of different properties concerning the density 
and maximum clique size. Reference implementation of the exact 
algorithm is also available for download at DIMACS site. 

3. Experimental results

To test the possibility of optimal PIN set generation, we 
considered the following configuration. The device access to 
which should be protected by the PIN code is equipped with 
a simple keyboard containing keys to enter digits from zero to nine 
(Fig. 1). For simplicity we will refer to each key by the character it 
is representing, e.g. key with symbol zero is zero character, or zero 
key, etc. Keys are arranged into two-dimensional lattice. Each key 
is assigned position in the lattice in the form of tuple describing 
the row and column of the lattice where the key is located. Upper 
left corner of the lattice has coordinates (0,0) and they increase 
in the directions to the right and down. To calculate the distance 
between any two characters on the keyboard we use Manhattan 
metrics:
,d s s r r c cs i j i j i j= - + -^ h , (9)

 
where s

i
, s

j
 are any characters of the keyboard, r

i
, r

j
 are row 

coordinates and c
i
, c

j
 are column coordinates of the corresponding 

characters s
i
, s

j
 respectively.

From (9) it is clear that the distance between digits one and 
nine is:
,d 1 9 0 2 0 2 4= - + - =^ h . (10)

It is also obvious for the keyboard setup as shown in Fig. 1 
that maximum distance between any two characters cannot be 
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Finally the last columns contain information about the 
maximum clique size found by exact algorithm and by a simple 
genetic algorithm published by Marchiori [8].

Only the results for sparse graphs could be obtained by exact 
algorithm in reasonable time. Unfortunately these results are not 
very useful as the resulting cliques are small (only of size of tens). 
Such small cliques are not sufficient for practical problems when 
we usually have to assign hundreds of PIN codes for the users. 

smaller than half of the PIN code size minimum degree is 
nonzero, but significantly larger than the size of found maximal 
cliques. It means that newly generated graphs are still complex 
and finding maximal clique by exact algorithm is time consuming 
procedure. To be able to compare our graphs with graphs 
contained in DIMACS benchmark set, we have calculated other 
graphs characteristics, like maximum node degree, number of 
nodes with zero degree and the graph density.

Results of heuristic  Table 1

PIN code 
size

Threshold 
Value

Edge count
Min 

Degree
Count of 
0-degree

Max 
Degree

Density
Exact 

solution 
size

Size of the 
heuristic 
solution

In iteration

Time 
to find 

solution 
[s]

2 2 4690 91 0 97 0.9475 52 52 4 0.02

2 3 4012 65 0 90 0.8105 15 15 3 < 0.01

2 4 2908 25 0 78 0.5875 10 10 4 < 0.01

2 5 1678 0 1 59 0.3390 5 5 0 < 0.01

2 6 722 0 9 37 0.1459 4 4 0 < 0.01

2 7 208 0 35 16 0.0420 2 2 0 < 0.01

2 8 32 0 75 4 0.0065 2 2 0 < 0.01

3 2 495600 987 0 996 0.9922 N/A 504 10 2.02

3 3 480360 924 0 984 0.9417 N/A 94 210 7.79

3 4 441752 740 0 956 0.8844 N/A 59 570 13.82

3 5 371576 425 0 896 0.7439 N/A 20 157 2.68

3 6 275504 125 0 794 0.5516 15 14 5 0.07

3 7 173976 0 1 644 0.3483 8 8 125 1.78

3 8 90456 0 13 464 0.1811 6 6 5 0.07

3 9 37212 0 76 281 0.0745 3 3 0 0.02

3 10 11440 0 260 134 0.0229 3 3 0 0.03

3 11 2368 0 575 44 0.0047 2 2 0 0.03

3 12 256 0 875 8 0.0005 2 2 0 0,03

4 2 49943000 9983 0 9995 0.9990 N/A 4992 40 1073.07

4 3 49672200 9867 0 9977 0.9935 N/A 605 1327 3752.56

4 4 48746280 9371 0 9925 0.9750 N/A 354 747 870.15

4 5 46432752 8005 0 9790 0.9287 N/A 90 185 87.5

4 6 41968304 5525 0 9502 0.8395 N/A 60 123 38.69

4 7 35097872 2625 0 8962 0.7020 N/A 26 1020 229.55

4 8 26503760 625 0 8090 0.5301 N/A 19 73 14.02

4 9 17672856 0 1 6851 0.3535 N/A 10 937 156.45

4 10 10188920 0 17 5327 0.2038 9 8 28 4.35

4 11 4968168 0 133 3701 0.0994 4 4 0 2.26

4 12 1995400 0 629 2225 0.0399 4 4 13 1.8

4 13 636544 0 1995 1104 0.0127 3 3 2 0.27

4 14 152320 0 4475 424 0.0030 2 2 0 1.97

4 15 24576 0 7375 112 0.0005 2 2 0 1.96

4 16 2048 0 9375 16 0.0000 2 2 0 1.93
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solve it. In our paper we present the results of two algorithms 
applied to PIN code of sizes from two to four. Exact algorithm 
gives result only for sparse graphs and was used to verify the 
results of the heuristic algorithm. Using simple genetic algorithm, 
we were able to find maximum cliques for all the PIN code sizes 
and threshold values.

As a future work, we would like to study the properties of 
graphs, obtained by the proposed procedure into more details. 
To be able to obtain solution for larger PIN codes, we plan to 
parallelize the exact and heuristic algorithms. We also plan to 
extend our research by applying other maximum clique search 
heuristics, like simulated annealing, particle swarm optimization 
or differential evolution.
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But the algorithm is useful to verify that heuristic algorithm is 
working properly. 

When comparing the maximum cliques solutions found by 
exact and heuristic algorithms (when applicable), we can see that 
the difference between the solution size is mostly zero and in a few 
cases it is one. This gives us the confidence that heuristic algorithm 
can give us almost optimal solution in a reasonable time.

Taking into consideration the obtained results, we can 
conclude that reasonable large set of PIN codes is obtained 
when the value of threshold is approximately one quarter of 
maximum possible threshold value. The results demonstrate 
that for company with several hundreds of employees minimum 
reasonable PIN code size is four.

4. Conclusions
 
In this paper, we have presented the problem of finding set 

of PIN codes for unique user authentication applied for simple 
electronic device equipped with limited capabilities keyboard. 
We have proposed a procedure how to obtain maximum possible 
set of PIN codes by converting the problem into the problem of 
maximum clique search. As this problem is one of the fundamental 
and well-studied problems, there are many algorithms proposed to 
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1. Introduction

Within the research and development of intelligent transport 
systems there is an effort to determine individual groups of factors 
which affect the final price of transport output the most and which 
could create complete calculating formula for dynamic illustration 
of expenses for necessary transport. In this article we focus on 
specific group of external factors which create surrounding of 
the vehicle and distinctively affect consumption of fuel within 
utility vehicles. The aim was to methodically define field of these 
factors from total volume with documented narrowest connection 
on operation efficiency of selected utility vehicles and price of 
transport output.     

2. Definition of used means and methods 

Expenses on fuel present more than a third of expenses per 
kilometer and the importance of this item within cost structure 
of transport companies will be still more significant. Within 
monitoring of variable costs the largest attention is dedicated 
especially to them. Transport companies as well as producers 
of traffic engineering are seeking for constant solutions leading 
to reduction of fuel consumption and therefore given partial 
results of research in the area of possible factors on the price of 

transporter performance are trying to offer new look on these 
problems.  

After agreement with individual experts from cooperating 
transport companies, we set range of 8 primary criteria from the 
previous 36 available where we assumed the strongest connection 
with operation fuel consumption. For further research of their 
influence on monitored quantity there were chosen 2 approaches. 
First called empirical-expert approach (AHP method) determined 
which of the individual criteria has the largest relative importance 
on the compared consumption within monitored goods vehicles 
of the selected category. Second exact approach using methods 
of mathematical statistics (correlation and regression analysis), 
measured power of connection among entered variables (selected 
criteria) in comparison to fuel consumption variable.

2.1 Characteristics of monitored file unit

In order to fulfill target of research, we focused on extraction 
of required data from vehicle control units, within particular 
sample. We also used possibilities of telematic applications MAN 
TeleMatics and OptiFleet. Access passwords were provided by 
PROCAR a.s. (joint-stock company) and AVEmoto s.r.o. (limited 
by shares). From the point of statistic file observance there were 
assured comparable atmospheric-climatic conditions as well as 
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to 72 items. Reason of the reduction were some bad numerical 
values recorded by control unit in certain time intervals of drive. 
From aggregate statements of vehicles, there were completely 
exported 42 parameters of operation. 

From the point of  data inaccessibility to the character of 
roadway we took into account only parameter of construction 
condition of roadways, specific altitude profile which 
is characterized by macro profile of concerned passage of 
roadway. In order to express average vertical distance and average 
longitudinal slope of passages within selected routes there were 
used MapSource 6.13.5 and Map&Guide. Both these software 
applications are map software which can draw high-altitude 
profile of route on correspondent base map. Monitored vehicles 
moved in countries like Slovakia, Czech Republic, Hungary, 
Austria, Germany, countries of Benelux, and the UK. Values of 
an average slope within routes were among <0.2  4> and vertical 
distance among <-1.3  1>. We can draw a conclusion that it is 
a slightly undulated territory. 

3.  Application of selected mathematical and statistical 
methods on obtained indices

3.1 Multi-criteria analysis

From all obtained parameters mentioned in 1.3 subhead, 
selection we worked with was further reduced to 8 key parameters 
(see Table 1). Selection has been made following the consultations 
with competent staff (working with given issues) from cooperating 
companies. In order to express significance of selected criteria on 
fuel consumption, one of the most suitable methods seemed to 
be AHP method.

Evaluation criteria for the establishment of matrix  Table 1

Source: Author

The basis of this method was to record subjectively selected 
values of significances, which were compared among alternatives 
for decision matrix. Experts (5 persons) kept at disposal so called 
descriptors in order to determine preference among compared 
criteria. Descriptors serve for graduation of significance between 
each pair of criteria, in case of equal criteria one point is used [1, 
2, 3 and 4] and a problem of the same significance is eliminated. 

the same technical parameters of the selected vehicles. These were 
parameters connected with:
• average gross train weight,
• vehicle category,
• vehicle model,
• axles,
• curb weight of the serviceable vehicle,
• capacity weight.

2.2 Description of selected way of observance  
and obtaining of factors (parameters) within vehicle 
operation

Current specific solutions of world producers of articulated 
vehicles enable analysis of selected conditions within vehicle 
operation during fulfilling of shipping tasks, with provable effect 
on drive efficiency. According to information outputs of control 
units, it is possible to monitor and analyze conditions of vehicle 
operation, as illustrated in the following picture - Fig. 1.   

Fig. 1 Transfer data from control units to PC  
with the appropriate software of the system

Source: Prepared by the author on the basis  

of the information society as PROCAR and AVEmoto Ltd.

Through MAN TeleMatics and OptiFleet applications it is 
possible to examine individual statements of vehicle operation 
(aggregate statement, time statement, statement on fuel 
consumption, statement of surrounding conditions, statement 
of recorded data and so on), which are part of company fleet. 
Microsoft Office Excel is the most suitable way of extraction of 
the individual parameters of operation in xls format what was 
enabled only by OptiFleet, whereas using the MAN TeleMatics 
the necessary data had to be transcribed manually.

2.3 Determination of data files with key parameters  
of operation on selected sample of vehicles

Information was derived from company fleets and under 
the conditions described in more details in 1.1 and 1.2 chapters. 
Specifically it was concerned with 80 vehicles driving on various 
routes. Following converted statistic operations, file was reduced 
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Fig. 2 Partial correlation no. 1 - engine brake distance

Fig. 3 partial correlation no. 2 - service break distance

Fig. 4 partial correlation no. 3 - overrun

Fig. 5 Partial correlation no. 4 - optimal speed range

Due to the limitation of article scope, in the following part 
there will be provided only a table with calculated respective 
significance weights of the individual criteria (see Table 2).

From the provided review of criteria determination it is clear 
that the highest priority was assigned to K5, K4 and K3 criteria 
and the lowest to K6 criterion. The outputs were taken into 
account in further processes and solutions.

3.2 Partial correlation analysis

Question analysis will serve to consider strength of connection 
(correlation) among pairs of variables, or one value from the 
other values [5] from n monitored values (criteria) X

1
, X

2
 ... 

Xn (see Table 1). Firstly, we used multiple correlation in order 
to find out significances of the individual criteria (variables) 
on one monitored value of average operation fuel consumption 
(dependent variable). As in the previous chapter, object of 
correlation are at the moment only values of parameters obtained 
from control units (8 criteria from AHP method) [6].  

This correlation deals with correlating of one value with other 
measured values. After unsatisfactory results a partial correlation 
has been worked out in order to find out so called clear correlation 
of 2 values eliminating impact of other measured values (other 
criteria). We used SAS Learning edition 4.1 and Minitab 16.1.0 
software for creating correlation matrix and correlograms. In the 
following pictures (see Figs. 2 - 9) you can see outputs of partial 
correlation of 8 selected criteria towards monitored value of 
consumption. As well as in case of multiple correlation we used 
SAS software.

Calculated weight criteria Table 2

           Source: Author
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), where then r
yz

 is empirical 
correlation coefficient of variables Y, Z (see the relation 1).

The second value in the second column represents 
statistical significance of each criterion (P – value). Same 
as with multiple correlation, on the grounds of the selected 
level of significance .0 05a =^ h those parameters that meet 
the condition, or can significantly near the selected level of 
significance, respectively, can be considered statistically significant  
P value a-^ h.

Criteria service braking, motor speed range and full load 
condition (see Figs. 3, 5 and 8) can be considered statistically 
significant. Compared to the multiple correlation the statistical 
significance of criteria narrowed from five to three particular 
criteria. The criterion motor speed range can be to a certain 
extent arguable, as it remained in the zone of negative correlation 
(r

Y,Z/X 
= - 0.22558) and moves very closely around the selected 

level of significance (P-value = 0.0708), which is, however, 
according to [3] still acceptable. As there is a certain linearity 
of data and acceptable significance achieved, this criterion can 
be included in the short model of selected criteria. Said negative 
correlation can be caused by the fact that the percentage share of 
zone of optimal speed in which the vehicle remained within the 
whole passed route, was taken into account.

As the good result of the selected correlation we can regard 
also the fact that coverage of the mentioned criteria has been 
found out (service break distance, optimal speed range, average 
gross train weight) within AHP method, where these criteria 
were assigned a significant importance weight and results of the 
partial correlation. With the AHP method, said criteria achieved 
relatively important significance weights, namely criteria such 
as optimal speed range (0.2292) and average gross train weight 
(0.2342), representing the highest assigned weights, and the 
criterion service break distance achieved the value (0.0607) 
what can be interpreted as not the lowest value reached among 
the compared criteria (see Table 2). The important thing is 
that all these three criteria among all 8 criteria within partial 
correlation appeared as the only statistically significant on the 
selected α level and reach the closest dependence (relation) with 
monitored variable (operation consumption) what is proven by 
their correlation indices (service break distance = r

Y,Z/X
 = 0.26318, 

average gross train weight = r
Y,Z/X 

= 0.46206 and optimal speed 
range = r

Y,Z/X 
= .0 22558 ) (see Figs. 3, 5 and 8).

Fig. 6 Partial correlation no. 5 - average driving speed

Fig. 7 Partial correlation no. 6 - consumption with CC

Fig. 8 Partial correlation no. 7 - average gross

Fig. 9 Partial correlation no. 8 - accelerator position

Individual figures show respective partial empirical 
correlation coefficients (always the first value in the second 
column) determined again by point estimates, this time obtained 
pursuant to the relation 1. It is theoretically assumed with this 
type of correlation as compared to the previous (multiple) one 
that Y and Z are some random variables and (X

1
, X

2
, ...X

ρ
) is 

their vector. The partial correlation coefficient gives here the 
correlation rate of variables Y, Z with exclusion of the vector 
effect (X

1
, X
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, ...Xρ). Further assuming that (y
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monitored variable. Change of any value has to be within the 
range of values used for creating of corresponding regression 
model.   

The following relations demonstratively show how the average 
operation fuel consumption would be changed if average gross 
train weight increased by 50 per cent in comparison to the former 
one under the same conditions of other operation parameters as 
well as routes grade.  We can assume from values on route no. 2, 
which is one of the routes where measured operation data were 
exported from the vehicle control unit.   

. . .

. . /

y

l km

23 112 0 610671 5 400714

8 932 27 30 100

PS = + - +

+ =
 (3)

. . .

/. .

y

l km

23 112 0 610671 5 400714

0 10013 398 31 1

PS = + - +

+ =
 (4)

In relation 3 the former values of all three parameters are 
used and the result differs compared to the real fuel consumption 
(27.10 l/100 km) by 0.20 liter which is deviation of only around 
0.73 %. In relation 4 the value of average gross train weight 
increased from 10 t to 30 t with remaining conditions constant. 
As it is apparent from the given relationship, with such change 
operation fuel consumption would increase to 31.10 l/100 km what 
represents an increase by around 4.4 liter, so 12.86 per cent. In 
a similar way we can even empirically present the effect of other 
2 parameters (criteria), how a monitored quantity would change 
at their nominal increase or decrease. The values of all three 
criteria may be changed but only in a specified range for routes 
undertaken on flat or slightly undulating territory.

According to the results from calculations, it is possible to 
say that ridden routes were only on slightly undulating territory 
(routes going through countries of Central and Western Europe). 
Therefore we assumed that available parameters of altitude 
profiles of routes will have an important effect (binding) on 
monitored fuel consumption what was confirmed when making 
partial correlation and subsequent attempt to stop the model with 
particular parameters. From this reason, the appropriate model is 
not mentioned in the article.

5. Conclusion

According to the results from both selected approaches, we 
discovered ”overlap“ of significances in three specific criteria 
from which a particular model has been built in the mentioned 
subhead. These are operation factors (criteria) which according 
to calculated and nominal proven outcomes can be assessed as 
the factors with the largest effect on operation fuel consumption 
of vehicles (among all other obtained factors). This influence 
of selected factors may be also numerically expressed by the 
said model. The particular model reached average 0.22 per cent 
deviation among extrapolated and real values of average operation 

4.  Creating of multi-criteria linear regression model 
according to parameter significances

Only those criteria which reached statistical significance at 
the selected level of significance such as service break distance, 
optimal speed range (optimal speed range zone) and average gross 
train weight (see. partials covariance) were incorporated into the 
said model. We used Minitab software to create this model (see 
Table 3).

The output of the software for criteria Table 3

Relevant model describes approximately 76.3 percent of 
variability of used data as it is apparent from the value of 
coefficient of determination. We have not included model with 
all expert specified criteria (parameters) into the article since it is 
not relevant from the general point of view. When creating it, we 
proceeded in a similar way as in regression model. Assumption that 
after dropping statistically insignificant parameters a coefficient 
of determination will increase, turned up to be the right one. 
In outputs where the model included all 8 criteria, it was only 
at the level R2= 0.49. Statistical significance of the individual 
regression coefficients (second column Table 3) reflects statistical 
significance reached within partial correlation of three concerned 
criteria. It is necessary to mention significant improvement of 
parameter 2 (optimal speed range) from 0.071 (values reached at 
regression analysis with all 8 criteria) to 0.001 (see fourth column 
in Table 3 - P-value). Such process of model creating is generally 
favorable because of its simple economic interpretation as well as 
simpler procedures when statistically estimating parameters and 
testing statistical significance.

According to this output from software (see Table 3), it is 
possible to construct required regression model containing only 
three primary key criteria (see relation 2). According to [7, 
8 and 9], if value of R2 is not below 0.7, given model has not 
only theoretical meaning but it is also applicable in practice. It 
is possible to apply within a range of defined parameter values 
(criteria - operational and road) the created model where a 95 per 
cent confidence interval was used,

. . . .y x x x23 112 0 12993 0 10406 0 44660PS t t t1 2 3= + - +  (2)

Through this model it is possible to empirically compare 
how value decrease or increase of some parameters affects the 
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fuel consumption within selected sample of vehicles. According 
to subjective opinion of authors as well as opinion of addressed 
experts (evaluators within AHP method), it is possible to say that 
this deviation is from the theoretical point of view and also for the 
carrier himself at acceptable (minimum) level. 

In the article we managed to define a small group of external 
factors proved to have the largest effect on monitored quantity. 
These factors belong to the whole group of factors which can 
enter into price for hauling performance.
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1. Introduction

The Czech Hydrometeorological Institute (CHMI) [1] 
operates the Ostrava-Privoz air pollution monitoring station. 
The station is located in a schoolyard in a mixed residential and 
industrial urban locality (see Fig.  1).

The station measures concentrations of SO
2
, NO

2
, PM

2.5
, 

PM
10

 and VOCs. PM
10

 is sampled and analysed for presence of 
PAHs and heavy metals. It also measures basic meteorological 
variables – temperature, air pressure, humidity, wind direction 
and velocity at 2 m above ground.

DOMINANT AIR POLLUTION SOURCE DETERMINATION 
IN THE VICINITY OF COKING PLANT BASED ON STATISTICAL 
DATA ANALYSIS
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Fig.  1 Location of the monitoring station, pollution sources direction and median of PM
10

 and benzene concentration [2]
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pollution source has its specific temporal pattern which may be 
also observed in the air pollution data.

The car traffic is characterised by its week-based periodicity. 
There is high car traffic from Monday to Friday, low traffic on 
Saturday and slightly higher traffic during Sunday.

Heat sources (domestic heating, central heating, industrial 
heating, etc.) are characterised by their year-long periodicity with 
high heat source utilisation during winter, low or no utilisation 
during summer, and decreasing/increasing utilisation during the 
transitional months of spring and autumn.

The air pollution data can also be clustered by the wind 
direction which may give an insight into which direction are the 
dominant pollution sources [8].

Data for the analysis were collected between the years 
2007–2013. The air pollution data were taken from the Ostrava-
Privoz air pollution measurement station and meteorological data 
were taken from the meteorological station in Mosnov which 
represents the overall meteorological conditions in the region.

3.  Methods and data – statistical properties  
of air pollution data

According to the literature [8], air pollution data have 
approximately lognormal statistical distribution. Lognormal 
distribution is not symmetric and can be characterised by one-
sided extremely high values.

These statistical properties cause that commonly used 
arithmetic mean and variance based methods should not be used. 
That is why an approach based on median-quantile analyses was 
used in this work.

The statistical distribution can be tested by Kolmogorov-
Smirnov tests. For each of the studied pollutant, this test 
was performed to confirm the lognormal distribution (SW 
Statgraphics [9]). All tests confirmed the lognormal distribution 
for all observed pollutants (see Fig.  2).

Fig.  2 Histogram of NO
2
 concentrations and fitted lognormal 
distribution

  The Ostrava-Privoz station is at one of the most polluted 
sites in the Czech Republic. There are above threshold limit 
concentrations of PM

10
 and benzene. Threshold limits were 

exceeded every year in the 2007-2013 period [1]. 
There are several major air pollution sources which may 

contribute to high air pollutant concentrations. There are 
industrial sources: OKK Koksovna Svoboda coking plant to 
the NE, OKK Koksovna Jan Sverma coking plant to the W, 
BorsodChem chemical plant to the W, domestic heating sources 
in the vicinity of the station, Hlucinska street to the E with heavy 
car traffic and an old ecological burden - the Ostramo oil lagoons - 
to the SW. The site is within the highly-populated industrial Upper 
Silesian region; therefore, it is also influenced by the variety of 
both industrial and non-industrial air pollution sources from both 
Czech and Polish parts of the region.

The air pollution in the measurement site was analysed in 
several studies which assessed the air quality in the region. Those 
studies were based on air pollution dispersion modelling. PM

10
 

pollution was analysed in the Air Silesia project [3] and the 
study for the regional council [4]. NO

2
 pollution was one of the 

National Health Institute study’s concerns [5]. Results for the 
Ostrava-Privoz station site are presented in Table 1.

Contribution of pollution sources to the pollutant concentrations in 
μg/m3 [3], [4] and [5] Table 1

POLLUTION 
SOURCE

PM10 [3] PM10 [4] NO2 [5]

Czech 
Republic

Poland Czech 
Republic

Czech 
Republic

Domestic heating 7.80 6.50 6.56 0.74

Traffic 8.60 0.50 5.53 17.65

Industry 7.84 3.60 8.66 4.10

The validity of such results can be questioned because of 
input data inaccuracy and model simplifications. That is why 
the model result verification is crucial. One of the verification 
possibilities is the statistical analysis of the pollution monitoring 
data. More details and examples can be found for example in 
literature [6] and [7].

2. Methods and data – generally

The goal of this work was to perform some basic statistical 
analyses which would allow determining dominant air pollution 
sources for each of the studied pollutant – PM

10
, NO

2
, benzene 

and toluene.
The correlation analysis allows grouping pollutants which 

are produced by the same dominant pollution sources. Each 
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Fig. 5 Analysis of PM
10

 concentration vs. monitored month

Fig. 6 Relationship of the PM
10

 concentration [µg/m3] and the wind 
direction

6.  Results – NO2 analysis

The NO
2
 analysis shows that concentrations are falling 

slightly. It corresponds well with slightly lowering emissions of 
the car traffic in the Czech Republic (see Fig. 7) [10]. Daily-
based analysis shows key effect of the car traffic on the NO

2
 

concentrations (see Fig. 8). Local frequency of transport can be 
expressed by number of vehicles that cross the measured region 
per one day. The latest numbers received in the year of 2010 are: 

4.  Results – Correlation analysis

There were 4 pollutants analysed – PM
10

, NO
2
, benzene and 

toluene. Correlation analysis confirmed that benzene and toluene 
are strongly correlated to each other. This means that they share 
the same dominant pollution sources. This strong correlation is 
severely weakened from June to August. This suggests the effect 
of photochemical reactions which mostly occur during those 
three months when the solar radiation is the strongest. During 
this period, each pollutant is decomposed at different rates (see 
Fig.  3). Correlations among PM

10
, NO

2
 and VOCs are lower (0.4-

0.6). This suggests different pollution sources that are weighted 
differently for each pollutant.

Fig.  3 Correlation relation of benzene to toluene

5. Results – PM10 analysis

The PM
10

 analysis shows that concentrations were very stable 
in an annual comparison in 2007-2010 (median 38-38.5 µg/m3). 
The 2011-2013 values are approx. 10-17% lower (32.2-34.4 µg/
m3). This is probably the effect of reduced industrial pollution 
(cokery batteries modernisation, particulate matter filters in 
Arcelor Mittal plant, etc.) - see Fig. 4. Monthly-based analysis 
shows higher and more variable concentrations during winter due 
to the combination of heat sources’ production and occurrence 
of weather unsuitable for pollution dispersion (see Fig. 5). The 
analysis of PM

10
 concentrations clustered by the wind direction 

shows the presence of an important point source to the NE - 
OKK Koksovna Svoboda coking plant – and irregular peaks of 
concentrations from the east caused by particles reemission by 
car traffic (see Fig. 6).

Fig. 4 Analysis of PM
10

 concentration vs. monitored year Fig. 7 Analysis of NO
2
 concentration vs. monitored year
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The analysis of benzene concentrations clustered by the wind 
direction shows the dominance of a point source to the NE – 
OKK Koksovna Svoboda coking plant (see Fig. 10). 

This result is confirmed by the analysis based on annual 
comparison which shows a steady decline of concentrations and 
significantly lower values in 2009. This corresponds well with 
technology improvements in the coking plant and 40% production 
reduction in 2009 respectively (see Fig. 11).

Fig. 11 Analysis of benzene concentration vs. monitored year

8.  Conclusion

The correlation and time pattern analyses are simple 
procedures which may show a presence or a dominance of certain 
pollution sources. 

They may be used for measurement site data analysis and 
give insight into locally important pollution sources as well as an 
independent verification method for more detailed air pollution 
dispersion modelling. 

Analyses of the Ostrava-Privoz air pollution monitoring 
station confirmed the results of the pollution dispersion modelling. 
PM

10
 concentrations are the combination of heat sources, car 

traffic and industrial sources, NO
2
 concentrations are dominantly 

caused by the car traffic, and VOC concentrations are dominantly 
caused by the OKK Koksovna Svoboda coking plant. Performed 
analyses do not numerically quantify the influence of certain air 
pollution sources or their groups. It is to be considered if and how 
could this approach be further developed to provide such results. 
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12613 private cars, 2470 trucks, 536 buses and 129 motor-bikes 
[11]. Usually, summation of traffic is worked out every five years.

Fig. 8 Analysis of NO
2
 concentration vs. monitored day

7.  Results - Benzene analysis

The benzene analysis based on monthly comparison shows 
that in months with the highest solar radiation (May–July), the 
concentrations drop significantly because of photochemical 
reactions (see Fig. 9).

Fig. 9 Analysis of benzene concentration vs. monitored month

Fig. 10 Relationship of the benzene concentration [µg/m3]  
and the wind direction
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