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Abstract  

Generally, the game theory is used for analysis of conflicting decision making situations 

(games) with multiple subjects (players) involved. The simplest games include two-player 

games where the payoffs for both players can be easily characterized in a matrix form. Although 

a notation of this type of game is relatively simple, the possibility of finding equilibrium 

strategies is rather complicated. The related mathematical model is the nonlinear programming 

problem. The aim of the paper is to point out the possibilities of reducing payoffs matrices to 

considerably simplify the solution of the respective game. The reduction will be performed by 

the iterative procedure in the MATLAB software. 
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1 Introduction  

The paper is focused on payoff matrix reduction in case of two-player games (bimatrix 

games). Mathematically, bimatrix games can be formulated as nonlinear programming 

problems. Solving such problems is generally complicated, so it is logical to try to reduce the 

size of corresponding problem as much as possible. In the case of bimatrix games, it is 

sometimes possible to reduce the individual players' payoff matrix. Illustrative examples of 

matrix reduction will be performed in the system MATLAB3.  

2 Brief Characteristics of Basic Game Types 

Bimatrix game is a game with two participants (players). Each player chooses 

independently (without information about the choice of an opponent) one of the final number 

of behavioral variations (strategies). It is assumed that the players’ interests are not 

diametrically opposed, i.e. the profit of one of the players does not necessarily means the loss 

of the other. It is also assumed that the players are intelligent. The question is what strategy the 

player has to choose so that choosing another strategy cannot increase his profit. A bimatrix 

game can be formalized as follows: Let P= {1, 2} be a set of players, each player has a finite 

set of strategies (X – player 1, Y – player 2}, i.e. player 1 chooses  𝒙 𝑋, player 2 chooses y

Y. A set of all the game results can be labeled as (𝒙, 𝒚) 𝑋 𝑥 𝑌. The elements of set X and Y 

can be arranged with the finite number of natural numbers (elements of the set X: i = 1, 2, ....m 
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and elements of the set Y: j = 1, 2, ....n). The game´s values for the player 1 can be written in 

a matrix Amxn={aij}, where aij indicates the payoff of player 1 at the result (i,j). The results of 

the game for the player 2 can be written in the matrix Bnxm={bji}}, where bji indicates the payoff 

of player 2 at the result (i,j). 

Bimatrix games can be formulated as non-linear programming problem with a generally 

complex solution. In order to find equilibrium in bimatrix games, there are various algorithms. 

One of them is a method of describing submatrices of A and B yielding all extreme points of a 

set of equilibrium solution (Kuhn, 1961). Other methods reduce the problem of finding 

equilibrium solutions of a bimatrix game to a problem of quadratic programming (Lemke & 

Howson, 1964)  The probles of linear programming serving to identify the equilibrium points 

not satisfying the Karusha-Kuhna-Tucker optimality conditions is shown, in (Čičková & 

Zagiba, 2018).  The following part of the paper is focused on the ways of reducing payoff matrix 

that can lead to a substantial simplification of the game's solution.   

3 Reasons and Possibilities of Payoff Matrix Reduction 

A general description of the matrix reduction procedure can be described in following 

steps: 

1. Set j =1 ( here “j” being a “row counter”, and so we are starting from the first row) 

2. Rearrange rows j, j+1, ……, n so that the leading entry of row j is positioned as far to 

the left as possible. 

3. Multiply row j by a nonzero constant to make the leading entry equal 1. 

4. Use this leading entry of 1 to reduce all other entries in its column to 0 using 

elementary row operations. 

5. If any rows  j+1, ….., n  contain nonzero terms, increase  j by 1 and go to step number 

2. 

 

For the purpose of our analysis we will use the following statement for reduction of payoff 

matrices: The payoff matrix reduction is based on the following statement: 

If in a game with payoff matrix A = (aij) type m x n applies to some 𝑘, 1 ≤ 𝑘 ≤ 𝑚nd for 

all j the following relation 

 𝑎𝑖𝑗 ≥ 𝑎𝑘𝑗, 𝑖 ≠ 𝑘, (1) 

then there is an optimal mixed strategy of the player 1 𝐱(0) with component 𝑥𝑘
(0)

= 0..  

At the same time, the argument can be extended by considering linear combination 

(Chobot et al., 1991). 

If in a game with payoff matrix A = (aij) type m x n it is true that for some 𝑘, 1 ≤ 𝑘 ≤ 𝑚 

there are such numbers 𝑝𝑖(𝑖 ≠ 𝑘), that for all j = 1, 2, ..., n we get  

 

∑ 𝑝𝑖𝑎𝑖𝑗 ≥ 𝑎𝑘𝑗 , ∑ 𝑝𝑖 = 1, 𝑝𝑖 ≥ 0,𝑖≠𝑘𝑖≠𝑘   (2) 

then there is an optimal mixed strategy of the player 1 𝐱(0) with component 𝑥𝑘
(0)

= 0. 
Obviously, the analogical conclusion also applies to the reduction of the matrix 

Bnxm={bji}. 

The relations (1) and (2) define so-called weakly dominant strategies. Generally the 

following applies: equilibrium of the game with weakly dominant strategies is also equilibrium 

in the original game as well. However, this process may delete other equilibrium from the game. 

Unfortunately, there is no way of knowing whether some equilibrium is removed. For this 

reason it is generally recommended to use strict dominant. We can identify this kind of 

strategies on the basis of relationships:   
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  𝑎𝑖𝑗 > 𝑎𝑘𝑗, 𝑖 ≠ 𝑘, (3) 

 ∑ 𝑝𝑖𝑎𝑖𝑗 > 𝑎𝑘𝑗, ∑ 𝑝𝑖 = 1, 𝑝𝑖 ≥ 0𝑖≠𝑘𝑖≠𝑘  (4) 

Based on the above mentioned the conclusion is as follows If the k-th row of payoff matrix 

of the game H is dominated by a convex linear combination of other rows of this matrix, then 

such row can be struck out from the payoff matrix and then the game H1 can be solved with 

such reduced matrix. Optimal mixed strategies of the player 2 in the game H1 are his optimal 

strategies in game H as well. Extending at k-th point of each optimal mixed strategy of player 

1 in the game H1 is his optimal strategy also in the game H. The values of game H and H1 are 

the same.4 Reduction in MATLAB in the fourth chapter is presented for strictly dominated 

strategies but a little change in the program code can do it also for weak dominated strategies.  

4  Payoff Matrix Reduction in MATLAB  

The MATLAB name was created by shortening the words MATrix LABoratory, which 

corresponds to the fact that matrix data is the key data structure for MATLAB calculations. The 

programming language is based on Fortran (Dušek, 2002). MATLAB is a programming 

environment with its own programming language that specializes in scientific numerical 

computing, modeling, algorithm design, computer simulations, data analysis and presentation, 

signal measurement and processing, control and communication system designs. 

The possibilities of payoff matrix reduction in a bimatrix game will be illustrated by the 

following example.  

Let´s assume the following payoff matrix and also initialize other program parameters. 

The matrix A and B represent the payoff matrices of both players. These are matrices type m x 

n with 5 column and 4 rows. Then we have to define a constant - we have chosen a constant of 

0.005 used for testing linear combinations (for strictly dominant strategies)5 in both matrices A 

and B  (Figure 1 and 2). 

 

Figure 1: Definition of payoff matrix A and B 

 

Source: Own representation 

                                                 
4 Sometimes only sharp dominant is used (>), because at weak dominant (≥) would result to the solution where 

not all equilibrium points are identified (Čemická & Čičková, 2011). 

5
 In the case of  weak dominant the constant is set at 0. 
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Figure 2: Definition of payoff matrix A and B 

 
Source: Own representation 

 

As we see at the (Figure 2) the number of strategy of the first player is four and the number 

of strategy of the second player is five. 

After that we define the number of possible strategies for player 1 and player 2.   

 

Figure 3: Definition of the strategies A and B 

 
Source: Own representation 

 

The basic reduction of the matrices can be done as follows.n the program code, a cycle 

(While Loop) was created to find the rows and columns dominated by others. The command 

has the following structure:  

while expression 
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statements 

end 

The command evaluates the expression and repeats the execution of a command group in 

cycles if the expression is true. The expression is true when its result is non-empty and contains 

only non-zero elements (logical or real numeric). Otherwise, the expression is untrue. 

 

Figure 4: While Loop Expression 

 
Source: Own representation6 

 

In the code, we can see the first part of While Loop – by using command “for” we define 

the area and parameters for which the program is to perform the cycle; by using command “if” 

we set the conditions to validate the calculation as well as conditions the program shall consider 

the task to be terminated.  

The cycle in MATLAB is ended by command “break” if the searched condition is 

satisfied. The command “end” is used to finish the whole cycle so we can proceed with the code 

by entering a new command. Similarly we can perform the reduction of matrix B (Figure5). 

  

                                                 
6
 Changing the relation from  < to <= in the line 32 we eliminate also the weak dominant strategies of matrix A 



 

Zuzana Čičková MATLAB as an Instrument for Reduction of Payoff Matrix in Games with  

Allan Jose Sequeira Lopez Non-zero sum 

 

 

21 

Figure 5: Reduction of Matrix B 

 
Source: Own representation 

 

This part of the code returns the reduced matrix B. So far, we only used the assumption 

(3), however, it is also necessary to examine the linear combinations based on the relationship 

(4). In case of application of the abovementioned rule, the result is as follows: 

 

Figure 6: Reduction of Matrix B 

 
Source: Own representation 
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In order to investigate the linear convex combinations of all elements in the code, we 

open the MATLAB toolbox for linear programming – linprog 

[x,fval,exitflag,output,lambda] = linprog (c,matrix,a,R,r,lb,ub,[ ],[ ]),  

the left side returns an output structure and the right sdte minimizes the optimization parameters 

specified in the structure options. The last parameters are optional (for more information see 

e.g. Čičková, 2015). 

The input parameters are characterized in the Table 1 and the output parameters are 

characterized in the Table 3. 

 

Table 1: Input parameters 

Input Parameter Characteristics 

C vector of coefficients of objective function 

A matrix of structural coefficients related to inequation 

a the right side of the inequation type boundary 

B matrix of structural coefficients corresponding to equations 

b the right side of the equation type boundary 

Lb vector of the lower boundaries of decision variables 

Ub vector of the upper boundaries of decision variables 

x0 variable vector of start values, if not known, then [ ] 

Options the options to set parameters using the function optimset.m 

Source:www.mathworks.com (4.7.2018) and (Čičková, 2015) 

 

The tool „options“ allows setting several managing parameters, e.g. by using the function 

optimset.m with the following structure: 

options=optimset(’ParameterName1’,value1,’ParameterName2’,value2,...) 

The list of most common parameters used for solving the problems of linear programming 

is included in the Table 2. 

 

Table 2: Chosen parameters of function optimset.m 

Parameter Values 

’LargeScale’ ’on’,’off’ 

‘Simplex‘ ’on’,’off’ 

’Display’ ’iter’,’final’,’off’ 

’Maxiter’ Maximum amount of iteration 
Source:www.mathworks.com (4.7.2018) and (Čičková, 2015) 

 

Solver linprog.m has implemented the following three algorithms: 

● primary-dual interior point algorithm – preset algorithm 

● simplex algorithm – can be set by turning off the primary-dual interior point algorithm 

using options=optimset(’LargeScale’,’off’) 

● active matrix algorithm – can be set by turning off the simplex algorithm 

options=optimset(’Simplex’,’off’) 
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Table 3: Output parameters 

Output Parameter Characteristic 

X vector of optimal variable values 

Fval Values of objective function 

Exitflag a parameter that determines whether the algorithm 

converges (exitflag > 0), or not 

Output a structure providing information about the number of 

iterations, the type of algorithm used, etc. 

Lambda a structure providing information about Lagrange 

multipliers 

Source:www.mathworks.com (4.7.2018) and (Čičková, 2015) 

 

Next, we will present the use of linprog to reduce the dominated strategies in MATLAB. 

We can see all structure in for matrix A in Figure 7. 

 

Figure 7: Test of Linear Combination of Matrix A 

 
Source: Own representation 

 

All structure for matrix B is shown on Figure 8. From rows 72 -122 in (Figure 7) and 

(Figure 8), the conditions were preset to find all linear combinations between rows in matrix 

A and matrix B in MATLAB using the Linprog toolbox. The final solution of illustrative 

example is reduced matrices for both players; at first the software displays the payoff matrix 

and the number of strategy for both players. (Figure 8).  
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Figure 8: Test of Linear Combination of Matrix B 

 
Source: Own representation 

 

Figure 9: Elimination of Dominated Strategies 

 
Source: Own representation 
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As shown above (Figure 9) after strategy definition, the software tries to find all 

dominated strategy and eliminate them. Then, the software tries to find linear combinations for 

both matrices (Figure 10). 

 

Figure 10: Solution – Finding Linear Combinations and Reduction of Matrices 

 
Source: Own representation 

5 Conclusion  

Matrix reduction is undoubtedly an interesting tool for simplifying input parameters of 

bimatrix games because generally even in the case of two-player games a nonlinear problem is 

to be solved. The solution of a such kind of problem is usually very complicated and therefore 

there is an aim to find every possibility to make it easier. 

The practical use of the reduction requires adequate software tools. In the paper, the 

authors presented the code for the reduction created in the MATLAB system. The authors were 

able to solve the problem in a hypothetical example. The code is generally applicable to 

bimatrix and matrix game. With a small change the code can be used to solve a problem with 

more than two players. 
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