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Dear Readers,

It is a great honor for me to write an introduction to this issue of “Communications - Scientific 
Letters of the University of Zilina”. This is a special edition compiled on the occasion of the 25th anni-
versary of the Faculty of Management Science and Informatics. Are 25 years of existence of the faculty 
many or few? I‘ll try to express the ratio.

Let me start by comparing the age of humanity to the age of our planet. If we compressed the age 
of the Earth, which is about 4.5 billion years, into one day, the first man on the Earth would appear one 
second before midnight.

Similarly, if we compare the age of the faculty and the length of the existence of higher education 
on the Earth, the launch of which can be dated somewhere around the year 800, when Charlemagne 
established the requirement for clergy to be educated, to learn and to teach, and compressed this time to 
one day, the age of the faculty could be 30 minutes.

When we realize what humans managed to accomplish in this 1 second of their existence, notional 
30 minute existence of the faculty is the sufficient reason for a brief evaluation.

In these imaginary 30 minutes the faculty has produced nearly 3,400 engineers and more than 150 
PhD graduates.

Of course, History of informatics and control at the University of Zilina is much older and dates 
back to 1972, when the Department of Technical Cybernetics was established.

Information and communication technology in the field of science and research is booming, 
although it is still a young science. This edition of the journal brings the latest knowledge in the field 
of informatics, information and communication systems, management, optimization, simulation, etc.

Informatics has been successful also because it helps to solve problems in other areas of research. 
Thanks to applied informatics, many difficult questions in economics, mechanical engineering, civil 
engineering, physics, etc. have been solved. Many questions are still open and waiting for our solutions 
mainly in an interdisciplinary approach and joint research projects.

This edition is an example of the connection of informatics and mechanical engineering. In the 
journal you will find articles from the field of machines and equipment, material research, production 
technologies, etc.

This edition of the journal will bring interesting information to all readers and will open new hori-
zons in science and research.

Emil Krsak
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1. Introduction

The development of new technologies influences almost all 
fields of human life including home environment. By using new 
inventions and communication standards, we are able to automate 
operation of whole buildings, control their parts and achieve 
their optimal usage. The optimization causes a huge reduction of 
operational costs and time needed for flawless run of automated 
buildings.

An example of intelligent building is the smart home, 
where all core functions are controlled by special entity that is 
manageable by end users. Common functions are heating, lighting 
control, security and functions related to danger detection. The 
term “smart home” comes from the idea of automating actions of 
common house devices and interconnecting them to be capable 
of co-operation without user interaction. 

The smart home has to be seen as a functional cluster of 
subsystems, which correspond with mentioned functions. Each 
subsystem is required to make its specified functionality and 
co-operate with other subsystems. They all together make one 
complex system. 

In the heart of the system is the main controller, known 
as the central control unit. End users, using for example their 
mobile devices, are able to manage controller activities. Users 
send commands to the controller and as an answer they receive 
requested information about actual situation in their home. 
With this approach they are able to remotely access their houses 
independent of their actual place and time of day. The controller 
is also responsible for the management and interaction of each 
subsystem inside the smart home. This central control unit 
provides unified control of all electronic devices, which are 
members of the smart home. To ensure this, usually a special 
purpose software program is running inside the central control 
unit. It receives data from all connected devices, processes them 
and performs appropriate actions depending on actual situation.

There are other devices beside controller, which play a role 
within an architecture. They build a group where they are all 
interconnected via a special network. This way they are able to 
exchange information about different parts of home environment 
and so create its overall view available for end users. This service 
together with the remote access highly increases comfort of end 
users.

USABILITY OF THE SIP PROTOCOL WITHIN SMART HOME 
SOLUTIONS
USABILITY OF THE SIP PROTOCOL WITHIN SMART HOME 
SOLUTIONS

Jakub Hrabovsky - Pavel Segec - Peter Paluch - Marek Moravcik - Jozef Papan *

A smart home is being an important part of research due to its impact on the life of many people, who decide to try this partially known 
concept of building and controlling their houses. In this paper we present a little different approach to the implementation of a smart home 
structure and its methods in real environment. As a part of the work we specify main requirements on the architectural design, which should be 
considered in final solution. Our research is focused primarily on the use of open standards and tools. This approach became popular because 
it provides an alternative view in comparison to commercial ones, where mostly proprietary and publicly unknown protocols are used. According 
to this, three theoretical architectures are proposed and presented with their pros and cons. In the paper we concentrate mainly on the usage of 
SIP protocol and issues related to the communication between a remote user and a smart home. We are proposing two logical communication 
models. Each model describes the type of used SIP messages and their message flows. In addition, we consider financial aspects of simple and 
illustrative smart home solution, which as well pose issues to end users. Our solution offers implementation with minimal operational costs 
and high facility control of the smart home. The paper also includes a survey of potentially usable protocols for smart homes and the list of 
software (SW) and hardware (HW) components, which have been used to build a testing environment.
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protocols like SIP, some approaches are using SIP infrastructures 
and applications already in existence to implement a smart home 
model. Such approach is presented in [4], where existing IP 
Multimedia Subsystem (IMS) provides SIP services (registration, 
session management, instant messaging and presence [5]) for 
an instance of the smart home [6] and [7]. Such approach 
allows a researcher to focus more on the design of a signaling 
gateway between SIP and hardware communication protocols 
like KNX. In [8] is provided an example of signaling gateway 
implementation deployed as a SIP adapter. As the gateway 
platform an ATmega board with an Ethernet shield is used. The 
platform is programmed in C that uses functions of the oSIP 
library. Another example of such gateway and its implementation 
to Raspberry Pi is described in [9]. Authors propose the usage 
of summarized SIP Uniform Resource Identifier (URI) of the 
smart home in comparison with the usage of several separated 
SIP URIs, each for individual home device. The main focus of the 
paper is placed on the security and the access control for home 
private data, where the concept of security layers is proposed. 
In our approach, we follow results and principles identified in 
mentioned papers, mainly the last one. We provide our own 
solution driven by the analysis described in next sections. 

3.  Structural view of the smart home

The smart home consists of elements that perform various 
functions - central control unit, sensors, control elements and 
remote mobile clients. We also consider a communication bus 
as a separate part of home structure. Here we provide a brief 
description of each entity and its role. It serves as the reference 
of architectural design.

A. Central Control Unit
Central control unit (CCU) is the main part of smart home. 

It controls other subsystem parts and also serves as a gateway 
between a remote client and an internal system. It achieves this by 
receiving and collecting data from home sensors, processing them 
to gain some valuable information and depending on the results 
by executing appropriate actions. Actions can be classified into 
two groups. Classification of an action depends on its initiator, 
which provides stimulus. If the initiator is the controller itself, 
we talk about scheduled actions. Otherwise (initiator is another 
device, i.e. one of sensors or remote users) the action is identified 
as executed. Two standard actions are sending information about 
a specific subsystem to the remote client and the modification of 
parameters of specific subsystem. In this paper the term home 
gateway (HG) is used to identify CCU.

B. Sensors and control elements
Sensors are sensible devices, which monitor a specific 

subsystem of the home environment. They extract appropriate 

In our proposal we are relying only on open communication 
standards, mainly the Session Initiation Protocol (SIP) [1]. 
This approach is different in comparison to methods used in 
commercial sphere, where proprietary and publicly unknown 
protocols are mostly used. Our approach brings another usage 
proposal of known protocols, SIP in this case. The choice of 
common and well-defined protocols brings us considerable 
advantages. The primary advantage allows us to design clear and 
relatively simple architectural model. As the second advantage, it 
provides us with good accessibility of all elements needed for its 
realization, such as HW and SW entities.

When we created an architectural model, we were considering 
the system autonomy, comfort of end users, simplicity and 
minimal costs as the main model parameters. In the paper we 
propose three slightly different design architectures and a solution 
based on one of them to achieve considered properties.

The rest of the paper presents related works, analysis of 
components for building a smart home, as well as proposed 
architectures and communication models. Brief overview of 
reference research papers is introduced in section 2. Section 3 
gives the description and tasks of each logical entity included 
in the smart home. The section also presents four potential 
communication protocol candidates, which can be used in 
environment of the smart home. Section 4 describes our three 
architecture proposals, which utilize the SIP protocol. The section 
also includes description of two logical communication models, 
used messages and theirs flows. Section 5 presents a particular 
proof concept implementation with a list and short description of 
used hardware devices and software tools. Results and experiences 
coming from the realization and subsequent conclusion with 
proposals for the future work are presented in section 6.

2.  Related work

There are several researches done in the field of the smart 
home development and the usage of common open protocols [2] 
presents the use of SIP and the propagation of extended location 
information gathered from various sensors (wired and wireless) 
via presence service as a context for dynamic behavior of home 
devices. The paper emphasizes important ability of end users to 
have full control over the home and its customization in the form 
of various profiles. A uniform model of heterogeneous entities 
of the smart home, which are using a common SIP interface 
with extensions as an abstraction layer, is described in [3]. The 
author specifies three basic communication forms (commands, 
events and sessions) with their particular realization via SIP 
interface. At the same time, author provides an abstract interface 
between a high-level programming (applications) and a low-level 
communication (SIP) defined in an architecture description 
language (DiaSpec). DiaSpec hides details of used technology and 
simplifies creation of new applications. To take advantage of open 
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E. Communication between HG and clients 
To support the communication, we think about three different 

types of abstract messages, SET, GET and NOTIFY that relate to 
distinct operations, which are performed by HG. The support of 
messages should be considered as the requirement on selecting 
correct protocol. The message exchange proceeds through 
interface of specific protocol in the process of implementation.

The GET message is used to send requests from the side of 
a remote client. HG reacts by sending requested data back in the 
next GET message. This way the client can get information about 
actual state of the home. To be able to send command and set 
a state, remote client uses the SET message. After receiving it, HG 
reacts by executing desired action. The initiator of communication 
in both previous cases is the remote client. To be able to initiate 
communication from the side of HG, the NOTIFY message is 
needed. Using this message HG informs remote clients about 
events, which just happened, e.g. detection of fire or breach of 
security. The communication protocol must allow simple and 
efficient implementation of all of these abstract messages and 
ensure their correct exchange. There are some other requirements. 
For example, video cameras are often used parts of the smart 
home. Therefore, there is also a requirement to support real-time 
transmission of video data from HG to the remote client. Other 
requirements come out from the security and innovations. There 
must be ensured that only authorized clients can communicate 
with HG and control its action. Similarly, we should be able to 
add new functionality without bigger problems, therefore the 
solution has to be technologically independent.

According to these requirements together with the openness, 
there are four communication protocol candidates – HyperText 
Transfer Protocol (HTTP) [10], eXtensible Messaging and 
Presence Protocol (XMPP) [11], MQ Telemetry Transport 
(MQTT) [12] and SIP.

The HTTP protocol is used for transfer of web content and it 
natively supports the GET method. It allows the implementation 
of GET and SET abstract messages. However, the protocol does 
not provide native and straightforward support of the NOTIFY 
message. One of possible ways how to implement this feature 
lies in uninterrupted sending of requests by client to HG. Once 
an event happens, HG will inform a client using following GET 
message. HTTP enables us to transfer video via streaming servers 
and Web Real-Time Communication (WebRTC) technology.

XMPP is a protocol based on XML objects. XMPP supports 
the implementation of all three abstract messages using 
appropriate sections of XML message – presence, message and 
iq (info-query). XMPP supports video transfer with the use of 
different extensions, as for example Jingle.

MQTT is an open communication protocol based on the 
client-server architecture. Since 2014 MQTT is one of OASIS 
standards. MQTT allows simple message transfer between various 
devices. Its implementation is very suitable for devices, which 
have limited performance, memory and power. These properties 

data from the environment and send them to HG. Control 
elements, known as actors, are responsible for making desired 
changes in the behavior of home appliances. They are based on 
commands received directly from HG. Sensors and actors create 
the lowest layer of the system.

C. Remote mobile client
As a remote client is usually used a mobile device (Smartphone 

or tablet) with a software client. User uses the client to send 
requests (commands) to HG and eventually receive responses 
(depend on the type of request). The client serves as a user 
interface for remote access to HG. Software client has to be 
appropriate protocol application. This depends on a protocol, 
used for a message exchange between the client and HG. More 
information about our application is provided  in section 5.

D. Communication bus
The communication bus is very important because it connects 

all subsystems and their elements together into one system. 
The format of communication via the bus is defined by used 
communication protocols. In our solution, we need to handle 
two independent communications applied at two separate places 
of the system because of their distinct requirements on network 
parameters. Main parameters that have to primarily be taken 
into account when choosing a right protocol are speed, distance, 
security and power-consumption.

1) The communication between HG, sensors and control elements
The communication relates to the lowest layer. 

Communication protocol focuses on the hardware connection 
with simple data exchange, where data format has the form of 
signals with two possible levels (on/off). Protocol is responsible 
for the interconnection of intern environment of the smart home 
– sensors and control elements. Therefore, it puts emphasis on 
power-consumption aspects. For completeness, examples of open 
protocols suitable for this type of communication are X10, ZigBee 
Home Automation, Z-Wave, Insteon, Bluetooth Low Energy 
(BLE), Wi-Fi and Near Field Communication (NFC). Wired or 
wireless technology is used as a transfer medium and depends on 
the specific protocol and its support.

2) The communication between HG and a remote client
In comparison to the previous type of communication, this 

type relates mostly to the application layer. It focuses on an 
application data exchange where data format has the form of 
messages. Protocol is responsible for the communication between 
HG and a remote client. Therefore, this communication puts 
emphasis on speed, reliability and security.

Our solution considers the usage of SIP right for this type of 
communication. 
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incorporates SIP entities and their co-operation. An example of 
relation between SIP entities is shown in Fig. 1.

To ensure a secure connection, SIP supports several 
mechanisms. The simplest one uses a basic authentication based 
on a login name and a password. Others include the support 
of secure technologies like TLS, Message Digest 5 (MD5) and 
Internet Protocol Security (IPSec). All of these may be added to 
the communication model as means of enhanced security.

Considering all advantages of SIP over other three protocol 
candidates and our overall experience and knowledge gained by 
working with it, we decided to use the SIP protocol. 

4.  Architectural design

SIP allows several ways of implementation of communication 
between the remote client and HG. We propose three slightly 
different communication architectures. They describe relations 
between individual smart home components. They differ from 
each other in the placement of SIP server and in additional use of 
Virtual Private Network (VPN) entities.

SIP Agent

HG

SIP Proxy

SIP Gateway

HA Control

SIP

NON
SIP

Home 
Appliances

Fig. 1 Relations between SIP entities

F. SIP-only public server-based architecture 
This architecture relies on the use of publicly placed SIP 

server with a public IP address assigned. Therefore, the server 
is globally accessible. The HG entity is a part of a private 
network located behind a NAT device inside the smart home. 
Both, the remote client (SIP Agent) and HG have to register to 
the public SIP server capabilities. After successful registration, 
communication between the client and HG goes via SIP server.

The advantage of this architecture is public SIP server 
accessibility where one individual SIP server may be used to 
control the communication of a group of smart homes. On the 
other hand, the charge for renting a public SIP server by some 
hosting company causes that the overall costs increase and 
requirement on the low price isn’t more met. Other issue is the 
reliability of public SIP server, which represents a Single Point 
of Failure (SPOF) [14]. The risk of SPOF is usually carried out 
by implementing a cluster of public SIP servers where each is 

are typical for devices used within Internet of Things (IoT) or 
machine-to-machine (M2M) devices, for example those as various 
sensors, smart appliances and other embedded systems located 
in the home. Thanks to used communication model a MQTT 
server, which is called broker, is able to handle a great number 
of concurrently connected clients. The MQTT communication 
is based on the exchange of publish/subscribe messages and it 
uses a data-centric approach. A MQTT client does not send data 
directly to another client, but its data is forwarded only to the 
corresponding MQTT server. The server is afterwards responsible 
for “sharing” data to subsequent subscribed clients. The MQTT 
protocol supports enhanced security features like authentication, 
authorization and encryption through the implementation of 
the Transport Layer Security (TLS) protocol. As an advanced 
additional feature, the support of quality of service (QoS) 
can be included. MQTT usually runs on top of the TCP/IP 
architecture. However, taking into account actual progress in 
the field of IoT, there was created a new extension called MQTT 
for Sensor Networks (MQTT-SN) [13], which is designated for 
connectionless networks, as for example wireless sensor networks. 
MQTT-SN can be used on top of any kind of network, which 
provides lossless bidirectional connection with preservation of 
message order. Thanks to the network independence various 
transport protocols, like Zigbee known in the area of embedded 
devices, are available for MQTT-SN. Main goal and advantage of 
MQTT-SN is that it allows the deployment of MQTT in networks 
with low bandwidth connections and high link failures - wireless 
sensor networks. MQTT in its nature is only a simplified version of 
other here mentioned protocols, such as SIP and XMPP, however 
MQTT mainly concentrates on one specific function, the transfer 
of simple messages  by minimizing their size and simplifying 
their transfer and processing needs. MQTT is appropriate and 
nowadays often used protocol alternative for a sensor data 
distribution within smart homes. On the other hand, its simplicity 
doesn’t offer any method to meet some requirements mentioned 
above, such as video data transmission. To allow such services the 
collaboration with another protocol is required.         

SIP has been proposed for a session management. Its role 
lies in creating, controlling and removing sessions between two 
and more end nodes. It describes each session with distinct 
parameters exchanged in specific messages. SIP is independent 
of used transport layer, provides unique abstract address for each 
device in the form of SIP URI and gives us means for simple 
implementation of all previously discussed abstract messages. SIP 
distributes individual functions among different logical entities 
as clients, registrar and proxy servers. The list of functions and 
their responsible entities includes registration, authentication and 
authorization of remote clients on the side of HG (SIP proxy), 
basic security, message exchange on the side of remote client 
(SIP Agent) and an interface between SIP and intern control 
plane of the smart home (SIP Gateway). Section 5 will provide 
a detailed description of proposed communication models, which 
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is cleared, because both communication nodes (client and HG) 
are in the same network. In addition, VPN improves the security 
by using encrypted connection. The problem of learning actual 
public IP address of home gateway is also real in this architecture. 
To overcome the issue, DDNS and Port-forwarding techniques 
can be used again. Connections between individual parts of the 
architecture are in Fig. 4.

SPOF issue mentioned in the first proposed architecture 
occurs also in remaining two. In the case of second and third 
design, we have to back up HG by using backup power supply 
and a duplicated hardware device of implemented HG. Loss of 
internet connection opens a security problem, because without 
a connection the smart home cannot inform remote client about 
occurred events. Therefore, it is important to implement other 
ways of informing remote clients, which run simultaneously. For 
example, SMS message can be sent to the client’s phone to inform 
or alert him.

According to requirements on the smart home, advantages 
and disadvantages of individual architectures, especially difficulty 
of implementation and security issues, the third one seems to be 
the right choice. Therefore, our implementation presented in the 
next section comes out from the SIP-VPN private server-based 
architecture.

I. Models of SIP message flows
As was already mentioned in section 3, there are several ways 

or models how to incorporate and use SIP to satisfy our needs. 
We again propose two communication models, which describe 
types and flows of individual SIP messages. Video streams aren’t 
considered in following models because Real-time Transfer 
Protocol (RTP) is responsible for their transfer immediately after 
successful session establishment.

Alarm

Light Control

SIP 
Server

Control 
Unit

Heat Control

Smoke Detect

User

Fig. 3 SIP-only private server-based architecture

Communication models refer to various logical entities 
where each plays a particular role. SIP proxy manages SIP 
communication and includes client registration. SIP GW serves 
as an interface between a SIP proxy and a Home automation 
(HA) controller, which communicates directly with sensors. 
SIP GW consists of SIP server and intern SIP user agent (SIP 

a backup for the others. This, of course, rises costs again. Figure 
2 gives a better understanding of relations between given entities.

Considering advantages and disadvantages of this architecture, 
it could be effectively used in the case of multi-domain server 
deployment model (with more customers). However, for our view 
of the smart home it isn’t suitable.

F. SIP-only private server-based architecture
As shown in the brief descriptive picture (Fig. 3), this 

architecture uses a private SIP server. The SIP server is 
implemented together with HG and both are placed in a private 
network of the smart home (i.e. behind customer’s internet router 
with NAT). It means that each smart home has its own SIP server 
with assigned private IP address and with complicated remote 
reachability. The main issue lies in the translation of private 
address to the public one because the household gets from an 
ISP usually only one dynamically allocated public IP address. As 
a solution, which allows the access from a remote client to the SIP 
server placed in a private network, we can use Dynamic Domain 
Name Server (DDNS) together with Port-forwarding. DDNS 
informs the remote client about actual public IP of the home 
gateway. Port forwarding ensures that home gateway forwards 
each incoming SIP message (with destination port equal 5060) to 
the private address of SIP server.

Alarm

Light Control

SIP 
Client

Control 
Unit

Heat Control

Smoke Detect

SIP Server 
Cluster

Public IP

User

Fig. 2 SIP-only public server-based architecture

The existence of NAT presents especially for SIP a serious 
issue. The SIP protocol in its messages uses parameters of lower 
network layers like IP addresses and transport ports. There exist 
ways that address NAT in SIP like STUN and TURN. However, 
the overall functional implementation of aforementioned methods 
for NAT traversal is not straightforward.

H. SIP-VPN private server-based architecture
Looking at disadvantages of previous architectures, we can 

make an enhancement by adding additional features. For the 
interconnection of a client and HG a separate virtual private 
network (VPN) connection is created. To make it possible, 
VPN server runs beside SIP server. Both are placed in a private 
network. On the other side of connection, a VPN client is used 
as a part of remote client. Using VPN, the issue related to NAT 
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Fig. 5 Message-only model

The main advantage of this model lies in its simple 
implementation. On the other hand, proposed solution of 
NOTIFY message implementation is inefficient. Situation gets 
worse when more remote clients check occurrence of some event 
simultaneously. In that case, HG must handle each of them 
separately and that causes significant increase of HG load.

2) Message-presence model
The second model adds presence service with corresponding 

PUBLISH and NOTIFY SIP message types. This separates the 
implementation of NOTIFY and GET abstract messages. The 
SET message is implemented in the same way as it was in the 
previous model.

Used presence service requires deployment of additional 
SIP entities - watcher, presentity and presence server. Watcher 
is a subscriber that applies for the presence information about 
a specific subsystem or an event. Presentity is a monitored entity 
specified by its state. When the state is changed, information is 
sent to the presence server in the PUBLISH message. Presence 
server (PS) is responsible for keeping a list of subscribers. It 
maintains actual states of registered presentities. In the case of 
status changes, PS sends information about this change to all 
subscribers in the list. NOTIFY message serves this purpose. 
The body of both message types has unique format called the 
Presence Information Data Format (PIDF) and it has the form 
of XML document. The SIP presence extension is used for the 
implementation of NOTIFY and GET abstract messages.

UA). The second SIP UA is used at remote client. From the 
SIP communication perspective, both act as end clients that 
communicate on a peer-to-peer basis. For clarity, HA controller 
is also put into visual figures of models and is responsible for 
management of sensors and control elements. Usually several 
logical entities are realized in one physical HW device. In our 
models SIP proxy, SIP GW and HA run as processes on one 
physical device.

Both models assume that both clients (SIP UA on remote 
client and SIP UA on SIP GW) are already registered at SIP 
proxy. Logical entities and their relations for each of following 
models are in Figs. 5 and 6.

1) Message-only model
The first model uses only one type of SIP request to implement 

all three abstract messages described in section 3 (GET, SET and 
NOTIFY). The SIP MESSAGE request is originally a part of 
Instant Messaging service (IM), which provides primitive chat 
functionality.

When a client wants to check actual value or a state of specific 
subsystem (GET operation), it sends request in the form of SIP 
MESSAGE (see Fig. 5). SIP MESSAGE includes requested 
parameters and instructions. The request is received at SIP GW.

Alarm

Light Control

SIP 
Server

Control 
Unit

Heat Control

Smoke Detect

User

Fig. 4 SIP-VPN private server-based architecture

SIP GW extracts instructions from the message and sends 
them on the input of HA. The HA entity processes incoming 
instructions, reads data from desired sensor and as a response 
informs back SIP GW. In our solution we are using for this 
exchange means of inter-process communication. As a next step, 
SIP GW uses internal SIP UA to generate a SIP MESSAGE with 
desired value and sends it to the remote SIP UA.

In the case of SET abstract message almost the same flow is 
used. However, at HA there is distinct processing of the request 
where HA takes desired action (apply setting) instead of just 
reading values from sensors.

The issue emerges in the case of NOTIFY abstract message 
where we need to initiate SIP communication from HG. In this 
model we propose a simple solution based on regular sending of 
requests from remote client about actual state of monitored event.
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addition to that, HG must support sufficient amount of physical 
connectors and their types. Through them, we interconnect 
other parts like sensors and control elements. To be as close as 
possible to a real environment, we expect and support the use 
of following connectors. Ethernet port (RJ-45) for the internet 
connection, a set of General Purpose Input/Output (GPIO) 
pins used to manage sensors and control elements, 1-Wire bus 
interface for thermal sensors, an analog output for smoke sensor 
and a Universal Serial Bus (USB) port for video camera. One of 
key requirements requested on the HG is its power-consumption, 
which has to be low. Considering all requirements, a single board 
computer (SBC) was chosen as a hardware platform for the 
solution implementation. There are many SBCs on the market 
today. We compared three different models – Raspberry Pi 2 
[15], Cubieboard 2 [16] and BeagleBone Black [17]. Based on 
the results of comparison shown in Table 1 we picked BeagleBone 
Black. In comparison with other two options, it meets all 
requirements and brings us additional advantages in the form 
of operating system stability and simple handling of peripherals.

For demonstration purposes as sensors, we implemented 
one sensor type for each of subsystems. As a thermal sensor, we 
used DS18B20 by Dallas Semiconductor. Sensor supports 1-Wire 
bus and assigned unique address. Thanks to the shared access 
of 1-Wire bus we are able to attach more sensors without a need 
for additional pins or connectors. DSN-FIR800 PIR sensor was 
chosen as an example of a motion sensor. As a smoke detector, 
we chose the MQ-4 sensor. It allows us to detect a potential fire. 
In addition, the smoke sensor allows to detect occurrence of a gas 
in the environment. For a water leakage detection, we used simple 
water sensor placed on the floor.

As control elements a set of relays controlled by GPIO pins 
is applied. Individual home appliances can be controlled via relay 
by changing a value of specific GPIO pin. We also demonstrate 
an electrical control of temperature. This is performed by electro 
thermic radiator head which is connected to a relay.

B. Software components
Logical entities of the smart home, including SIP and 

communication entities, are implemented as software components 
running in HG and in a remote client (smartphone). We expect 
entities: SIP server, SIP client, VPN server and a VPN client. As 
HG’s operating system, we decided for the GNU/Linux. In the 
case of remote client Android OS is used. As a SIP server running 
on HG we selected the Kamailio SIP server. Kamailio provides all 
required functions including IM and Presence and its demands on 
the system resources are low. As a VPN server, which runs on HG, 
we used the OpenVPN server. OpenVPN server is free and stable 
IPSec solution. On a remote client we are running CSipSimple 
(a SIP client) and OpenVPN (VPN client) applications. Relatively 
complicated issue is an effective generating of SIP messages from 
HG. We solved this by using separate SIP clients running on HG. 
This option brings minimal additional delay and processor load 

SIP UA 
(client)

Presence 
server

SIP GW HA 
Controler Sensor

readState()

new state
stateChanged
(new state)

readState()

new state 2stateChanged 
(new state 2)

HG

PUBLISH
(new state)SUBSCRIBE

(sensor_id)

NOTIFY
(new state)

PUBLISH
(new state 2)

NOTIFY
(new state 2)

SIP UA 
(client 2)

SUBSCRIBE
(sensor_id)

NOTIFY
(new state 2)

Fig. 6 Message-presence model

Monitoring of sensors is done by HA. Each change of a state 
is automatically reported to SIP GW (Fig. 6). SIP GW then 
creates a PUBLISH message, which includes this new state and 
sends it to the presence server. PS updates corresponding records. 
Subsequently PS sends the NOTIFY message to all registered 
subscribers. Therefore, the remote client has to subscribe to 
particular subsystem in order to get desired information about it.

This behavior of PS helps to solve the issue related to 
simultaneous checking of an event occurrence by more remote 
clients. Thanks to the deployment of SIP presence service, the 
whole responsibility is shifted from HA to the presence server. 
This solution is more efficient compared to the first solution and 
is considered as more preferable. Disadvantage of this model 
is its demanding implementation, which requires additional 
configuration of presence server and the support of presence 
service at both SIP UAs.

According to proposed models, their requirements and 
properties, we had to decide in our solution for the first 
model. The main reason comes from the lower difficulty of 
its implementation and the availability of suitable software 
components in comparison to the second model.

5.  Our implementation

Summarizing our choices, as the proof concept we 
implemented the solution based on SIP-VPN private server-based 
architecture and message-only communication model. Description 
of the solution’s components is provided in this chapter. The 
solution meets requirements specified in the introduction of the 
paper. We split the description into two parts - hardware and 
software. Each part contains specification of used tools and 
devices that correspond to individual smart home entities.

A. Hardware components
The list of HW components includes HG, sensors and control 

elements. HG is the main physical entity of the smart home, as 
mentioned earlier. HG is a HW device where all logical entities 
(client and servers described in section 4) will run as software 
processes. Therefore, HG must have sufficient performance to 
be able to perform all requested processes at the same time. In 
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SIP Agent

Heating Alarm Fire 
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Fig. 7 Communication model of HA controller parts
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Fig. 8 Flow chart of common slave

Thanks to insertion of additional processing logic block into 
SIP server, every time it receives a SIP message destined for HA, 
it is able to identify action inside the message and store it in the 
text file. All slaves (heating, security, water and fire detection 
controllers) have very similar structure as shown in Fig. 8. They 
differ only in the way of processing particular function based 
on checking a state and reacting to its potential change. Slave 
periodically accesses data gathered by individual sensor to check 

without the need for the development of own clients. We picked 
the Linphone application as one of freely accessible and usually 
deployed SIP clients. Linphone almost supports all required 
functions including command line interface (CLI) management. 
CLI management allows simple control and is necessary for our 
solution. All used software tools are open-source as specified in 
requirements.

Comparison of three distinct SBCs Table 1

BeagleBone 
Black

Cubieboard 2 Raspberry Pi 2

Processor
ARM-Cortex 

A8
ARM-Cortex 

A7
ARM-Cortex 

A7

Core Single-core Dual-core Quad-core

CPU Frequency 1 GHz 1 GHz 900 MHz

Operational 
memory

512MB DDR3 1GB DDR3 1GB LPDDR2

Ethernet

USB 1x 2x 4x

GPIO 65x 86x 40x

1-Wire

Storage 2GB +SD card 4GB + SD card SD card

Power 
Consumption

3W 4W 3W

 
Implementation of the HA controller requires special 

functionalities. Therefore, we designed and built our own software 
program written in C programming language. Based on ad-hoc 
solution, our controller is able to communicate and co-operate 
with SIP server as is required in the proposed architecture. 
XI. HA controller design

Structure of the control program consists of one master 
and more slaves. Master is the main program responsible for 
initial start of slaves and their central management. Each slave is 
a separate unit implemented as a thread that provides particular 
functionality. We chose POSIX threads, which are available 
directly from Pthreads library. Threads require fewer resources 
than processes and offer simpler way of managing and sharing 
data between individual slaves. Communication from SIP server 
to HA is realized through simple file access, where after receiving 
specific SIP message SIP server extracts its body and stores it 
as text in the file. Next, these data are read by master of HA. 
For opposite direction HA uses a separate SIP client placed in 
HG to create and send a SIP message with desired information. 
Initial requests for creation and transmission of messages are in 
competence of individual slave programs. The flow of messages 
and mutual relations between parts described above is drawn in 
Fig. 7.
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papers focused on the problematic. Considering their results 
and principles, the paper introduces our basic smart home 
structure proposal with respect to present state of knowledge 
and research. The paper also provides an overview of solution’s 
key components. We proposed three architectural models. Each 
of them uses slightly different approach to the realization of 
communication between the smart home and remote clients. 
Design, implementation and deployment of our solution were 
presented with emphasis on the realization of individual software 
and hardware components. We deployed a particular solution, 
which satisfies specified requirements, such as open-source 
approach, system autonomy, simplicity and minimal costs. Our 
testing solution costs about 120 € and provides functional system 
for basic management of the simple smart home.

There are some improvements of our solution, which should 
be realized as future works. For example, the realization and 
deployment of the second model mentioned in the paper. The 
intern SIP client, which is a part of SIP GW in actual solution, 
could be replaced with the use of functions directly from available 
SIP library inside of the HA control program.

its actual state. The activity has the form of access to the file. 
This abstraction is provided directly by operating system and its 
filesystem placed inside memory of our board PC. Subsequent 
reaction consists of creating appropriate message with measured 
value and sending it via SIP client interface to the desired 
destination. That is local SIP server or remote SIP agent.

The real power of this design comes from the distribution 
of functions into a set of simple programs running parallel in 
separate threads. It allows different subsystems to be controlled 
simultaneously and react to special events immediately. Although, 
our presented solution isn’t optimal and requires additional 
improvements, it is good enough to show, that usage of the SIP 
protocol is so broad it can be used also in this manner.

6. Conclusion and future work

The paper describes the role of open protocols in the area of 
smart homes and is particularly dedicated to SIP. We addressed 
emerging issues related to this protocol. We analyzed recent 
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1. Introduction 

Currently, blood flow modeling is very useful in 
various applications. It may be highly abstract (e.g. using 
electromechanical analogies to model arterial trees [1]) or very 
realistic (e.g. comparing simulations and experiments of passage 
of cells through a sensor that measures their deformability 
[2]). In this work, we describe one such model, which includes 
a homogeneous fluid - blood plasma - and moving objects 
immersed in it - red blood cells (RBCs). RBCs are very elastic 
and therefore, in modeling on single-cell level, it is very important 
to capture their elastic properties. The model further includes 
adhesion, cell-cell interactions and two-way cell-fluid interaction.

We use this model to simulate processes inside microfluidic 
devices. These lab-on-a-chip devices include various types of 
microchannels that may also contain arrays of obstacles. The 
blood flows through the micro-channels and it is possible to 
sort the cells or capture specific rare cells from the total cell 
populations. This kind of separation or capture is useful in 
diagnostics and monitoring of various diseases (e.g. cancer, sickle-
cell anemia, malaria). More details on modeling blood flow in 
microfluidic devices can be found in [3].

Our goal is to optimize the design of such micro-channels. 
We investigate the connectors that are used for inflow into 
microfluidic devices. In general, the cells in these connectors 

undergo significant shear stress that may lead to their damage. 
We are working on deriving a modified blood damage index that 
would allow future optimization of such connectors. In case of 
channels that include periodic obstacle arrays (POA), we focus 
on the capture rate of rare cells, should the surface of obstacles 
be coated with rare-cell antibodies. We explain the adhesion 
model that can be used for modeling the capture. And finally, we 
look at a practical problem of modeling the formation of RBCs 
that are used for further simulations. The combined progress in 
these partial topics will bring us closer towards development of 
improved microfluidic devices.

2. Model 

Our model consists of two main parts: fluid and immersed 
elastic objects. The fluid is modeled using lattice - Boltzmann 
method [4] and the objects using immersed boundary method 
and spring network model of the membrane. This boundary, i.e. 
object’s surface, is covered with triangular mesh. Each mesh node 
is connected with several neighboring nodes and there are elastic 
forces corresponding to five elastic moduli, which are responsible 
for elastic behavior of the objects. They preserve the surface area 
(both locally and globally), volume and shape of the object. This 
model is implemented as Object-in-fluid framework in open-source 

OBJECT-IN-FLUID FRAMEWORK IN MODELING OF BLOOD 
FLOW IN MICROFLUIDIC CHANNELS
OBJECT-IN-FLUID FRAMEWORK IN MODELING OF BLOOD 
FLOW IN MICROFLUIDIC CHANNELS
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in the same simulation, we consider average values from several 
simulations with different number of cells. 

Inlets and outlets of microfluidic devices, where the flow is 
redirected, may be a major source of shear stress which acts on 
the cells. The relative deviation of global area of a cell is computed 
as  /S S0D , where S0  is relaxed area of the cell. This value is 
cumulated over the time the cell passes the channel and we define 
the cumulative deviation of global area as

CDG cell S
S
t

time 0

D D=^ h /
We randomly seeded 50 cells inside such a typical inlet of 

a commercially available analysis chamber (Fig. 1). We run 10 
simulations, each with a different seeding of cells. For each cell 
we computed relative deviation of global area at any given time. 
Fig. 2 shows a histogram of CDG for 50 cells in 10 simulations. 
The average of these values describes the average damage for the 
cells and it is a good candidate for CDI of the channel. Therefore 
we define

 
CDI n CDG cell

1
cells

i

i

n

1

cells

=
=

^ h/

Fig. 1 Scheme of a micro-channel (left), design of simulation geometry 
(center), simulation with 50 cells (right)

Fig. 2 Histogram of cumulative deviations of global area, values from 
10 simulations, 50 cells each. Black line represents CDI.

The black line in Fig. 2 denotes CDI. We found a certain 
amount of cells with low damage, plenty of cells with mid-range 
damage and a few cells with high damage. Such histograms can 
indicate the quality of a microfluidic channel. Less damage is 
indicated by shift of the black line to the left. Further work will 
include different inlet geometries and we will compare simulation 
results of the standard continuum model (Navier-Stokes equations 
with BDI) and our Object-in-fluid model with newly developed 
CDI.

scientific package ESPResSo [5]. More details on the model can 
be found in [6].

The model of red blood cell was calibrated by comparing 
the simulation results with results from stretching experiments of 
biological red blood cells [7]. We have also investigated proper 
mass distribution in the immersed boundary points and seeding 
of dense suspensions of cells, which are necessary for simulations 
with high hematocrit [8].

3. Applications of RBC model 

3.1. Optimization of device inlets

 Cell sensitive applications like dynamic cell culturing rely on 
a predefined shear stress. Deviations from this optimal state lead 
to unwanted cell activation and even cell destruction. Microfluidic 
channels usually lack the information about cell activation or 
destruction. Complex geometries inside microfluidic devices 
increase the deviation from a blood cells’ native condition. Recent 
efforts to quantify the blood cell damage concerned conventional 
blood pumping devices and a blood damage index (BDI). The 
BDI sums up the local shear stress along streamlines inside 
a microfluidic channel to estimate possible mechanical stress, 
leading to activation and/or hemolysis of RBCs. A conventional 
BDI calculation uses finite element solvers for Navier-Stokes 
equations to estimate the shear stress distribution of the whole 
blood volume.  The blood damage index calculation typically 
uses  BDI K tinlet

outlet a b$ $ xR D=  with time t, shear stress x  and 
empirical constants K, a and b (e.g. [9]). 

Publications [10] and [11] summarize several attempts to 
relate the blood damage index to hemolysis of cells (destruction 
of cell membrane). However BDI often fails to reproduce 
experimental hemolysis [11]. 

A certain flow geometry can be optimized in such a way that 
BDI is minimized. Using the Navier-Stokes equations, the blood 
is considered as a continuum, there are no mutual interactions of 
cells or cells with fluid. Since in our model we have implemented 
these types of interactions, we introduce a cell damage index 
(CDI), in which the single cell behavior is included. There are 
several possibilities, how to specify the CDI. The RBC membrane 
can withstand a finite strain, beyond which it ruptures. The strain 
is related to both shape and area change of the given object. In our 
model, we know the current deviation of global area of each cell 
at any given time. We use this for an approximation of total strain. 
Moreover, the structural damage of the membrane is influenced 
not only by the strain magnitude, but also by the duration of 
strain. In [12], the authors claim that the exposure time of areal 
strain plays a significant role in the cell rupture, therefore we 
consider cumulative value of global area deviation during the 
time, when the cell passes a fluidic channel. Since the values for 
any individual cell can vary significantly compared to other cells 
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Fig. 3 Periodic chamber with cylindrical obstacles, red blood cells and 
a rare cell.

Fig. 4 Capture rate is significantly different in simulations with small 
and large number of RBCs.

 
Fig. 5 In simulations with small number of RBCs, rare cells fall into 

predicted trajectories. Each line corresponds to the trajectory of center of 
rare cell in a different simulation.

3.2. Estimating capture rates using simulations  
  of periodic obstacle arrays

There are several applications in biomedicine that rely on 
isolation of rare cells (e.g. circulating tumor cells - CTCs) from 
large populations of other cells. This isolation can be achieved 
using periodic microfluidic obstacle arrays, which use various 
physical or biological properties of cells: some of them work on 
the principle of transverse displacement, others use antibody 
coated surfaces that capture the rare cells if these come into 
contact with the coated surface for sufficiently long time. 

One of the assumptions sometimes used in modeling of 
periodic obstacle arrays (POAs) is that it is sufficient to know the 
rare cell’s radius and its offset from obstacles that identifies the 
future trajectory, in order to determine the cell’s collision mode 
and collision rate, e.g. using Lagrangian tracers in [13]. 

We studied the interplay of column radius and hematocrit 
and their combined influence on the number and duration of 
the rare cell - column contacts. We found that the interactions of 
rare cell with other cells may have impact on the contacts with 
obstacles, especially in dense suspensions, where the interactions 
may result in displacement of rare cell from the average expected 
trajectories [14]. 

We simulated a chamber periodic in x– and y– directions 
with cylindrical obstacles, Fig. 3. Due to the large computational 
complexity of the problem, we simulated one passage of the 
rare cell through the chamber over the range of parameters 
(varied column radius and number of RBCs, different initial 
CTC positions at the left side of the chamber, different random 
seedings of RBCs). We traced the distance of one CTC from the 
nearest obstacle and the duration of contact(s), if any. We then 
analyzed the CTC trajectories an determined that regardless their 
initial position, in RBC-sparse simulations they tend to fall into 
a small number of typical trajectories, Fig. 5. While we observe 
the same general pattern in simulations with large number of 
RBCs, Fig. 6, the trajectories are perturbed by the CTC-RBC 
interactions, which may influence the capture rate, as evident in 
Fig. 4. The capture rate was calculated using 

, expP A a A b Ac c
c

$ $x x
= -^ ah k,

 
where  is the cell-obstacle contact area, is shear stress with respect 
to the closest obstacle. Constants a and b are lumped parameters 
determined using [15]. They include several biological quantities 
such as ligand and receptor densities, association constants, 
characteristic length of the ligand–receptor bond and others. 
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Dissociation and association dynamics are represented by 
probability of bond formation and bond breaking. At the moments 
when the receptor and ligand are close enough, the bond can be 
created with a specific rate kon  and the probability that this 
happens during time interval td  is given by Pon . On the other 
hand, any bond can rupture with the rate koff  with dissociation 
probability Poff  over time. 

,exp expP k t P k t1 1on on off off$ $d d= - - = - -^ ^h h
In [18], we have introduced the simplification of previously 

known adhesion model from [17]. The model from [17] includes 
the dependence of koff  on the magnitude of the force exerted on 
the bond. It is a natural assumption, however, the dependence 
of koff  on the bond prolongation is quite complicated, includes 
parameters such as bond detachment force and reactive 
compliance that are quite difficult to measure, and are not 
available for many receptor-ligand couples. Our simplification is 
based on the fact that koff  is a fixed constant.

Fig. 7 Velocity reconstruction over the time period of 3s. The mean 
value of experimental and computational data is the same.

Fig. 8 Averaged velocity of the cell over a certain time period depends on 
the wall shear stress. Data A (experimental) and data  

B (model) are taken from [19].

Fig. 6 In simulations with large number of RBCs, rare cells follow the 
same general behavior, but the trajectories are perturbed by the nearby 

RBCs. In this case, the capture rate may significantly differ.

This leads us to conclude that it is important to include actual 
cells and their cell-cell interactions when computing the capture 
rates in microfluidic channels with periodic obstacle arrays. In the 
future, this approach will be verified by comparisons with model 
that includes adhesion as described in the following section.

3.3. Simplified adhesion model

Modeling of the adhesion and rolling of biological cells 
on functionalized surfaces gives valuable insights into rare cell 
isolation. We study cells moving in shear flow above a wall to 
which they can adhere via specific receptor-ligand bonds based on 
receptors from selectin as well as integrin family. The adhesion 
mechanism is modeled by adhesive bonds including stochastic 
rules for their formation and rupture. Once the cell comes close 
enough to such a wall, receptors and ligands start forming bonds, 
slowing the motion of the cell down [16]. We explore a simplified 
model with dissociation rate independent of the length of the 
bonds.

Before a receptor and a ligand can form a bond, their physical 
locations need to be brought in close vicinity and a bond can be 
created with certain probability. Reversely, any bond can rupture, 
again with certain probability. Finally, whenever receptor and 
ligand positions move apart more than a certain threshold, the 
bond is broken with probability one, see [17]. 

The computational model of a cell described in previous 
sections can be readily extended with any other phenomenon 
based on forces acting on the boundary mesh points of the elastic 
object. The adhesion mechanism is based on bonds between the 
receptor site on a cell and the ligand site on a wall. This bond 
can be modeled as a harmonic spring. Once the stiffness  of such 
spring is known, the bond exerts repulsive or attractive force 
F laff $l=  on the corresponding mesh points.
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The model we use, allows us to simulate and explore the 
properties of the process, using both the inflation and deflation 
scenarios. We based the first one on an elastic model of 
a sphere with the volume of a real RBC and with a geometrically 
corresponding, smaller surface. Using the global area conservation 
forces, we relaxed this triangulation into a shape with the surface 
of RBC. With the second scenario, we deflated a sphere with the 
RBC surface and larger volume to smaller RBC volume, using the 
global volume elastic modulus. In both cases, we achieved shapes 
that visually correspond to real RBCs (Figs. 9 and 10).

The simulation accuracy can be firstly verified by looking 
at basic characteristics such as surface and volume. Shapes 
obtained by inflation and deflation scenarios intrinsically have 
the surface and volume consistent with biological RBC. Another 
accuracy check of the obtained cell is verification of its curvature. 
Since the cell surface is discretized by a triangular mesh, there 
is a natural opportunity to characterize its curvature using the 
distribution of inner angles formed by the incidental triangles 
of the triangulation. We looked more closely at statistics of this 
distributions.

Fig. 9 Inflate scenario, shape and histogram of angles distribution

Fig. 10 Deflate scenario, shape and histogram of angles distribution

Verification of the simplified model
To show that this model is capable of capturing the 

mesoscopic properties, such as velocity of rolling cells, we 
perform two computational experiments. In the first experiment, 
we test whether our model can capture statistical properties 
of velocity profile. We track the velocity of individual cells 
during the adhesion movement. The movement of adherent 
cell is much slower than that of non-adherent cell due to bonds 
between ligands and receptors. Since the bonds on a cell in the 
downstream brake and bonds in the upstream are continuously 
created, the cell rolls on the surface. The velocity of the cell 
itself randomly oscillates according to how often bonds brake 
and how often they are created again. Because of the stochastic 
nature of bond formation, every simulation run gives different 
velocity profile. However, one can look at the mean value and the 
standard deviation and compare the simulated movement with the 
measured data for real cells.

The second experiment reveals that our model can capture 
the dependence of cell velocity on the different fluid shear 
stresses. Namely, the question is whether one set of parameters 
gives the same values of averaged velocity of the cell for different 
fluid shear stresses. Detailed description of the computational 
experiments is given in [18]. We present the result in Figs. 7 and 
8. In [20], the authors performed laboratory experiments and 
obtained the rolling velocity of the cells. Our model is capable of 
reconstructing these velocities. In Fig. 7, we can see the measured 
velocities depicted by green symbol cross and the velocities 
obtained from our model depicted with red symbols plus. Note 
that we were able to set the model parameters so that both velocity 
profiles have the same mean value.

In [19], the authors investigated the mechanics of leukocyte 
adhesion to endothelial cells using in vitro side-view flow assay. 
The authors showed how the averaged velocity of the cell depends 
on shear stress. We demonstrate that we are able to capture this 
dependence. The experiment was performed for shear stresses 
ranging from 0 to 2 Pa. For each value of stress, we tracked the 
movement of the cell and we computed the averaged velocity over 
the time 1ms. The results are presented in Fig. 8.

3.4. Modelling blood cell formation

Overall, RBCs represent up to 95% of the solid blood 
component volume. Therefore, correct modeling of RBC behavior 
is the key to the correct blood flow simulations. A natural 
validation of the RBC model is based on its specific properties 
associated with RBC formation process. It is known that the 
shape of RBC with a given volume maximizes its surface. We 
also know that RBC is formed from the spherical shape of the 
proerytroblast or reticulocyte, with the aim to maximize the 
surface-to-volume ratio.
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Fig. 11 Deformation, shape and histogram of angles distribution

Fig. 12 Triangulated RBC, shape and histogram of angles distribution

The second was a comparison of the curvature histogram 
of the RBC created from sphere to its known biological shape. 
However, here we are confronted with the problem of the existing 
triangulations of this surface. They exhibit considerable regularity, 
which is reflected in the histograms and they are difficult to 
compare to our significantly stochastic triangulations (Fig. 12, 

Figures 9 and 10 show the histograms of these angles for 
the inflation and deflation scenarios, and Table 1 shows the 
maximum, minimum, average and standard deviation of those 
angles. Note that this concerns the interior angles: the values 
above 180° correspond to the concave parts of the cell surface and 
the values below 180° correspond to the convex parts of the cell 
surface. The obtained data indicate that the two processes, where 
different elastic moduli were dominant, result in remarkably 
similar distributions. This result strengthens the confidence in 
consistency of the model. 

Statistical values of angle distribution Table 1

With regard to the stochastic nature of the simulations, we 
also confirm this result by the statistical tests of the selection 
from identical empirical distribution. The necessary precondition 
of the results comparison is using comparable regular meshes 
with almost the same number of nodes and adjacent triangles. 
Since in our model we can easily use various regular meshes, 
we do not have to deal with the complicated problem of 
normalizing the obtained curvature spectrum for significantly 
different triangulations.

We tested the consistency of the RBC curvature 
characterization by looking at the angles distribution statistics in 
two more ways. The first one involved a simulation experiment 
and examined the RBC deformation during its flow through 
a narrow opening (Fig. 11, Table 1). As expected, the values of 
the convex and concave angles in the central deformed part of the 
RBC have larger range. The histogram shape and the increase of 
the standard deviation correspond to that.

Fig. 13 RBC seeding
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model without laboratory experiments. We have shown several 
examples of such approach: the capture rates can be computed for 
channels with periodic obstacle arrays, the shape of microfluidic 
connectors analyzed in terms of cell deterioration.

Further computational experiments from section 3.4 
confirmed the consistency of the model. Using two different 
scenarios for formation of a red blood cell, we have obtain objects 
with the same statistical properties. Thus inflation and deflation 
scenario give comparable results. This justifies the use of inflation 
scenario to seed cells into dense suspensions: we have successfully 
created dense suspension by starting with smaller objects and 
gradually increasing their surface to real values.
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Table 1). For the time being, obtaining a sufficiently irregular and 
comparable RBC mesh remains an open task.

The RBC formation process may solve the problem of RBC 
seeding for large-scale simulations, where long warm-up time 
means inefficient usage of the calculation time. Generating 
random RBC positions, especially while keeping a realistic 45% 
hematocrit, is complicated when we want to have non-overlapping 
distribution of partly deformed cells. A solution to this is using the 
RBC inflation. At the beginning of a simulation, non-overlapping 
spheres of smaller volumes are placed randomly in the domain. 
During the warm-up, the spheres are inflated into RBC volume 
and shape. Here, the required hematocrit and, due their collisions, 
stochastic distribution of cell positions and shapes are obtained. 
At the same time, thanks to the repelling cell-cell forces, the RBCs 
do not overlap. An example of such seeding is shown in Fig. 13.

4. Conclusion

Our computational model of a red blood cell has proved 
to be a strong tool for investigation of cell behavior. Once the 
confidence in the model has been established by its calibration 
and verification, new conclusions may be drawn by utilizing this 
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1. Introduction

The main aim of crew management is to build the shift 
schedules of crews for covering a timetable that is planned. 
This is an activity which concerns the medium-term use of the 
available resources. It is broadly known as tactical planning. 
Crew management is problem that is well-known in Operations 
Research. In last decades, after regulations of the European 
Commission for railways (so called ”railway packages“), railway 
applications of crew management come on the scene. Main results 
of the ”railway packages“ are deregulation and privatization of the 
rail industry in Europe. Both factors are increasingly pervading 
the rail industry. Better productivity and efficiency are strongly 
required. Due to these facts the railway operators are more 
interested in using effective techniques as before.

The crew-scheduling problem can be solved using mathematical 
programming techniques. These techniques are based on the 
application of a set covering model with a number of additional 
constrains. In the airline industry such models are popular for 
solving crew scheduling problems [1, 2, 3 and 4]. However, in 
the railway industry the sizes of the crew scheduling instances are 
a magnitude larger than in the airline industry, which prohibited 
the application of these models in the railway industry until 
recently. However, developments in hard- and software nowadays 
enable the application of such models in the railway industry 
as well [5, 6, 7 and 8]. Abbink [9], for instance, describes the 
successful application of a model and the corresponding solution 
techniques for scheduling more than 6,500 drivers and conductors 
of the Dutch railway operator.

Solving of the train crew scheduling problem by means of 
mathematical programming faces large dimensionality of the 
models describing the associated large instances of the problem. 
Especially in the case when the problem is described by one 
complete model, which covers all characteristics of the crew 
scheduling problem of a company, may lead to a large linear 
programming problem formulation, which can attack the limits 
of a common IP-solver. To overcome this potential threat, column 
generation technique can be used. This technique was originally 
based on Dantzig-Wolfe decomposition [10], when only small 
portion of sub-problem extremal points was considered and the 
original problem was reduced to a smaller one, which took a form 
the partitioning problem. As the solving process of the reduced 
problem usually provided a solution far from the optimal one, 
the process was completed by another process, which enables 
to recognize whether there is some other extremal point of the 
sub-problems, which can improve the current reduced problem 
solution. The process is called column generation method, and it 
enables not only to recognize existence of the improving solution, 
but even to find it. The column generation approach has been 
discussed and applied in connection with a broad spectrum of 
optimization problems from practice [4, 11 and 12].

This paper focuses on exploring the possibility of the train 
crew schedule designing by means of mathematical programming, 
including the comparison of two approaches: the first one 
consists of solving the original problem described by a model 
and the second approach corresponds to the step-by-step column 
generation. The benchmarks used for the comparison originate 
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Fig. 1 A simple example consisting of two jobs and two frames and the 
associated two systems of possible transits within the frames. It holds 
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Constraints (2) of the model (1)-(5) ensure that each original 
job belongs to exactly one of the suggested shifts. The conservative 
constraints (3) assure that the number of jobs preceding job j is 
the same as the number of succeeding jobs in the shifts of the 
frame k. The constraints (4) allow only one shift in the frame k.

In order to formulate the model (1)-(5) in matrix form, we 
introduce several incidental matrices. 

Let a matrix Ak with J  rows and m(k) columns consist of 
binary coefficients ak

j,(p, s)
, defined for each j!J and (p, s)!R(k), 

where the coefficient is equal to one if and only if j=s and it equals 
zero otherwise.

Let a matrix Dk with J (k)  rows and m(k) columns consist 
of coefficients dk

j,(p, s)
, defined for each j!J and (p, s)!R(k), where 

the coefficient is equal to one if and only if j=s , it equals minus 
one if j=p and it equals to zero otherwise.

Let a vector Ek with m(k) components consist of binary 
coefficients ek

(p, s)
, defined for each (p, s)!R(k), where the 

coefficient is equal to one if and only if b(k)=p and it equals zero 
otherwise.

Let the vector Ck with m(k) components denote vector of 
costs coefficients ck

(p, s)
. If we decompose the vector y of the 

in real problems from crew scheduling in railway transportation 
systems [13].

The rest of the paper is organized as follows. The second 
Section describes the train crew scheduling problem by 
a complete mathematical programming model and an analysis 
of the specific model structure, facilitating the formulation of 
individual sub-problems. The third Section introduces the Dantzig-
Wolfe decomposition and defines so called master problem 
corresponding to the reduced problem. The fourth Section is 
devoted to an explanation of column generating principle in 
connection with the crew scheduling problem. The fifth Section 
contains the description of benchmarks used for numerical 
experiments including the discussion of associated results. The 
obtained findings and conclusions are summarized in Section 6.

2.  Train crew scheduling problem

Let J denote set of jobs, which must be covered by scheduled 
shifts of individual crews so that each job is covered by exactly 
one work shift of a crew. The jobs are representing the trains (or 
working trips of a crew member with a given train) in the real 
operation. Each job (train) is determined by the beginning and 
ending times and network nodes. Two successive jobs (trains) 
in a shift of one crew must enable transit of the crew from the 
ending node of the preceding job to the starting node of the 
successive job in the associated time interval. A crew shift begins 
at a determined time and network node and it must also finish at 
possibly another network node and at some higher ending time. 
These beginnings and endings of a shift are called auxiliary jobs 
and they form a so called frame of the shift. Let K denote set of 
all possible shift frames. Each shift with frame k!K has to start 
with an auxiliary job b(k) and to finish with an auxiliary job e(k). 
Let J(k)3J be the set of jobs, which can possibly be covered by 
a shift within the frame k, i.e. each job j!J(k) can be reached 
from the auxiliary job b(k) and the auxiliary job e(k) can follow 
the job j. Each frame k!K is accompanied by set R(k) of m(k)
ordered pairs (p, s), where p and s are auxiliary or original jobs, 
s can be performed right after p, and they both may succeed 
within a shift of frame k , see Fig. 1 for better understanding the 
used denotation. The crew transit from p to s is priced by value 
ck

(p, s)
. The price of a shift is sum of prices of all pairs forming the 

shift. The train crew scheduling problem consists of finding such 
collection of crew shifts that each job j!J belongs to exactly 
one crew shift and the total price of the collection is minimal. 
(Alternatively, one may consider the case when each job j!J 
belongs to at least one crew shift, thus allowing for additional 
auxiliary travels of the crew. Though we do not consider this case 
here, we shall treat auxiliary travels in a different way, our model 
can be easily modified to describe this case.)

Time
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in real problems from crew scheduling in railway transportation 
systems [13].

The rest of the paper is organized as follows. The second 
Section describes the train crew scheduling problem by 
a complete mathematical programming model and an analysis 
of the specific model structure, facilitating the formulation of 
individual sub-problems. The third Section introduces the Dantzig-
Wolfe decomposition and defines so called master problem 
corresponding to the reduced problem. The fourth Section is 
devoted to an explanation of column generating principle in 
connection with the crew scheduling problem. The fifth Section 
contains the description of benchmarks used for numerical 
experiments including the discussion of associated results. The 
obtained findings and conclusions are summarized in Section 6.

2.  Train crew scheduling problem

Let J denote set of jobs, which must be covered by scheduled 
shifts of individual crews so that each job is covered by exactly 
one work shift of a crew. The jobs are representing the trains (or 
working trips of a crew member with a given train) in the real 
operation. Each job (train) is determined by the beginning and 
ending times and network nodes. Two successive jobs (trains) 
in a shift of one crew must enable transit of the crew from the 
ending node of the preceding job to the starting node of the 
successive job in the associated time interval. A crew shift begins 
at a determined time and network node and it must also finish at 
possibly another network node and at some higher ending time. 
These beginnings and endings of a shift are called auxiliary jobs 
and they form a so called frame of the shift. Let K denote set of 
all possible shift frames. Each shift with frame k!K has to start 
with an auxiliary job b(k) and to finish with an auxiliary job e(k). 
Let J(k)3J be the set of jobs, which can possibly be covered by 
a shift within the frame k, i.e. each job j!J(k) can be reached 
from the auxiliary job b(k) and the auxiliary job e(k) can follow 
the job j. Each frame k!K is accompanied by set R(k) of m(k)
ordered pairs (p, s), where p and s are auxiliary or original jobs, 
s can be performed right after p, and they both may succeed 
within a shift of frame k , see Fig. 1 for better understanding the 
used denotation. The crew transit from p to s is priced by value 
ck

(p, s)
. The price of a shift is sum of prices of all pairs forming the 

shift. The train crew scheduling problem consists of finding such 
collection of crew shifts that each job j!J belongs to exactly 
one crew shift and the total price of the collection is minimal. 
(Alternatively, one may consider the case when each job j!J 
belongs to at least one crew shift, thus allowing for additional 
auxiliary travels of the crew. Though we do not consider this case 
here, we shall treat auxiliary travels in a different way, our model 
can be easily modified to describe this case.)
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This problem formulation itself is of a little use for direct 
solution of the original problem due to necessity of enumerating 
all extreme points of each sub-problem. Nevertheless, if a small 
collection zero-one solutions Yk

r 
for k!K, r=0, …, P(k)is known 

and the problem (13)-(16) has a feasible solution, then we can 
formulate the column generation process, which informs us at 
each step whether the optimal solution of (13)-(16) can or cannot 
be improved by another solution of a sub-problem k.

4.  Column generation

Let us consider the current problem in the following form:
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We assume that the individual equalities of (18) are subscribed 
by j!J. Let us denote by v* the row vector of shadow costs of 
the constraints (18) and w

k
* the shadow cost of the constraint 

(19) corresponding to the shift frame k. Then the reduced cost 
of a variable krm  in the optimal solution of the problem (17)-
(20) can be expressed as CkYk

r
 – (v*(AkYk

r
)+w

k
*), which must be 

nonnegative due to the optimality of the solution. If there is any 
sub-problem solution Yk which improves the optimal solution of 
(17)-(20), the inequality (21) must hold:

C Y v A Y C v A Yw w0 k k k k
k

k k k
k2 - - = - -) ) ) )^ ^h h . (21)

Thus an attempt to obtain an improving solution Yk can be 
performed by solving the following modified sub-problem:

C v A yMinimize

Subject to 8 10

k k k-

-

)^
^ ^h h

h
. (22)

If the optimal value of objective function (22) is less than 
w

k
*, then the obtained solution is a candidate for the improving 

solution. If no improving solution for any k!K exists, then the 
current collection is complete.

decision variables yk
(p, s)

 to set of sub-vectors yk , which elements 
correspond to sets R(k) for k!K, we can write the model (1)-(5) 
in the following form.

yCMinimize k k

k K!

/  (6)

A ySubject to 1k k

k K

=
!

/  (7)

yD for k K0k k !=  (8)

yE for k K1k k !#  (9)

,y for k K0 1k m k
!!

^ h" ,  (10)

Let us consider the k-th sub-problem for a general set of the 
objective function coefficients in the following form.

C yMinimize k k  (11)

Subject  to  (8)–(10)
  
The sub-problem corresponds to the task of finding the 

cheapest path through the sub-network determined by the arcs 
of R(k) on the nodes corresponding to auxiliary and original 
jobs. The path has to start at b(k) and finish at e(k) due to the 
conservative constraints and the fact that the network is acyclic. 
The sub-problem obeys the integrity property, that is, all the 
extreme points of the feasible solution set of LP-relaxation are 
integers. Furthermore, we can claim that the set of feasible 
solutions of the LP-relaxation is non-empty (it contains zero-
solution Yk

0
) and it is bounded which implies that the set of 

feasible solutions is a polytope. It follows that each feasible 
solution y can be expressed as a convex combination of all 
extreme points Yk

r
r=0, …,n(k) using nonnegative multipliers  krm . 
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3. The Dantzig-Wolfe decomposition

Let us substitute (12) for yk in the LP-relaxation of the model 
(1)-(2). We obtain the LP problem, where the multipliers krm  are 
hereafter the decision variables.
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We had exact technological data at hand. We used these data 
as follows. Each train with start from Dunajska Streda needs 100 
minutes for brake test. The brake test has to be realized before the 
planned departure time. Times of 40 or 20 minutes are included 
in the experiments’ data too, to consider time needed for take over 
and hand over of the locomotive or exchange of the locomotive 
between two successive trains. The starting and ending times of 
each job are modified by taking necessary technological activities 
into account.

Having specified the jobs which can be served in a given 
frame, it was necessary to define the job pairs (p, s) for each 
frame. The calculation of the cost coefficients referring to the job 
pairs was necessary too, to use them in the objective function. 
As for the objective function coefficients, we consider two 
components – the waiting times calculated for each job pair and 
transition costs for each job pair. Each waiting time for the job 
pair was obtained as difference between the ending time of p and 
the starting time of s. In some cases, traveling of crew without 
locomotive (e.g. by passenger train or taxi) between Bratislava 
Nove Mesto, Dunajska Streda and other stations is considered. 
Time constants of 60 and 120 minutes were used as the transition 
costs for the job pairs. Zero costs were used in case that transition 
between p and s is realized in same station.

In the second set of benchmarks, we consider a segment of 
the suburban traffic around Budapest: the Budapest-Szekesfeherar 
the Budapest-Pusztaszabolcs, and the Budapest-Dunaujvaros 
passenger trains. In this case we consider the duties of the 
passenger railway company, that is, conductors. The considered 
trains have a common terminal, Budapest Deli Palyaudvar 
(Budapest-Deli in what follows). Pusztaszabolcs station is between 
Budapest-Deli and Dunaujvaros terminals, some of the trains 
return in Pusztaszabolcs, while some of them commute between 
the two terminals. Budapest-Deli-Szekesfehervar is another 
important suburban line. The passenger trains commuting on 
these routes have an almost periodic timetable, but we do not 
take the advantage of this structure. We assume that the set of 
trains, that is, those commuting between the listed stations form 
a closed set, they are served by the same set of crew members and 
this group of employees do not serve trains available during their 
trip but running on non-considered routes (such as, e.g. Budapest-
Szekesfehervar-Nagykanizsa trains). This assumption is close to 
reality. The crews originate from three depots: Budapest-Deli, 
Dunaujvaros and Szekesfehervar. Note that there is no depot in 
Pusztaszabolcs.

The train paths were scraped from the public timetable 
(http://www.elvira.hu), based on the query for a particular day, 
Tuesday, 27 October 2015. The trains running on that day 
represent a typical workday situation, for which the basic rosters 
are designed in practice. We assume that each train needs a crew 
of one person (or at least, a given group of crews compatible 
with any train), and a given trip between the terminals of the 
train is not interrupted, they are served by the same crews. This 

5.  Case studies

In this section, we describe benchmarks and experiments 
realized for demonstration of our approach. We used two sets of 
benchmarks. The first one uses timetable data and technological 
data from freight railway operation on one single-track line in 
Slovakia. The second one is derived from timetable data from 
passenger railway operation on three lines, mostly the double-
track lines, in Hungary. We realized several experiments with the 
two solving techniques and with several versions of input data 
from both sets of benchmarks.

5.1 Benchmarks

In order to demonstrate our method in a close-to-realistic 
situation, we addressed simplified examples, which are, however, 
based on real train paths gathered from the public freight 
and passenger timetable data of the Slovak Railways and the 
Hungarian Railways.

In the first set of benchmarks, we consider freight railway 
traffic connected mainly with operation of the container terminal 
in Dunajska Streda. The container trains to and from Dunajska 
Streda need to transit Bratislava Nove Mesto station. Electric 
locomotives are exchanged by diesel locomotives in this station.75 
trains (jobs) run in single-track line from Bratislava Nove Mesto 
to Dunajska Streda in both directions during one week. The 
crews originate from two depots: Bratislava vychod and Dunajska 
Streda.

The train paths were scraped from the freight trains timetable 
valid in spring 2011. Majority of container trains run from 
Bratislava Nove Mesto to Dunajska Streda (four trains) or in 
opposite direction (five trains). There is one pair of feeder and 
pick-up trains to Bratislava vychod marshalling yard. There is one 
pair of direct trains from Bratislava vychod to Dunajska Streda. 
Some trains run every day in week. Some trains run only during 
the working days. Some trains run only in one specific day. 
We assume that each train (job) requires a crew of one person 
(locomotive driver).

We do not consider real number of crew in the depots. We 
created several shift frames for each experiment. The number of 
shift frames is parameter of the associated instance.

We prepared four instances with timetable data from the 
freight railway benchmark from Slovakia. The distances are 
denoted as D1…D4 respectively. The first instance is based on 
eleven jobs (trains) of one day of operation. 28 frames are defined, 
in one hour period. The second instance is based on 24 jobs of 
two days of operation. 30 frames are defined, in three hour period. 
The third instance is based on 36 jobs of three days of operation. 
Finally, four days of operation are replicated in the fourth instance 
where 48 jobs are considered. 46 or 62 frames are defined for the 
third and fourth instances, using three hour inter-shift time.
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rigorous approach, in which all the jobs within the time duration 
of the frame are considered as feasible. This resulted in a larger, 
but still tractable amount of jobs per frame. On the other hand, 
in the studied setting, it eventually did not improve the optimum.

Having specified the jobs which can be served in a given 
frame, one needs to collect the job pairs (p,s) which can follow 
each other, and calculate their coefficients in the objective 
function. Between two such adjacent jobs there should be 
a given technological time depending on the train kind, train 
composition, etc. As we do not have these exact technological 
data at hand, we simply assume that there should be at least 20 
minutes between the ending time of p and the starting time of s. 
Of course, when one were to integrate this model to technological 
software, it could trivially be made accurate. Also, we assume that 
the ending station of p should be either the starting station of s, or 
at least this latter should be accessible via auxiliary trips.

As for the objective function coefficients, we simply consider 
the waiting time between p and s. This includes the non-variable 
cost due to the required technological time, too, but since it is just 
an offset, it will not influence the optimum. In a practical situation 
one should consider a more elaborate cost function taking into 
account the paid waiting times, auxiliary travels, etc. The present 
model can support a variety of such considerations flawlessly.

Finally we remark that our simplified model contains 
some additional simplifications, which would need further 
considerations. There are short breaks which the crews should 
be given, and the rules of designing them is rather complex. They 
could be handled via special jobs with flexible starting and ending 
times. The tasks before and after a trip should also rather be 
treated as special tasks. Their data could be easily obtained from 
actual technological information, thereby turning the present 
model to a realistic one. We also ignore the minimum required 
length of a duty. Finally, one should prefer job pairs within a given 
shift in which the crews commute to and from the terminals of 
trains. This is done in practice in order to increase the stability of 
the rosters against non-planned events. This could be modeled by 
special weighting of the cost function.

Altogether, the instances we elaborated here contain a lot of 
simplifications but it would be possible to eliminate them using 
technological data if one were to put the model into real practice. 
In their present form, they describe a problem of sufficient 
complexity to illustrate the practical applicability of the method.

5.2 Numerical experiments

The following numerical experiments were performed with 
the goal to find a suitable informatics tool for crew schedule 
design. We suggested two solving techniques for this purpose. 
The first technique called shift construction (SC) is based on the 
direct solving of the problem (1)-(5) by a common IP-solver. The 
second technique referred to as shift generation (SG) consists 

is a simplification, as the required number of crew members 
depends on the train composition and it is allowed in practice 
for a crew member to switch to another train on the way if 
necessary. It would be trivial to overcome these simplifications 
by introducing the jobs appropriately, but it is not necessary 
for the demonstration of the method, and we do not have train 
composition data at hand. So we consider 83 train paths, and thus 
we have 83 “real” (that is, related to a train) jobs to serve. They 
all are specified by their starting and ending stations and times.

Since in the Hungarian passenger railway transportation 
the conductors are scheduled according to periodic rosters, we 
consider a single day with periodic boundary conditions in time: 
after midnight we return to the start of the day. Each designed 
daily shift will be realized each day in the later phases of crew 
scheduling based on the here designed roster. This enables us to 
include night duties. All the conditions are evaluated based on this 
assumption, e.g. a job ending at 23:20 p.m. can be followed by one 
starting at 0:30 a.m.

The benefit of the present approach is that if once the number 
of the crews at the depots is fixed, one could define a realistic set 
of shift frames, and thereby some conditions influencing relations 
between daily shifts, such as the required time between two shifts 
could also be taken into account in a realistic situation. On the 
other hand, the present approach requires to have the shift frames 
to be defined in advance, so it is not directly capable of optimizing 
the frames themselves, to contribute to, e. g. the establishment of 
a recruitment plan. Setting up proper shift frames is a sensitive 
task requiring rostering experience. An improper setting may 
result in infeasibility or suboptimal solutions. The shift frames 
in our present instances are defined in an ad-hoc manner, based 
on the previous experience in rostering of one of the authors. We 
consider 32 shift frames, therefore we shall introduce 64 auxiliary 
jobs. All the frames start and end at the same station. Though the 
model could support a more general approach, in the considered 
case the crews need to start and end up at their home depot.

In our consideration, we allow for auxiliary trips serving only 
the change of the location of the crews. These trips are assumed 
to be direct: the staff cannot change train during such a trip. The 
implementation of a proper route planner would enable us to lift 
this latter assumption, yielding possibly better optima. However, 
we found that this simplified approach produces bona fide shifts, 
perfectly satisfactory for our proof of principle demonstration.

As for the determination of the set of jobs feasible in a shift 
frame, we examined two approaches. The associated instances 
are denoted as K5 and K6 respectively. In the rigorous setting 
we assume that the starting and ending auxiliary job of the frame 
should be accessible (possibly via direct auxiliary trips) from each 
job of a frame. This results in a relatively lower number of jobs in 
a frame, which is desirable for the optimization algorithm. Due to 
our restriction to have direct auxiliary trips, however, the rigorous 
approach limits the accessibility of the jobs which are remote to 
the home depot of the given crew. Hence, we also tried a less 



26 ● C O M M U N I C A T I O N S    1 A / 2 0 1 6

Computational times and resulting objective function values 
obtained by SC and SG solving techniques. Table 2

SC SG

Tct [s] Ofv Tct[s] Tcg[s] Ofv

D1 0.03 2118 0.81 0.71 2118

D2 0.03 5182 2.55 2.16 5182

D3 0.05 7807 5.93 5.13 7807

D4 0.04 10423 10.41 8.78 10423

K5 0.16 9022 148.08 46.19 9742

K6 0.42 9022 359.25 96.55 11682

Possible causes of the differences can be found in the 
sparsity of the model matrix on side of the SC technique 
and in long duration of the iteration process on side of SG 
technique. Nevertheless, the reported computational times are 
still acceptable from the point of practical use. That is why; none 
of the techniques can be excluded from the future research, which 
should provide the decision supporting tool for the crew schedule 
design under practical conditions.

Concerning the results obtained for K5 and K6, we can state 
that the calculated optimal rosters, apart from certain deficiencies 
due to our simplifying assumptions, resemble the daily duties 
utilized in practice. The solution points out that certain shift 
frames are redundant, they do not contain real jobs in the optimal 
solution. To compare the efficiency of the work within a day, 
we adopted the following approximation. We consider the time 
elapsing between the start of the first trip till the end of the last 
one, plus a time of 30 minutes as the length of the duty. As for 
productive time, we consider the sum of the duration of the trips 
in a duty, plus 30 minutes for auxiliary activities. This is clearly 
an underestimate. Even so, the duty productivity, the typical 
efficiency of the duties ranges typically from 40% (usually for 
night duties) up to 85% (very well chosen frames), which agrees 
with the current practical experience, that is, practical rosters 
designed manually, or semi-automatically using the algorithm 
defined in [14]. As we would expect, this suggests that the present 
algorithm could possibly improve to the possible extent the actual 
roster designs, at least if the improvement is feasible at all. After 
the formulation of the practical considerations, the introduced 
method would be a good candidate in the considered problem 
as well as many others alike. As it can be made highly parallel, it 
could be very efficient in practice.

6. Conclusions

We have suggested and implemented two approaches for 
solving the train crew scheduling problem. We used two sets 
of benchmarks for evaluation of our approach capabilities. For 
the first set of benchmarks, the experiments resulted in optimal 

of implementation of column generation process described in 
Sections 3 and 4 in the optimization environment XPRESS-IVE. 
The reported implementation of the column generation process 
searches for the improving sub-problem solution over whole set 
K of frames of the solved instance at each step of the iteration 
process.

To test the above-mentioned techniques, six instances D1 …
D4 and K5 and K6 were at disposal. Entries of Table 1 report 
on characteristics of the instances and on the sizes of associated 
starting linear programming models of the techniques SC and 
SG. In the table, the symbol noJob denotes the number of jobs 
contained in an instance, while noK denotes the number of 
frames. In table sections SC and SG symbol noVar denotes the 
number of decision variables used in the particular model for 
the given instance and noCon denotes the associated number of 
structural constraints.

Parameters of instances and starting sizes of processed models
  Table 1

Instance SC SG

noJob noK noVar noCon noVar noCon

D1 11 28 338 151 28 39

D2 24 30 564 206 30 54

D3 36 46 880 324 46 82

D4 48 62 1192 438 62 110

K5 83 32 6871 874 32 115

K6 83 32 19552 1506 32 115

To solve the problem instances described in the previous 
Sections, the optimization software FICO Xpress 7.7 (64-bit, 
release 2014) was used and the experiments were run on a PC 
equipped with the Intel® Core™ i7 4790 processor with the 
parameters: 3.6 GHz and 8 GB RAM. The obtained results 
are reported in Table 2. Following denotation is used in Table 
2; Tct denotes the total computational time of the associated 
technique used for solving a given instance, Tcg denotes the total 
computational time consumed by solving the sub-problems in one 
run of the column generation process and Ofv denotes resulting 
objective function value obtained by the given solving technique, 
when the given instance is solved. The computational times are 
given in seconds.

It can be noticed that the technique SC considerably 
outperformed the SG technique as concerned the computational 
time, when the SC technique is in several orders of magnitude 
faster that the SG technique. Furthermore, the SG technique did 
not reach the optimum when used for solving the instances K5 
and K6.
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based on application of the best-admissible strategy, which is time 
demanding and which could be replaced by some faster strategy 
with the same effect. Also the way of the sub-problem solving 
deserves some research focused on finding a faster algorithm for 
the cheapest path determination in an acyclic graph.
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solutions regardless the used technique. This is probably due to 
the fact that all jobs (trains) are running on same single-track line, 
in contrast to the instances from the second set of benchmarks. 
Both approaches proved to be able to solve large instances of the 
crew scheduling problems. Even if the SC approach proves to be 
much faster than the current implementation of the SG technique, 
the SG technique must not be excluded the future research 
due to the outperforming SC technique may reach sooner the 
limits of commercial IP-solvers due to extremal increase of the 
numbers of decision variables and constraints. Nevertheless, 
the future research should be focused on improving the SG 
technique performance. There are several points, which should 
be considered. The better determination of the starting collection 
of sub-problem solutions may considerably accelerate the iterative 
process of the SG technique. An attention should be paid to the 
process of column generation. The current implementation is 
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1.  Introduction

Although people (in organizations) are communicating 
creatures, the language we use is not simply a means of 
communicating ideas. People express themselves to each other in 
symbolic form, and through verbal and non-verbal communication 
they create and shape relationships [1]. The importance of 
communication in organization is really great, e.g. from the 
viewpoint of building creativity [2 and 3], effectivity of education 
process [4], improving cooperation [5], affecting work behavior 
[6], increasing level of understandability [7], etc. Effective 
communication is the lifeblood of any organization [8] and the 
amount, nature, and uses of communication in the excellent 
organizations were remarkably different from those of their non-
excellent peers [9].

Many studies present there is a big difference between work 
expectations and needs that employees actually feel and how 
the managers foresee and interpret these needs of employees. 
Such a difference in perception may be due to just inoperable, 
impaired communication or incorrect interpretation of gained 
responses and requests from the employees and managers. For 
example, according to Tepper, most managers are convinced 
that their employees ranked first in their labor-motivational 
requirements particularly money and job security. However, many 
employees prefer a good job, recognition, a sense of belonging to 
the organization, and good working environment [10]. It follows 

that if organization management is based on misinterpretation 
of importance of their employees’ motivational or other job 
preferences, i.e. if this one incorrectly draws conclusions from 
ongoing communication and sharing information, this one can 
adjust managerial mechanisms and activating documents in 
a false way. Incorrect knowledge bases on motivation and possible 
ways of motivating could potentially be dangerous, even fatal for 
the organization.

From mentioned reason, it is important to properly 
understand the motivation, its complexity, overall structure and, 
above all, its consequences for the organization. Motivation 
is the most dynamic, most changing, while most creative and 
destructive plethora of reasons, intentions, desires, and enhancers 
that characterize and elicit the behavior of individuals and groups. 
When defining it, for example, it is possible to focus attention on 
the positive and negative aspects. In this connection, Barret points 
out that people feel motivated, i.e. safe, secure, respected and 
happy when are able to meet their deficiency needs, but they feel 
anxious or fearful when they are prevented from meeting these 
needs or when the satisfaction of these needs is under threat [11]. 
Motivation has to be understood in all its complexity and varietal 
senses. According to Matuska, motivation is linked with biological 
standards of human organism, but also with spiritual and social 
side of human nature [12].

Communication in these experiential processes plays an 
important role, both in motivating and demotivating way. Based 
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effort, belief, motivation, and willingness to engage in further 
processes. The unexpected benefit may be the feedback based on 
the de-encryption of nonverbal communication [18] or decoding 
meta-communication (hidden) messages [19, 20 and 21], which 
can detect malfunctioning communication, point to the specific 
errors in the communication systems of individuals and groups, 
and thus show that awareness in the organization is incomplete 
and fails to fulfill the role of necessary platform for the motivation 
and security.

In order to harmonize interconnection and potential benefits 
of informativeness, communication and high motivation, it 
is necessary to consider not only the abundance of quality 
information for employees but it is necessary to focus attention 
on the content and the difficulty of communicating on motivation. 
More specifically, the complexity of motivating lies in the fact the 
employees and managers are often unable to accurately define and 
express what constitutes their work motivation and what exactly 
they expect from the work – what will bring them the desired 
satisfaction. Content of primary and secondary motivational 
categories of each individual is unique and it is always a very 
special and personal and many individuals consider it to be 
sensible and do not like to present it to others. In addition, it is 
not easy to navigate absolutely perfectly in one’s own motivation. 
Bedrnova, Nový et al. made similar comments: “Investigation of 
motivation is difficult. It is because man himself does not realize 
his motivation in all its complexity and complex structure and, 
therefore, often is unable to speak about it,” [22].

The importance and seriousness of communication and 
informativeness in relation to the motivation must be considered 
also from the managerial viewpoint. ”Communication serves 
to motivate; clarify duties, authority, and responsibilities; and 
permit the expression of feelings,” [2]. Mayfield, Mayfield and 
Sharbrough [23], based on motivating language theory, point 
out that top leaders can construct and transmit strategic vision 
of communications for improving organizational performance. 
Motivating language has to include multilevel and external 
communication, and should be supported by a cybernetic 
feedback process.

When considering communication from the viewpoint of an 
organizational culture, culture encourages the cooperation and 
effective mutual communication across the organization [24] 
which strengthens the motivation. Through communication we 
are comforted and feel empathy from others; but on the other 
hand, through communication we are hurt, abused and trivialized 
by others [1]. It means, communication has both positive and 
negative impacts on the motivation, and thus, it must be carefully 
performed and mixed.

From the positive viewpoint, open and motivating 
communication by the management structure of the organization 
and thorough informativeness might be understood as the 
effective motivational tools. According to Figurska, reciprocal 
information is an essential factor of motivation. Employees must 

on this, paper intent in the theoretical part is to examine 
various forms of connecting communication with motivation. 
The methodological part will present the most significant results 
of Slovak-Polish research on interdependence of communication 
(including informativeness) and motivation. Conclusion will 
stress the need to achieve a state in which the quality of 
communication and information will actually lead to permanent 
aligning all the motivations in the organization.

2. Communication and informativeness in relation to 
motivation

Communication participates in the creation and regulation 
of a subject’s behavior in the way it directs the allocation of 
information because people communicate in order to receive 
data, or to exchange and modify it and, using such data, they 
perceive and can persuade thus potentially forming social ties 
[13]. According to Byers, communication is a symbolic process 
in which individuals exchange perceptions and ultimately build 
a knowledge bank for themselves and for others, for the purpose 
of shaping future actions [7]. It serves as an important channel of 
transferring and sharing information [14] and aims to understand 
and reduce uncertainty on both sides of the communication [15].

The relationship between the communication and awareness 
must be mutual. Employees and managers should communicate 
with each other in order to be mutually informed on future tasks, 
objectives, expected risks, results achieved and lessons learned, 
and able to utilize them even better. Vice-versa, members of the 
organization should be informed on how formal communication 
links are operating. It is needed to instill them the principle 
the informal communication links must always support the 
organization’s vision and mission.

It is important because of, unfortunately, “informal 
spontaneous communication comes at a cost: interruption. 
Modern communication technologies have made communication 
more convenient but have also increased sources of interruption. 
Empirical research demonstrates the costs associated with 
interruptions in the workplace,” [16]. This leads to knowledge 
we have to put emphasis on the necessity to remove unwished 
barriers, and strengthen the feedback in communication relations 
[17]. It means we have to respect the communication is a two-way 
process – it is about saying something, listening to the response, 
responding accordingly [6], waiting for and listening to the 
opinions and new suggestions from the side of communication 
partner, expressing strong interest in partner and his attitudes, etc.

It is necessary to very carefully pay attention to the nature of 
feedback. Feedback should be motivating, conducive. According to 
Barrett, people feel happiness when they get positive feedback – 
when they are praised or acknowledged by someone they respect 
[11]. Feedback must not be hurtful because it could induce 
undesirable response in terms of decrease of performance, 
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use of nonverbal communication channels. Positive non-verbal 
communication (smile communication, closeness, encouraging 
touch, etc.) can significantly strengthen the motivation. It can 
enhance the veracity of the claims and overall cultivation 
of performed communication. On the other hand, negative 
nonverbal communication (aggressive voice, frown or haughty 
view, posture full of negative power, etc.) can be very harmful to 
motivation.

3. Method

Based on mentioned above assumptions, we decided to 
confirm assumption in our survey that there exists a significant 
dependency of level/quality of communication (and awareness/
informativeness) and the level of motivation. In addition, we assume 
the comparison of results between Polish and Slovak respondents 
– residents of the two Slavic countries – could generate more 
interesting inspirations for the more advanced motivating.

In terms of the survey efficiency undertaken in conditions 
of two countries, we decided to use the method of a sociological 
questioning, performed through a technique of questionnaire. 
In total, 3,682 respondents (1,946 = 52.85% from Slovakia and 
1,736 = 47.15% from Poland) with an average age of 37.50 years 
participated in the survey. There were 1,845 (50.11%) males and 
1,837 (49.89%) females. More detailed identifiers of respondents 
are indicated in Table 1. When processing and evaluating 
respondents expressions in questionnaires we used our own 
program, created on the platform of database systems.

Firstly, we investigated whether the respondents considered 
themselves to be sufficiently informed on the objectives and 
problems of their workplace and the organization and whether they 
consider the communication performed towards them as an open and 
effective. To evaluate these issues, Likert 5-point scale was chosen 
where respondents could choose from the following answers: 1 – 
not; 2 – mostly not; 3 – average; 4 – mostly yes; 5 – yes. To meet 
the needs of a significant evaluation, we structured these answers 
into the following three categories: no (level 1 + 2); sometimes 

have truthful information regarding their duties and the content 
of their role in achieving the objectives and their impact on 
organizational success. They must therefore obtain information 
on the organization as well emerging chances, and threats [25]. 
It is also important to ensure not only enough information but 
also the sufficient diversity and objective credibility of it. The 
creative employees should have information derived from primary 
and secondary sources: books, journals, reports, specifications 
and norms, rules of procedures, laws and decrees, professional 
literature, internal reports, etc. [3].

When connecting informativeness with the self-motivation, an 
idea has to be also mentioned: The self-improvement motive leads 
people to “improve their traits, abilities, skills, health status, or 
well-being” [26]. This motivates seeking genuine improvement 
and personal growth. The motive is inferred from behaviors 
such as actively approaching and coping with problems, seeking 
information that enables improvement, practicing existing skills, 
and choosing to work on remedial tasks that reduce deficiencies 
[27].

However, in order for the communication-informational 
motivators to be able to discharge their potency in depth, it 
is necessary to allow employees and managers to be able to 
communicate openly, without fear or embarrassment when their 
ideas considered will not be perfect, or without fear of sanctions 
when the information concerned warnings on the inefficiencies 
in the organization. Frankel points out that comments and 
suggestions from anyone within and without the organization 
should be encouraged and given serious consideration no matter 
from which level or individual they originate and how critical 
they may be. … Employee suggestions and involvement must be 
recognized and rewarded [8, p. 14].

Compared with easier understandable verbal communicating, 
the importance of nonverbal communication more and more 
increases at present. Non-verbal channels such as nodding head, 
encouraging glance and other gesture serve as an illustration to 
enhance people’s speech or argument [28, 18 and 20]. Employees 
and managers use such illustrators to emphasize their message 
more effectively [14]. However, great vigilance must prevail in the 

Identification of respondents in the Slovak Republic and Poland (total and percentage) Table 1

Slovak Republic (1,946 = 100%) Poland (1,736 = 100%)

Sex/gender
Males Females Males Females

839     43.11% 1.107     56.89% 1.006     57.96% 730     42.05%

Age in years
17–25 26–35 36–45 46–68 17–25 26–35 36–45 46–68

239   12.28% 585   30.06% 546   28.06% 576   29.60% 249   14.34% 647   37.27% 515   29.67% 325   18.72%

Practice 
in years

0–5 6–15 16–25 26–50 0–5 6–15 16–25 26–50

439   22.56% 550   28.26% 515   26.46% 442   22.71% 620   35.71% 649   37.38% 293   16.88% 174   10.02%

Education
Secondary College PhD. Secondary College PhD.

1.166    59.92% 757    38.90% 23    1.18% 1.061    61.12% 634    36.52% 41    2.36%
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quality of communication only as average or even insufficient. 
When examining communication openness, answers of Slovak 
women were on average lower than the value of Slovak men (in 
Poland it was almost balanced). When comparing between the 

(level 3); yes (level 4 + 5). Table 2 shows the percentage of relative 
evaluation of individual response categories, as well as average 
value (mean) of achieved response level (on a scale 1 – 5). Almost 
a third of respondents consider their degree of awareness and 

Answers of respondents about their informativeness and communication openness                                      Table 2

Answers scale

All (N = 3,682) Slovak respondents (N = 1,946) Polish respondents (N = 1,736)

All Male Female All Male Female All Male Female

3,682 
100.00%

1,845 
100.00%

1,837 
100.00%

1,946 
100.00%

839 
100.00%

1,107 
100.00%

1,736 
100.00%

1,006 
100.00%

730 
100.00%

Level of informativeness

No [1–2] 7.44% 6.29% 8.60% 8.17% 5.36% 10.30% 6.62% 7.06% 6.03%

Average [3] 18.52% 17.67% 19.38% 19.48% 17.88% 20.69% 17.45% 17.50% 17.40%

Yes [4–5] 74.04% 76.04% 72.02% 72.35% 76.76% 69.02% 75.92% 75.45% 76.58%

Mean 3.94 3.99 3.90 3.89 4.00 3.81 4.00 3.98 4.03

Openness and efficiency of communication

No [1–2] 7.17% 6.29% 8.06% 8.07% 6.56% 9.21% 6.16% 6.06% 6.30%

Average [3] 23.09% 22.60% 23.57% 24.05% 22.05% 25.56% 22.00% 23.06% 20.55%

Yes [4–5] 69.74% 71.11% 68.37% 67.88% 71.39% 65.22% 71.83% 70.87% 73.15%

Mean 3.86 3.89 3.83 3.82 3.87 3.78 3.90 3.90 3.91

Answers of respondents about the motivation level to basic areas of work behavior                                     Table 3

Answers scale

All (N = 3,682) Slovak respondents (N = 1,946) Polish respondents (N = 1,736)

All Male Female All Male Female All Male Female

3,682 
100.00%

1,845 
100.00%

1,837 
100.00%

1,946 
100.00%

839 
100.00%

1,107 
100.00%

1,736 
100.00%

1,006 
100.00%

730 
100.00%

Level of motivation

a) to quality of work

Low [1–2] 4.10% 4.01% 4.19% 4.32% 4.77% 3.97% 3.86% 3.38% 4.52%

Average [3] 22.32% 22.60% 22.05% 21.17% 19.43% 22.49% 23.62% 25.25% 21.37%

High [4–5] 73.57% 73.39% 73.76% 74.51% 75.80% 73.53% 72.52% 71.37% 74.11%

Mean 3.91 3.92 3.91 3.92 3.95 3.90 3.91 3.89 3.93

b) to the increase of knowledge and skills

Low [1–2] 6.49% 6.18% 6.80% 7.55% 7.99% 7.23% 5.30% 4.67% 6.16%

Average [3] 29.11% 29.05% 29.18% 30.06% 27.41% 32.07% 28.05% 30.42% 24.79%

High [4–5] 64.39% 64.77% 64.02% 62.38% 64.60% 60.70% 66.65% 64.91% 69.04%

Mean 3.73 3.73 3.73 3.69 3.72 3.66 3.78 3.75 3.83

c) to new suggestions

Low [1–2] 9.70% 9.43% 9.96% 11.25% 11.08% 11.38% 7.95% 8.05% 7.81%

Average [3] 37.24% 35.50% 38.98% 41.78% 37.54% 44.99% 32.14% 33.80% 29.86%

High [4–5] 53.07% 55.07% 51.06% 46.97% 51.37% 43.63% 59.91% 58.15% 62.33%

Mean 3.53 3.56 3.49 3.42 3.51 3.36 3.65 3.61 3.70

d) to cooperation with superior

Low [1–2] 10.92% 11.06% 10.78% 11.10% 11.20% 11.02% 10.71% 10.93% 10.41%

Average [3] 36.61% 35.61% 37.62% 37.51% 34.68% 39.66% 35.60% 36.38% 34.52%

High [4–5] 52.47% 53.33% 51.61% 51.39% 54.11% 49.32% 53.69% 52.68% 55.07%

Mean 3.50 3.51 3.49 3.48 3.53 3.44 3.52 3.50 3.56
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specific content of the replies: 1 – low motivation; 2 – rather 
lower; 3 – average; 4 – rather higher; 5 – high. We subsequently 
merged responses into these three categories: low (level 1 + 2); 
average (level 3); high (level 4 + 5). The results in Table 3 show 
the respondents feel the highest motivation to the quality of their 
work.

The average values of motivations were again higher in 
the case of Polish respondents. This implies that, like the area 

two countries, the results of Slovak respondents were slightly 
worse than Polish. Medians for all groups were 4.00; upper 
quantiles were 4.00 or 5.00.

In a next question we examined the level (strength) of 
motivation. Respondents were asked to tag the strength of their 
motivation: a) to quality of work; b) to increase their knowledge 
and skills; c) to submission of new ideas; d) to cooperate with 
superiors. We also used a Likert five-level scale, with following 

Results in searching dependency between level of informativeness and level of motivation                        Table 4

Motivation

level/

Information

Level

All (N = 3,682) Slovak respondents (N = 1,946) Polish respondents (N = 1,736)

Yes [4+5] Average [3] No [1+2] Yes [4+5] Average [3] No [1+2] Yes [4+5] Average [3] No [1+2]

2,726 
100.00%

682 
100.00%

274 
100.00%

1,408 
100.00%

379 
100.00%

159 
100.00%

1,318 
100.00%

303 
100.00%

115 
100.00%

a) Motivation to quality of work

Low [1–2] 2.16% 6.30% 17.88% 2.63% 6.60% 13.84% 1.67% 5.94% 23.48%

Average [3] 17.57% 37.24% 32.48% 16.48% 34.56% 30.82% 18.74% 40.59% 34.78%

High [4–5] 80.26% 56.45% 49.64% 80.89% 58.84% 55.35% 79.59% 53.47% 41.74%

High π    77.26% 49.45% 38.64% 76.89% 49.84% 41.35% 64.59% 43.47% 26.74%

Mean 4.05 3.60 3.39 4.04 3.65 3.51 4.05 3.55 3.23

Median 4.00 4.00 3.00 4.00 4.00 4.00 4.00 4.00 3.00

Std deviation 0.75 0.81 1.14 0.75 0.83 1.08 0.75 0.79 1.19

b) Motivation to the increase of knowledge and skills

Low [1–2] 3.85% 11.73% 19.71% 4.47% 14.51% 18.24% 3.19% 8.25% 21.74%

Average [3] 25.02% 43.11% 35.04% 26.70% 39.05% 38.36% 23.22% 48.18% 30.43%

High [4–5] 71.13% 45.16% 45.26% 68.82% 46.44% 43.40% 73.60% 43.56% 47.83%

High π    67.13% 38.16% 34.26% 63.82% 37.44% 30.40% 68.60% 33.56% 31.83%

Mean 3.85 3.41 3.35 3.80 3.40 3.33 3.90 3.42 3.37

Median 4.00 3.00 3.00 4.00 3.00 3.00 4.00 3.00 3.00

Std deviation 0.78 0.88 1.14 0.79 0.93 1.06 0.76 0.82 1.23

c) Motivation to new suggestions

Low [1–2] 6.31% 17.01% 25.18% 7.17% 20.84% 24.53% 5.39% 12.21% 26.09%

Average [3] 34.19% 48.39% 39.78% 38.85% 51.19% 45.28% 29.21% 44.88% 32.17%

High [4–5] 59.50% 34.60% 35.04% 53.98% 27.97% 30.19% 65.40% 42.90% 41.74%

High π    55.50% 27.60% 25.04% 48.98% 19.97% 19.19% 60.40% 32.90% 26.74%

Mean 3.65 3.20 3.11 3.56 3.06 3.04 3.75 3.37 3.21

Median 4.00 3.00 3.00 4.00 3.00 3.00 4.00 3.00 3.00

Std deviation 0.83 0.89 1.10 0.82 0.87 1.03 0.82 0.87 1.19

d) Motivation to cooperation with superior

Low [1–2] 7.45% 17.16% 29.93% 7.46% 16.36% 30.82% 7.44% 18.15% 28.70%

Average [3] 32.72% 49.27% 43.80% 32.53% 51.19% 49.06% 32.93% 46.86% 36.52%

High [4–5] 59.83% 33.58% 26.28% 60.01% 32.45% 20.13% 59.64% 34.98% 34.78%

High π    55.83% 27.58% 17.28% 55.01 26.45% 11.13% 54.64% 25.98% 20.78%

Mean 3.64 3.17 2.90 3.64 3.16 2.77 3.64 3.18 3.08

Median 4.00 3.00 3.00 4.00 3.00 3.00 4.00 3.00 3.00

Std deviation 0.84 0.88 1.07 0.84 0.89 0.96 0.85 0.88 1.19
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A key concern of our survey was to determine whether 
the level of information and quality of communication can be 
considered as dependent in relation to the strength of motivation. 
As appears from Tables 4 and 5, our assumption was confirmed: 
all the motivations are declining with the decreasing awareness 
and communication. This means the lower the quality of 
informativeness and communication, the lower the motivation. 
If respondents are informed or communication is open, their 
motivation is approximately 25% higher. This changes neither in 

of information and communication quality, also the area of 
motivation in Slovakia has more significant reserves than in 
Poland. In terms of gender differences, Slovak women expressed 
higher motivation versus Slovak men for all the motivational 
orientations. This leads to recommendation to much more 
improve and intensify the motivational efforts against the women 
in Slovakia. In contrast, the average values of Polish women’s 
motivation were higher than those of Polish men’s.

Results in searching dependency between openness of communication and level of motivation                   Table 5

Motivation

level/

Communi-
cation level

All (N = 3,682) Slovak respondents (N = 1,946) Polish respondents (N = 1,736)

Yes [4+5] Average [3] No [1+2] Yes [4+5] Average [3] No [1+2] Yes [4+5] Average [3] No [1+2]

2,568 
100.00%

850 
100.00%

264 
100.00%

1,321 
100.00%

468 
100.00%

157 
100.00%

1,247 
100.00%

382 
100.00%

107 
100.00%

a) Motivation to quality of work

Low [1–2] 1.48% 4.82% 27.27% 1.97% 6.20% 18.47% 0.96% 3.14% 40.19%

Average [3] 16.74% 36.94% 29.55% 17.18% 30.56% 26.75% 16.28% 44.76% 33.64%

High [4–5] 81.78% 58.24% 43.18% 80.85% 63.25% 54.78% 82.76% 52.09% 26.17%

High π    78.78% 52.24% 32.18% 75.85% 54.25% 40.78% 77.76% 43.09% 14.17%

Mean 4.08 3.65 3.18 4.05 3.72 3.46 4.11 3.55 2.77

Median 4.00 4.00 3.00 4.00 4.00 4.00 4.00 4.00 3.00

Std deviation 0.72 0.80 1.19 0.73 0.85 1.13 0.71 0.73 1.16

b) Motivation to the increase of knowledge and skills

Low [1–2] 3.62% 9.76% 23.86% 4.92% 11.97% 16.56% 2.25% 7.07% 34.58%

Average [3] 23.99% 42.82% 34.85% 26.42% 38.46% 35.67% 21.41% 48.17% 33.64%

High [4–5] 72.39% 47.41% 41.29% 68.66% 49.57% 47.77% 76.34% 44.76% 31.78%

High π    68.39% 41.41% 31.29% 63.66% 41.57% 33.77% 71.34% 35.76% 17.78%

Mean 3.88 3.46 3.17 3.80 3.47 3.34 3.96 3.44 2.93

Median 4.00 3.00 3.00 4.00 3.00 3.00 4.00 3.00 3.00

Std deviation 0.78 0.85 1.11 0.81 0.90 1.00 0.74 0.78 1.21

c) Motivation to new suggestions

Low [1–2] 5.72% 14.35% 33.33% 6.66% 18.16% 29.30% 4.73% 9.69% 39.25%

Average [3] 32.79% 51.06% 35.98% 39.06% 50.64% 38.22% 26.14% 51.57% 32.71%

High [4–5] 61.49% 34.59% 30.68% 54.28% 31.20% 32.48% 69.13% 38.74% 28.04%

High π    57.49% 28.59% 21.68% 49.28% 24.20% 20.48% 64.13% 29.74% 15.04%

Mean 3.69 3.22 2.90 3.58 3.14 2.96 3.82 3.32 2.81

Median 4.00 3.00 3.00 4.00 3.00 3.00 4.00 3.00 3.00

Std deviation 0.81 0.83 1.18 0.81 0.87 1.12 0.79 0.77 1.26

d) Motivation to cooperation with superior

Low [1–2] 5.72% 17.18% 41.29% 5.00% 19.23% 38.22% 6.50% 14.66% 45.79%

Average [3] 31.31% 52.12% 38.26% 32.02% 51.71% 41.40% 30.55% 52.62% 33.64%

High [4–5] 62.97% 30.71% 20.45% 62.98% 29.06% 20.38% 62.95% 32.72% 20.56%

High π    59.97% 24.71% 12.45% 57.98% 22.06% 11.38% 57.95% 24.72% 9.56%

Mean 3.70 3.14 2.67 3.71 3.09 2.67 3.70 3.20 2.66

Median 4.00 3.00 3.00 4.00 3.00 3.00 4.00 3.00 3.00

Std deviation 0.81 0.85 1.13 0.79 0.84 1.10 0.83 0.86 1.17
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Based on our survey results, it is appropriate to activate 
interdependence between quality of communication and quality of 
motivation. This means communication must also be about the 
need to constantly update and dynamize all types of motivation 
programs within the organization. The necessity of proactive 
changes and culture of high performance should be implanted 
into the behavior of the organization members. This necessity 
has to be built on a high level of understanding, fellowship, and 
sharing views on processes and efficiency within the organization. 
In this situation, it is needed to obtain as much as possible 
inspirations and suggestions from the employees and managers 
on how the new motivation program should be aimed, what 
elements should become the parts of this program, in what 
way the organizational program should be transformed into the 
group/sectional and individualized programs, in what way these 
programs should be evaluated, etc. This implies a huge amount 
of communicated facts related to the quantitative and qualitative 
content, events, or elements. It is necessary to motivate employees 
and managers to be willing to communicate in this area and thus 
provide expected inspirations – communicate not only about the 
work but also about the opportunities that can improve its course 
and increase the feeling of joy from work done.

A key aim of such a broad conception of the link between 
communication and motivation is to achieve the state in which 
the quality of communication and informativeness will reasonably 
be resulted in permanent harmonizing all the motivations in the 
organization. Based on the cultivated communication, these 
motives must be harmonized inside the organization: motives 
of the employees with motives of the managers; motives of 
the individuals with motives of the group; motives of the 
groups with motives of the organization; contemporary motives 
with future motives; egoistic motives with social, altruistic 
motives; accelerative motives with dampening motives; short-
term motives with long-term motives, and so on. In other words, 
communication should be a means of connection of many 
motivations of many individuals and groups. Communication 
should be motivating; communication and its improvement should 
become the motivation. And, motivation and its contents must be 
communicated to others so that the individual motivations might 
become the common motivations.
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terms of gender, nor age, nor experience, nor education (although 
it is true that the higher the education, the higher motivation).

We searched the null hypothesis H0: “The probability, that 
the informativeness, respectively communication level in a given 
level of motivation is high, is equal to π” and an alternative 
hypothesis H1: “The considered probability is less than the π.” 
Test with parameter π of an alternative distribution was chosen for 
testing, where an unknown probability of π is estimated through 
using the relative frequency p of the phenomenon occurrence 
(informativeness/communication is high) – i.e. their number is 
divided by the number of choice. Tested criterion has a format , 
where π is the estimated probability, p is the relative frequency of 
respondents who said their informativeness/communication level 
is high (i.e. grades 4–5, that is rather higher and high). The value 
of π (High π in Table 4 and 5) is the lowest just such that level 
of significance α, at which the hypothesis H0 is not rejected, was 
α < 0.05.

When considering the communication quality, the differences 
are even greater and the average values decrease. Major differences 
are visible in the case of Polish respondents.

4.  Conclusion

As follows from our survey, communication and 
informativeness have undeniable and extremely strong ties to 
motivation. Just their accuracy, frequency, clarity and willingness 
can have a major impact on the quality, orientation, and 
sustainability of the organization members’ motivation. The 
problem of sophistication of the communication arises forcefully: 
communication must be decent, carried out perfectly and directed 
positively. It should be focused on inducing positive impressions, 
voluntary admission of high responsibility and enthusiasm for the 
joint metes and challenges. An active togetherness of verbal and 
nonverbal communication appears to have possible contribution. 
Verbal communication puts emphasis, accent, and necessity. 
Smile communication, identical physical and habit emblems, 
squeezing a mutual distance, empathy, etc., give depth, a sense 
of reciprocity, support, dignity, and mutual esteem. Just such 
communication convinces the motivation.

In addition, the content and possibilities of motivational 
program of organization should be intentionally communicated 
to all employees and managers. Based on understanding the 
organizational motivation program, the managers can create 
appropriate sectional and individualized programs for their 
employees. Employees must know what their growth opportunities 
and prospects in organization are, what profits could be earned in 
return for extra work. They must know they are highly valued for 
their manager.
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1.  Introduction

The use of sponsoring as a strategic marketing tool has been 
considered and evaluated by the business community already for 
some time. However, perhaps due to the unsuitable legislative 
environment in Slovakia, sponsoring has been generally seen as 
mere paid advertising. Even the opinions of international experts 
differ. Authors Speed & Thompson [1] suggested in one of their 
reviews that the research on sponsoring [2] has not yielded any 
theoretical framework which could be used to guide the analysis 
of customers’ reactions to sponsoring. They also extensively 
discuss the methodology of such research. Hastings [3] specified 
in his work that sponsoring has two primary promotional goals: 1) 
to build awareness and 2) to strengthen positive communication 
about the product and the company. It is now year 2015 and 
the situation has not changed much. Becker-Olson and Hill [4] 
pointed out the strategic importance of the relationship between 
the brand of the sponsor and the sponsored organization. 
They suggested in their research that the more these two are 
intertwined, the more positive the reaction of the customers is 
and vice versa. However, their research was limited to studying 
a relationship between one sponsor and one sponsored subject. 
For better illustration, we included in Table 1 an overview of 
various definitions of sponsorship as used by different authors.

When researching the relationship between a sponsor and 
a sponsored organization, it is necessary to understand the 
requirements and criteria that led them to engage in this 
strategic partnership. Mullin et al. [6] defined the needs of 
a sponsor company and Robinson [11] defined what a sponsored 

organization such as a sports club could offer to a sponsor. 
Comparison of these two opinions is in Table 2.
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Definitions of sponsorship Table 1

Author(s) Definition

Meenaghan [5] Provision of assistance either financial or in kind 
to an activity by a commercial organization for 
the purpose of achieving commercial objectives.

Mullin, Hardy, 
Sutton [6]

A cash or in–kind fee paid to a property in return 
for access to the exploitable commercial potential 
associated with the property.

Simmons, 
Becker-Olsen [7]

The sponsorship involves an exchange between 
a sponsor and the event property; the property 
sells the right to associate with the event to the 
sponsor, thereby providing leverage opportunity 
to the sponsor to exploit its communications to 
consumers.

Cornwell et al. 
[8]

Sponsorship-linked marketing is a subset of event-
related marketing and is distinguished by the 
presence of sponsorship contracts that authorize 
certain entities to associate with the event in an 
official way.

Keller [9] Sponsorship, through an association with an 
event, builds brand equity more effectively than 
traditional marketing communications such as 
advertising.

Chien et al. [10] The collection of brand and/or company 
sponsorships comprising sequential and/or 
simultaneous involvement with events, activities 
and individuals (usually in sport, art and charity) 
utilized to communicate with various audiences.
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existing benefits are no longer sufficient, the cooperation changes 
or is brought to an end.

Belzer [14] suggested that the survival of brands that use 
sponsoring as their primary tool depends on the ability of the 
companies to create dynamic and capturing campaigns. Such 
campaigns enable the brands to become literally part of the 
subject which is being used as the channel. In addition, it is 
important to say that the alignment of the values and the messages 
between the brand and the subject has very high importance.

According to De Pelsmacker et al. [15], the purpose of 
sponsoring is to connect the sponsored brand or company 
with the sponsored event. For this reason, the research in this 
area should focus more on the perceived relationship between 
the brand image and the event, as seen by the target group. 
Consequently, the efficiency of sponsoring can be expressed using 
the following equation of the convincing impact, which is based 
on several important factors through which the sponsorship 
influences the level of communication.

Convincing impact = strength of the connection x duration of the 
connection x (thankfulness as a result of the connection + felt change 
as a consequences of the connection)

The more members of the target group become aware of the 
connection between the sponsor and the sponsored organization, 
the longer the duration of this connection will be and the bigger 
the impact of the sponsorship will be. Similarly, the bigger the 
thankfulness which is felt as a result of the sponsorship is and 
the more pronounced the perceived changes are, the bigger the 
impact of the sponsorship will be, particularly on the image of 
the sponsor.

Comparison of needs and offers Table 2

Partner (company) needs 

by Mullin et al. [6]

Offers for company 

by Robinson [11]

– Brand awareness

– Image enhancement

– Product trials or sales

– Increases sales

– Access to potential customers

– Entertainment

– Employee morale

– Return on investment (ROI)

- Facility

- Events

- Signage

- Publication, Public Relations 
Materials, and the Web Site

- Coupons, Special Benefits,  
and Affinity Programs

- Stands or Tables at Events

- Contests and Sweepstakes

- Use of the Facility

- Community Relations Programs

- Synergistic Packages

From this we can conclude that the strategic management 
in the area of sponsoring may also have a cooperative character. 
Cooperation management is one of the tools that may help to 
compete on the sports markets [12]. A prerequisite is the creation 
of a cooperation relationship. Figure 1 represents the elementary 
steps that are necessary in order to create a cooperative 
organization. The organizations that exist on the market separately 
(in a competitive environment) may deal with the potential 
challenges by cooperation (cooperative environment). This is 
however a dynamic process. The cooperation continues as long as 
it is beneficial for the cooperating subjects and as long as it helps 
to solve their challenges. In case the environment changes and the 

Organization A Organization COrganization B

The existence of a common problem

Negotiation and agreement

Competitive 
environment

Common organization (A, B, C)

Change

Cooperative 
environment

Fig. 1 The process of creating a cooperative organization [13]
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Fig. 4 The best sport for sponsorship [16]

When asked about the position of sponsorship in marketing 
communication, 40 % of marketing managers indicated that 
sponsorship is a stable part of marketing communication (Fig. 
5). 34 % confirmed that sponsorship should be regarded as an 
independent marketing tool. Only 3 % of managers indicated that 
sponsorship is a waste of money.

In Fig. 6 we see that only 26 % (7 % and 19 %) of the surveyed 
managers indicated that their companies have a department 
responsible for sponsoring. 45 % of marketing managers confirmed 
that it is the marketing department which is responsible for 
sponsoring. 22 % of marketing managers said that they do not 
plan to establish a department which would focus on sponsoring.

When asked what should be improved in the area of 
sponsoring, the marketing managers said that it is necessary that 
the sports clubs or sponsored individuals work and communicate 
more actively with their fans (e.g. communication via social 
networks and internet, special events for fans). Among the other 
areas mentioned were additional publicity of sports events that 
could improve broader and more relevant reach of the target 
group, and more specific instructions from the sponsors as well 

2.  Research in Slovakia – understanding the role  
of sponsorship

TNS Slovakia and the magazine Strategy published an 
exclusive survey of the opinions, attitudes and trends of the 
marketing managers regarding sponsoring. Results of this survey 
were published in an article Marketers: top sport for sponsoring is 
hockey. The survey was conducted among 67 marketing managers 
and one of the main findings (Fig. 2) was that the managers see 
sponsoring as something that develops the emotional attachment 
to a brand or a company.

73 % of marketing managers indicated that the role of 
sponsoring is to build the awareness and brand image.

The most suitable target sectors for sponsorship as indicated 
by the marketing managers were sport, culture, art and education 
(Fig. 3). In sport, the two main sports mentioned were football 
and ice hockey (Fig. 4).

Fig. 3 The best industry for sponsorship [16]

Fig. 2 The role of the sponsorship [16]
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Robert Hager [20], senior client partner in TNS, believes 
that the main reason why the sponsors do not provide money to 
the clubs could be that the sponsors do not know and understand 
the detailed concept of the sponsored organization, its added 
value, publicity coverage and primary audience. In other words, 
sponsors would like to see real numbers. However, while the 
numbers are important, not all benefits can be measured in this 
way. Sponsorship needs to be more than just a support of one 
event, especially when the company sees sponsorship as part of 
its marketing strategy.

Thwaites et al. [17] performed a research in Canada where 
they focused on the question who in the companies is mostly 
responsible for sponsoring. They found out that the marketing 
managers play the key role in the sponsorship-related decisions. 
They also showed that the marketing managers have twice the 
decision making power in sponsoring compared to the top 
management. Today and in relation to other research we can say 
that sponsoring is part of cooperation management. According to 
Vodak et al. [21] management of cooperation initiatives is closely 

as the sponsored organizations with respect to e.g. their activities, 
publicity, marketing, budgeting. 

3. Discussion

Every potential sponsor faces the following fundamental 
question: What are the main advantages of sponsoring a certain 
organization? The answer needs to very clearly specify the 
main advantages for the sponsor company. As was mentioned 
in the survey results of TNS, commercial companies expect 
that sponsoring will help to build an emotional bond to their 
brand/brands/company, improve brand awareness, brand image, 
company reputation and publicity. Mullin, Hardy a Sutton [6] see 
sponsorship as a partnership which is supposed to bring more 
than just business advantages.

According to the survey as well as other authors [17], [18], 
[19] and [15], the main goals of sponsorship can be understood 
as is summarized in Table 3.

Fig. 5 Position of sponsorship in marketing communication [16]

Fig. 6 Management of sponsorship activities [16]
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place a process that includes complete change of the company 
culture and its values. For this purpose, it is necessary to apply 
the principles of strategic management.

Based on the research we summarized in Table 4 the main 
offers and requirements of the companies and sports clubs 
involved in the sponsoring relationship.

4.  Conclusions

Majority of the international authors who study the topic 
of sponsoring place great emphasis on the cooperation between 
companies and sports clubs. Based on the research performed in 
the Slovak business environment we concluded that significant 
differences exist in the perception of sponsoring. On the other 
hand, we noticed there is a desire for a change, particularly in 
the perception of sponsorship, management of the sponsorship-
related relationships and in the search for better sponsorship 
approaches and models. Continuous development of competition 
and increasing pressure in developing market lead managers to 
introduce new, progressive forms in management of companies 
[22]. We concluded that sponsorship as part of company’s 
cooperative strategy may significantly positively contribute to 
the development of the company and its better image among 
its employees and the public. According to Blaskova [23], it is 
necessary for managers, experts and organization employees to 
continuously reinforce their own motivation levels. This article 
aims to bring attention to the current situation in Slovakia with 
respect to sponsoring and the related opinions of the business 
community. It is clear that the use of sponsoring will be further 
studied and evaluated as there are many questions that need to 
be answered.
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related to the management of the company itself. Cooperation 
management offers valuable information that represent inputs for 
strategic decision making. Cooperation management is in the first 

Goals of sponsorship Table 3

Communication 
goals of the 
company

Public • Improved awareness 
of the public about the 
company

• Improved image of the 
company

Business relationships 
and their subjects

• Good reputation

• Support of business 
relationships

Employees • Employee motivation

• Improved health of the 
employees

Key opinion leaders • Increased attention of 
the media

• PR

• Individual goals of the 
top management

Goals of 
marketing 
communication

Building awareness • Improved brand 
awareness

Brand image • Changed/improved 
brand image

Market share • Increased market share

Offers and requirements of participating parties Table 4

Offers Requirements

Company

Money

Products

Partnership

Brand

Branding

PR

Improved reputation

Sports club

Partnership

Branding

Events

Place for employees

Services

Money

Partnership
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1. Introduction

The issue of innovation management is currently highly 
topical. Innovations are an important tool for increasing 
competitiveness of companies. Companies do not develop their 
innovation activities on the basis of “impressions” or “intuition”, 
but on the basis of knowledge obtained from the opinion 
survey of customers, employees and partners. They collect the 
necessary information and innovative ideas, reveal innovative 
opportunities and make decisions about the need to innovate. 
The aim of the companies is to realize their full potential for 
innovation. However, in order to be successful, it is necessary 
to effectively manage these activities and to be able to quickly 
and flexibly respond to developments in the market. Right there 
is a place for the identification of major problems and draft 
of appropriate recommendations to ensure the effective use of 
market opportunities through innovation.

2. Objective and methodology

The main goal of the article is to collect novel information 
and knowledge in the area of innovation management, specifically 
focusing on defining innovation management within the area of 
management, and to highlight managerial tools and techniques 
available for use in innovation management in a company. 

Identification of the main aspects of innovation management 
could significantly help with the search for problematic areas 
related to innovation management. These areas require additional 
attention of the company and represent room for further 
development and improvement. Subsequent recommendations are 
meant as practical tools in a toolkit of company managers, ready 
to be used during implementation of innovation management of 
the company.

In order to address the points in question, as set by this article, 
it was necessary to use several methods, depending on and fitting 
to the character of the individual parts of the solution. In order 
to accumulate necessary data, we used the method of document 
analysis (for analysis of current as well as historical data about the 
topic), a questionnaire method and a method of semi-structured 
interview (gathering data in an empirical research) and a method 
of observation (used during visits of selected companies).

For processing the data, we mainly used a method of 
quantitative evaluation (statistical methods and tools were 
applied) and a method of comparison (for comparing data 
gathered by empirical research and data from the analysis of 
secondary information sources). The following methods were 
used for approaching and solving the research goals: induction, 
deduction, synthesis (identification of the main aspects of 
the innovation management, formulating recommendations for 
minimal chance of problems), abstraction and model building.

IDENTIFICATION OF THE MAIN ASPECTS OF INNOVATION 
MANAGEMENT AND THE PROBLEMS ARISING  
FROM THEIR MISUNDERSTANDING

IDENTIFICATION OF THE MAIN ASPECTS OF INNOVATION 
MANAGEMENT AND THE PROBLEMS ARISING  
FROM THEIR MISUNDERSTANDING
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and Steinhoff (2009) innovation management means integration 
of functions and areas involved in the innovation process [15]. 
Turekova and Micieta (2010) perceive innovation management 
as a comprehensive tool for effective management of innovation 
processes in the company [16]. Skokan (2004) highlights the 
growing importance of regional innovation systems, which enable 
easier sharing of tacit knowledge and increase the capacity for 
localized learning [17]. Several authors perceived the innovation 
management as a process in which manager through scientific 
knowledge and especially practical recommendations, performs 
basic management activities while using available resources to 
identify and achieve innovation goals of the company. Innovation 
management creates a framework for the innovation processes 
management in order to improve company performance while 
effectively using innovation potential.

4. Situation in Slovak enterprises – results  
of the empirical research

Between October 2012 and January 2014 we conducted 
a research, whose primary goal was to gather and interpret 
information about the level of the use of innovation management 
in the environment of Slovak enterprises. In total, 321 managers 
of small, medium and large enterprises from companies active 
in the Slovak Republic took part in the research. The calculated 
recommended sample size was 384 respondents. The survey 
covered 321 respondents.  After the re-analysis, the real sampling 
error was at the level of 5.46% [18]. 

In terms of Slovak companies, customers and their identified 
needs are the most frequently used source of innovative ideas (in 
228 companies). The most frequently used sources of innovative 
ideas also include employees of the company (in 194 companies), 
analysis of competitive products and services (in 187 companies), 
the Internet (in 175 companies), exhibitions, conferences, trade 
shows (in 166 companies), journals and publications (in 159 
companies). As a significant source of innovative ideas can also 
be considered own research activities (115 companies) and the 
research of the partners of the company (in 98 companies).

Managers of Slovak companies indicate customer needs 
analysis as a source of the most successful innovative ideas, or 
ideas with the greatest potential. Customer focus should also 
be implemented in the management of innovation processes. 
As resources for successful innovative ideas the respondents 
considered also their own research activities and their own 
employees. In this case it is necessary to finance and support their 
own research activities, create a favorable environment for their 
workforce and care for their educational development.

The importance of customers confirmed the fact that only 
257 companies (80.06%) create innovative ideas based on the 
input from customers and their requirements. Another stimulus 
for generating innovative ideas is finding a specific problem (186 

3. The current state of dealing with the issue

Innovation management is a key activity of a company and 
the synergistic mechanism between technological and non-
technological elements, including strategy and culture [1]. In 
the scientific literature is also a mention about the new paradigm 
called a total innovation management, which represents the 
management of the innovation value chain. The innovation value 
chain dynamically integrates the concept, strategy, technology, 
business process, culture, and people at all levels of the company. 
The aim of a total innovation management is to enhance the 
innovative ability of a company, create value for stakeholders and 
keep a competitive advantage in a company [2].

Definition of innovation management can be understood 
as a process of solving problems within the area of innovation 
in the company [3] or as all activities relating to the effective 
implementation of new ideas into effective solutions for the market 
or company [4]. Preble and Hoffman (2012) identified three basic 
organizational dimensions which affect innovation management: 
organizational structure, management systems, corporate values 
and culture [5]. Johannesen et al. (1999) claim that ideas and 
knowledge are needed to create new products, services and 
added value, while they emphasize the importance of knowledge 
and learning of employees [6]. Ortt and Duin (2008) perceive 
innovation management as an administration and organization of 
innovation processes [7]. Niosi (1999) pointed out the content 
development of definition of innovation management at the 
time [8]. It distinguishes four basic generations of innovation 
management. The first generation focused on corporate R & D 
department and management of research activities of the R & D 
department. The second generation adopts and applies methods 
and tools of project management. The third generation focuses 
on processes and strategic management in the form of internal 
cooperation between different departments of the company. The 
latest generation represents opening up of the company externally 
while it includes knowledge of users and competitors in the 
management of innovation processes.

Birkinshaw and Mol (2009) bring an interesting view of the 
innovation management. These authors claim that innovation 
management is the implementation of new business management 
practices to increase its performance [9]. A similar view is 
shared by several authors who emphasize the need for regular 
investing into innovative projects and implementing the necessary 
organizational changes [10, 11 and 12]. Buchanan and Badham 
(1999) highlight the specific role of the innovation management, 
which is the ability to perform rapid and radical changes in the 
behaviour of the company, if necessary (ensuring the availability 
of resources, changing work habits ...) [13].

Havlíček (2011) considers the system approach to 
implementation of the changes as the basis of innovation 
management [14]. Changes should aim to improve products, 
processes or position of the company. According to Trommsdorff 
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innovation activities performed by employees. Management 
manifests itself in the innovation management mainly through the 
following elements (Fig. 1):
- strategic management,
- change management,
- project management,
- process management,
- management of human resources.
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Fig. 1 Identification of the main aspects of innovation management [19]

Strategic management and innovation management

Strategic management is used in the area of innovation 
management mainly for formulating innovation strategy which 
is preceded by a detailed analysis of current situation within the 
company. Innovation strategy is innovative direction of business 
approach to the choice of objectives, methods and ways to fully 
utilize and develop the innovative potential of the business [20]. 
Kovac (2007) sees innovation strategy as determining long-term 
fundamental business goals and determines the activities and 
resources for achieving these goals [21]. Orientation of goals 
is focused on timely response to changes in signalling of need 
of innovations. According to Malek Alekakhlagh et al. (2013), 

companies, 57.94%). This means that these companies prefer 
the opposite strategy, it means they do not apply a proactive 
approach, companies create ideas only when a problem arises. 
Other less used incentives include business needs (81 companies, 
25.23%) and new technologies (72 companies, 22.43%). As 
a positive can be considered that only 9.03% of companies 
generate the innovative ideas at random and only 5.92% of Slovak 
companies do not generate them at all.

Companies in Slovakia do not use an information system to 
work with innovative ideas (recording, sorting, distribution...). 
This was confirmed by 61.28% of managers surveyed. Only 28.96% 
of respondents have their innovation process supported by IT 
solutions, while the most used information system is a system 
provided by the company Salesforce.com (16.72% companies). 
Other companies use their own IT solution. In the survey 9.76% 
of the respondents were not able to express their opinion about 
the use of the information system to work with innovative ideas.

As the main criteria for deciding on further elaboration of 
innovative ideas into innovative opportunities, the managers of 
Slovak companies identified the availability of funds (it influences 
up to 25.81% of decision-making process).Other important 
decision criteria are the reality of demand, technological options, 
available knowledge in the issue and the availability of human 
resources. In terms of priorities for decision-making time and the 
physical space in the development phase are less involved. The 
mostly used methods in the deployment phase of innovation are 
the techniques of development of the creativity (42.99%). The 
quite frequently used methods are conceptual methodological 
tools (24.61%), forecasting methods (19.63%) and pragmatic 
methodological tools (19.31%). Techniques of knowledge 
management (14.64%) and innovative graphs (7.79%) are used on 
a small scale as well.

As major problems hindering the effective innovation 
management by the managers are considered: the lack of the 
necessary financial resources to ensure the innovation process 
(210 companies), distrust of the company managers to the 
possible outcomes arising from a lack of innovation (187 
companies) and missing information ensuring the innovation 
process (168 companies).

5. Identification of the main aspects of innovation 
management

Management represents the main element on the connecting 
line between a company and its customers. In order to work, 
management requires information from the IT system, mainly 
information accumulated by the departments involved in the 
innovation activities. A mutual connection exists between 
management and innovation management. Innovation management 
offers immediate overview of the overall development of the key 
areas of the business as well as a perspective on individual 
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Project management and innovation management

Planning in the innovation management represents 
a significant group of activities which are used to set innovation 
goals and by which resources and ways for achieving them 
are determined. Complexity and demanding character of this 
process increases with size of the company, with the increasing 
hierarchical level on which it is performed, with the length of 
the time horizon and the number of involved parties (partners). 
Planning of innovation activities in a company requires:
– to anticipate future development of external and internal 

environment and the changes that occur in them (development 
of customers, change in segments, new communication tools, 
development of customers’ demands, development of factors 
that influence customers’ purchasing decisions…),

– to take into consideration interests of the various involved 
parties who take part in the innovation processes (employees, 
top management, suppliers, banks, partners, surroundings); 
interests of individuals, groups and society,

– to consider economic as well as social conditions and their 
criteria,

– to arrange in hierarchy goals and tasks of innovation 
processes, which create conditions for internal harmony of 
relationships and processes and occurrence of synergistic 
effects; also to identify relationships and processes related to 
future innovation and to arrange them in hierarchy,

– to consider limitations of resources, their suitable allocation 
and efficient use for supporting innovation activities,

– to choose suitable methods and techniques that enable 
creation of innovation ideas and their evaluation and selection.

Process management and innovation management

Basis for functioning of any company are its processes. Process 
management is established on the principle of activity integration 
into comprehensive processes [24]. The process approach is based 
on the assumption that the causes of unacceptable economic 
results are poorly set innovation processes. For this reason it is 
necessary to make all innovation processes more efficient and to 
eliminate those that do not bring the desired outcomes.

The main goal of process management in relation to innovation 
management in a company is the effectiveness of innovation 
processes. Process management takes a comprehensive view of all 
company activities and integrates them into individual processes. 
Information exists and is available for each activity, e.g. who is 
realizing the activity, how is the realization going, in what way, 
what are the limitations for realization, what is the input for 
the activity, what are the outputs, relationship of the internal 
customers, spread of overhead costs to individual activities within 
the process. Every activity has a defined metric of performance. 
Another strong point for process management is implementation 

innovation strategy must be based on knowledge and facts, 
supplemented with learning and creativity to cope with the 
concepts of change and the ability to expand an institution’s 
creative capacity [22]. Zgrzywa-Ziemak & Walecka-Jankowska 
(2013) show that the location of the innovation strategy in the 
corporate strategy initiates the innovation process from the 
determination and configuration of future product parameters 
based on the product and organizational environment analysis 
[23].

Change management and innovation management

During the application of innovation management in 
a company, the company strategy is revised and modified 
so that it reflects the plans of top management regarding 
management of innovation activities. However, such a change can 
end up influencing the roles of multiple employees. Depending 
on the character and number of realized innovation projects, it 
is necessary to revise the currently used company organizational 
structure and to adapt it to the current situation.

Given great variability of innovation projects, it is possible 
to use multiple types of organizational structures for their 
organization. The general rule is that the organizational structure 
adapts to the innovation project (content, complexity, extent, time 
needs) and not vice versa.

Organization remains of key importance in the process 
of managing innovation activities, especially in today’s 
turbulent environment. Innovation management aims to ensure 
competitiveness of the company in such environment. However, 
for this to happen it is needed that the company is capable to 
dynamically react to the arising changes.

Here is room for using dynamic innovation organization 
structures that offer immediate reaction and consequent change 
in configuration of employees and processes, as necessary. 
Dynamic innovation organization structures (champions, purpose 
teams, project teams, project centers…) are characterized by the 
following properties:
– ability to rapidly react to changes,
– decentralized management,
– use of the creative approach,
– flexibility in content and activities of the groups and 

individuals,
– acceptance of higher degree of uncertainty and risk in 

management,
– direct evaluation and testing of new ideas,
– focus on results,
– adequate number of management levels,
– administratively undemanding methods of management,
– high added value,
– informal team work,
– lower number of organizational elements and connections,
– lower requirements on the management system.
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innovative tasks entirely. It is recommended to the managers to 
ensure the efficient work with information related to innovation 
in the company. This means that it is necessary to ensure the 
access to information to all interested parts in the innovation 
process, and it is necessary to collect all valuable information 
in one database and apply the principles of effective work with 
information.

Another problem is the lack of information systems to work 
with innovative ideas, opportunities and innovations. In many 
cases there is no evidence of implemented innovations and 
innovative ideas generated in the company. This often means 
that the potential innovative opportunities are left unused. To 
solve this problem, managers should make a comprehensive 
record of innovative ideas and innovations in the company. Every 
innovative idea in the company has to be recorded and assessed. 
Of the same importance is the record of the currently unusable 
innovative ideas which have potential value for the future.

In the area of ensuring the innovation expertise an insufficient 
usage of creative thinking in the development of ideas to solve 
the problem can be seen. The result is a low number of ideas 
that do not allow to make a decision to resolve the problem. It 
can be recommended to the managers to develop human creative 
potential in the company. It is necessary to create conditions for 
application of creative thinking selecting appropriate exercises 
to develop creative skills and abilities of employees. It would 
also be appropriate to create innovative teams, including 
representatives of the young and old. Innovative teams should 
include representatives of several departments of the company 
(production, sales, logistics, trade, service).

Insufficient implementation of knowledge management 
belongs to the common problems in the field of innovation 
management.  On the one hand it is reflected as a lack of 
knowledge of the employees, on the other hand, much of the 
knowledge created in the innovation process is forgotten or lost. 
The result is unnecessary, repeated creation of new knowledge 
which is already created in the innovation process. In the first case 
it can be recommended to the managers to ensure the management 
training courses designed to supplement the necessary knowledge 
to employees. In the latter case it is necessary to provide recording 
and archiving of acquired knowledge in the innovation process 
through the implementation of appropriate IT solutions.

Problem in the application of management elements in the 
innovation process is the lack of a coherent methodology for the 
management of innovation in the company. The managers can 
often exchange the innovation process by using a simple type of 
creative brainstorming techniques. In many cases, they are in time 
and work stress and they do not pay attention to the support of 
innovation and integrating innovations into long-term strategic 
plans of the company. The managers may be encouraged to pay 
more attention to innovative activities of the company, turn them 
into long-term business objectives and incorporate them into 
innovative business strategy. 

of any changes resulting from realization of innovation initiatives 
in the process of managing a company.

Key requirement for successful use of innovation management 
in a company is thorough mapping of current company processes. 
Above all, the attention should be namely paid to innovation 
processes. It is necessary that they are identified and consequently 
optimized.

Management of human resources and innovation management

A key role in innovation management is definitely played by 
people, the employees of the company. The success of innovation 
initiatives will depend on their performance and attitude. People 
and their motivation, knowledge, skills, capabilities, creativity 
and flexibility become the most important strategic resource 
for successful realization of innovation activities in a company. 
Employees prepare an analysis of the situation, together with 
the management they set innovation goals, formulate innovation 
strategy, action plans as well as a system to control effectiveness 
and efficiency of innovation activities. Education and training 
representing an important part of the activities of personnel 
management of the company contribute to the development of the 
necessary competencies of company staff [25]. By using a suitable 
motivation program, ensuring possibility for further education 
and establishing suitable work environment the company can 
achieve smooth implementation and consequential usage of the 
innovation management and eventually successful realization of 
innovation activities.

6. Discussion

The use of innovation management in a company is a complex 
process that requires thorough understanding of the company 
environment. Causes of failure in this process can be multiple and 
may have a different character. For example, there may be a lack 
of innovation expertise, failure to secure information flow in the 
company, lack of education and motivation of employees and so 
on. Reasons of failure in the management of innovation activities 
are caused by several actors. Firstly, they are managers, in the 
case of lack of support to innovative activities in the company, 
employees of the company, in the case of passive participation 
in the innovation process and customers, in the case of their 
indifference towards receiving the value added. In the next part 
we identify possible risks together with recommendations that are 
meant to help to reduce these risks. A necessary requirement for 
successful functioning of innovation management in a company 
is also prevention.

As a problem in ensuring the information security in 
innovation processes arising in this field can be considered the 
inefficient information flows in the company. This is the reason 
of misunderstandings and employees cannot carry out their 



47C O M M U N I C A T I O N S    1 A / 2 0 1 6   ●

process. We suggest that the managers should create an evaluation 
system focusing on the diagnosis of the results and contributions 
created and on the market launched new products. Based on the 
results it is also recommended to formulate measures to improve 
the management of the innovation process.

A common problem is that the first and the second phase of 
the innovation process are carried out insufficiently. In many cases 
it can be observed that the development of the first innovative idea 
pops up without detailed analysis. The results are the frequent 
changes and increased costs of implemented innovative projects. 
We propose that the managers should carry out a detailed 
analysis of all the innovative ideas and suggestions from internal 
and external environment. It is necessary to pay attention to the 
first two phases of the innovation process because they affect its 
success. Only the identification of valuable innovative ideas can 
bring successful innovation.

7. Conclusions

The management of innovation activities cannot be carried 
out only intuitively based on the development of the situation. 
Company managers should be aware that the implementation of 
innovation management also brings certain risks. Otherwise this 
initiative would be destined to fail. In order to succeed in this area, 
it is a key to identify risk areas early and to take corresponding 
measures in order to increase the probability of the success of 
implementing innovation management in a company.
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Another problem is the lack of development of the 
innovation program. In many cases, managers do not have 
sufficient information about available resources and means 
when they plan innovative activities. The result is the increased 
probability of failure of implementation of the innovation project. 
It is recommended to overcome this probability, it is necessary 
to carry out a detailed analysis of the current state of innovation 
potential and the application of methods and techniques of 
project management.

Another problem is the absence of remuneration for 
innovative ideas and appropriate motivation program. The result 
is the passivity of employees who are not motivated to bring new 
innovative ideas and get involved in innovative task solutions 
beyond their tasks and responsibilities. As a solution, the 
managers should establish a fair system of remuneration for 
innovative ideas. It is necessary to develop appropriate motivation 
program, which involves employees in innovation activities of the 
company. Employees will be informed of the expected changes 
and motivation program will encourage open communication 
within the company. One of the most important factors of 
employees´ motivation is to show an interest in them, employees 
need to feel valued and important for the company [26].

Failure of the management of innovation processes can be 
caused by unsuitable organizational structure, which does not 
allow open communication among the stakeholders and does not 
support new innovations. It is a role of the managers to rethink 
the current organizational structure, create and implement flexible 
organizational structure that will have the ability to respond 
to changes in business environment and allow fast exchange of 
information, organize meetings and activities of innovative teams.

A common problem in the measurement of innovation 
performance is non-evaluation of effects and benefits of 
implemented innovations. The result is that the company has 
no feedback on the adoption of innovations by the customers, 
cannot measure their performance and take measures leading to 
continuous improvement of the management of the innovation 
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1. Introduction

Organizational performance refers to an organization’s 
results, including operating results (productivity, quality, 
efficiency, etc.), market results (sales, market share, customer 
satisfaction, etc.) and financial results (costs, revenues, profits, 
etc.). There is considerable evidence that achieving expected 
organizational performance is determined by achieving desired 
employee performance that refers to employees’ working results 
and behaviour, determined by employees’ abilities (knowledge 
and skills to perform agreed work) and motivation (willingness to 
perform agreed work), which enable an organization to achieve 
expected goals [1].

The prerequisite for increasing the performance and 
competitiveness of the enterprise is, in particular, the efficient 
use of production inputs. The efficiency is a qualitative criterion, 
which involves such ways of the use of production factors, 
which compare the inputs and the effects achieved. Economic 
theory introduces, and there are united methodologies for the 
quantification and assessment of the efficiency of non-current 
assets, current assets and work in enterprise practice. However, 
this does not apply to human capital.

Human capital is relatively a young production factor, and as 
it is closely related, and in some respects, it has similar features 
as a production factor of work, economic analyses and research 
works do not often make an explicit distinction among them. 

However, a different angle on the working activity of a man and 
currently increasing appreciation of the importance of quality 
human capital also require new, different types of indicators, 
which would express better the impact and mainly the benefits of 
the variable [2].

Qualitative nature of the human capital is difficult and many 
times does not allow easy quantification, an attempt to derive 
the partial relations and contexts, the modification of existing 
indicators, identification of new parameters as well as the 
proposal for a new methodology of new statistical surveys can 
contribute to a better understanding of the total impact of human 
capital on the company and the enterprise as well. 

The aim of the article is to identify and compare the different 
theoretical approaches to the measurement of the effective use of 
human capital for possible implementation in enterprise practice. 

2. Human capital and Efficiency

Efficiency is generally defined as the relationship between the 
outputs achieved and the inputs used. The efficiency of human 
capital can be calculated analogically as a percentage of the 
value of enterprise output and the value of the input (the human 
capital). However, when choosing output and input, there must be 
chosen such variables, which relate to each other and are crucial 
to the administration of the enterprise performance [3].

APPROACHES TO THE QUANTIFICATION OF THE HUMAN 
CAPITAL EFFICIENCY IN ENTERPRISES
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development of properties and skills depends largely on the 
environment in which the individual is born.

3. Indicators of the efficient use of human capital

The use of human capital metrics is an important part of 
the human capital management (HCM). If management knows 
how to properly determine the value of human capital it has 
available in the enterprise, it is important to find whether it is 
used effectively. If not, it is essential that enterprise management 
identifies problems and sets measures, which would ultimately 
lead to the improvement and enhancement of individual enterprise 
processes. 

Quantifying the size of the value of human capital and its 
efficiency is very difficult, but in the selection and construction 
of whether direct or indirect (auxiliary) indicators in this area, 
it is important that the metrics should be linked to the key 
performance indicators of the organisation.

Conceptual model 

Conceptual model points out to the interconnection of 
human capital and the overall performance of the organisation 
(Fig. 1). This approach puts the emphasis on the strengthening 
of human capital, which leads to the increase of performance of 
individual employees and ultimately it has a positive effect on the 
overall improvement of organisation performance. 

Fig. 1 Conceptual model for measuring the HC efficiency 
Source: [7]

The structure of conceptual model involves a link of relations 
among the investments in human capital, its decrease, value, 
total efficiency and their measurement. The results of the 
measurements referred to four key areas in the enterprise can then 
be compared with other companies (benchmarking) [7].

Investment in human capital represents expenses the 
organisation invests to ensure training, education, development of 
knowledge and skills of its workers. The investment, together with 
the decrease, affects the value of human capital in the enterprise, 
and consequently its efficiency. Investments have a positive effect 
and contribute to increasing the human capital efficiency and, 
ultimately, lead to increasing the overall performance of the 

Therefore, the efficiency represents the ability of the work 
value to create a product. Human capital is effective only if the 
product is greater than its value. It is being understood that the 
higher is the difference between the value and the product, the 
higher is the efficiency. From a macroeconomic point of view, the 
efficiency of human capital can be expressed as a percentage of the 
lifelong product HC (Y

LK
) and its value (H

LK
). 

E H
Y

LK
LK

LK=  (1)

When starting working, human capital has a certain value 
(e.g., school graduate), which, however, constantly improves and 
its value rises in the context of the working process. This is due to 
the acquisition of new skills, knowledge, and habits. The indicator 
of the value of human capital is therefore not stable, but on the 
other hand, a dynamic variable, which constantly develops and 
changes by the influence of circumstances [4]. 

The value of human capital differs in each individual, as it 
is developed by the age and conditions the bearer has available. 
It is gradually increased from the birth until the old age, when 
it begins to decline. The value of human capital is increased, 
particularly through new experiences and knowledge acquired in 
education or other forms of development of human capabilities 
and creativity [5].

Calculating and monitoring the efficient use of human 
capital, it is therefore necessary to quantify the output produced 
by the human capital and the size / value of the human capital. 

The output, when measuring the efficient of human capital, 
may be the degree of fulfilment of the enterprise goal (e.g.: 
increasing the customer satisfaction, increasing sales, reducing 
the error rate, shortening the time dealing with complaints, 
etc.), the quantification of the enterprise savings, the number of 
registered patents and inventions per one employee or worker of 
the development department, the volume of performance per one 
employee, etc. 

Considering the measurement of the size of human capital, 
there are several known approaches, but no single methodology, 
as in other enterprise inputs, has been accepted so far. The 
problem is the quantification of the different components of 
human capital, i.e. knowledge, abilities, skills, motivation, talent, 
etc.

According to Mazouch and Fischer [6] there are three factors 
acting on human capital and its value. The initial factors are 
genetically inherited, inborn abilities of an individual. These can 
subsequently be developed by further activity of the environment 
and education. As a consequence of family, social, other factors 
of environment and education there are acquired and developed 
skills and knowledge. An important discovery that we must not 
forget is that the various components of human capital will 
affect each other. As the individual properties may affect the 
acquirement of the knowledge or the development of skills, the 
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results per one employee. Its development is largely influenced 
just by raising the level of education together with the total 
satisfaction of the employees. For this reason, human capital 
has also a direct impact on the profitability of investment in the 
ROI enterprise. The FTE indicator in the metrics is the full-time 
equivalent (FTE), which includes full and partial employment 
contracts and volunteers. It shows how much time has been spent 
on generating income (Table 1). 

Metrics of human capital efficiency according to 4 factors Table 1

Indicator Formula / metric

COST 
FACTOR FTE

perating tso cos

INCOME 
FACTOR FTE

income

PROFIT 
FACTOR FTE

income operational costs-

HC ROI
FTE

income operational costs )( wages and benefits- -

Source: [7]

Human Economic Value Added – HEVA

The measurement of the economic value added of human 
capital (HEVA) is the possible way used to measure human capital 
efficiency. The indicator is based on the economic value added 
(EVA) from the Stern Stewart. The purpose of the calculation 
is to find whether the activities of the management have added 
value for the enterprise. The indicator EVA is also used in the 
measurement of human capital. In this case, it is completed in 
divisor of item FTE (full-time equivalent, which includes full-time, 
partial work load, or volunteers). It is one of the fundamental 
metrics designed to measure human productivity, that is, how 
much time people spend creating profits for the enterprise [10].

HEVA FTE
(NOPAT WACC.C)

=
-

 (3)
 

where: 
 NOPAT net operating profit,
 WACC weighted average cost of capital,
 C the size of the capital invested.

Human Capital Cost Factor – HCCF

Human capital cost factor (HCCF) is another indicator 
taking into account the costs associated with wages and the 
calculation of the value. The basic principles of human capital are 
ranked into four categories. It is salary and costs for benefits for 

enterprise. It may have financial, but also non-financial forms 
(Fig. 2). Financial performance includes productivity, market 
share, enterprise profitability, while non-financial performance 
includes customer satisfaction, innovation, and improvement of 
workflow and the development of workers´ skills [8].

                    

Fig. 2 A link of conceptual model with investments in HC, HC efficiency  
and performance of the organisation, (source: [8])

Human capital efficiency represents a dependent component 
within the conceptual model. Income factor is the basic measure 
of human capital efficiency that is calculated as a proportion of 
total income and total number of employees in the enterprise, 
while the factor of costs, profit and total return on investment to 
HC can be used as the other measures. 

Decrease in human capital that may be caused by the 
departure of workers, has a negative impact on the HCM. 
The decrease of workers can be given, for example, by the 
percentage of individuals who have left the enterprise voluntarily, 
or the percentage of involuntary loss of HC (Fig. 1). For the 
calculation of the value of human capital, an enterprise may use 
measurements expressing the factor of income compensated, i.e. 
what percentage of the income from the sale goes to employees, or 
the factor of costs compensated, i.e. what percentage of operating 
expenses goes to employees [7].

Human Capital Efficiency - HCE 

According to Andrienssen [9], the human capital efficiency 
(HCE) may be expressed as a percentage of the added value (VA) 
and human capital (HC). 

HCE HC
VA

HC
Operating profit HC

= =
+

 (2)

The metrics of human capital efficiency according  
to 4 factors

One of the most commonly used measurements of the 
efficient use of human capital is based on the study of the authors 
Bontis and Fitz-enz [7]. The HC measurement is realised on 
the basis of four essential metrics, which are income factor, 
cost factor, profit factor and HC ROI. The main goal of any 
organisation is to increase income, or profit per one employee. 
Increasing human capital and its efficiency bring higher financial 
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of partial and full-time jobs. However, this cannot clearly define 
the value of human capital in a particular firm. For this reason, 
it is necessary to pay more attention to determining the value of 
human capital. In business, it is a challenge for human resource 
managers to find various indirect indicators that are able to assess 
the size of human capital with regard to the sectorial focus of the 
company.

There are a number of consulting companies, which have 
extensive databases, monitor and evaluate a number of indicators 
in the field of human capital. Involvement, however, is worth 
the money and does not contain a thorough analysis aimed 
at identifying key indicators of human capital for a particular 
company, but only the evaluations based on the internal data 
provided and its comparison with other companies operating in 
the same industry [12].

4. Principles of efficient management and measurement 
of human capital performance

Efficient performance management and human capital require 
new perspectives and new competencies of line managers and HR 
professionals. Human capital management considers people 
the wealth or asset and not as a cost item, as it was regarded 
in the concept of human resources management or personnel 
management. However, in connection with the HC management, 
the application of metrics at any price and without the advanced 
concept, can ultimately be counterproductive for the enterprise. 

Becker, Huselid, Ulrich [13] suggested six principles for 
measuring performance and efficiency of human capital. The 
use of these principles can transform human capital into major 
driving engines of financial performance of any enterprise: 
• Focus on the strategic impact of human capital.
• Avoid the alchemy of human capital.
• Measure not only the level of human capital, but the 

relationships as well.
• Recognise the limitations of benchmarking.
• Do not start with the measurement.
• Think in terms of the “architecture” of human capital.

In this dynamic era it is very important for enterprises to 
identify strategies how in current high-velocity environment 
sustaining its competitive advantages [14]. Globalization, 
increasing independence and complexity, new technologies and 
climate change create new challenges for enterprises [15]. The 
investments to the human capital present the most profitable 
form of improving the situation in firms from the long-term 
and perspective point of view [16]. To increase performance 
and efficiency of human capital contributes introduction of the 
motivation program. Employers should focus on the process of 
motivation through factors based on interpersonal relationships 
and job security, too. We can assume that motivation through 

employees, volunteer wages, costs associated with the fluctuations 
and absence. Salary represents a real wage paid to the employees 
of the enterprise. Considering the benefits, there are calculated all 
benefits provided by the company for employees of the enterprise. 
The costs associated with fluctuations themselves involve several 
factors, such as severance payments, or costs the enterprise must 
spend on a new employee or his/her total training and enlistment 
in the collective of the enterprise [10].

HCCF = salary + benefit costs + volunteer wages + costs 
associated with fluctuation and absence (4)

      
                                                                         

Human Capital Value Added – HCVA

HCVA is an indicator of human capital value added, which 
is the sum of all operating costs, where the costs of employees’ 
work and other associated benefits are not taken into account. The 
result is an operating profit per employee working full-time. In the 
majority of enterprises, the employees are just the most important 
asset. Therefore, human capital is the main prerequisite for 
success in the future. On the other hand, they are often associated 
with large costs, or in other words, investments. Due to this fact, 
it is very important to know what value added they can bring 
for the enterprise. Using this indicator, we can find the average 
profitability per employee of the enterprise [11].

HCMV FTE
sales (cost of wages and benefits)

=
-

 (5)

Human Capital Market Value – HCMV

Human capital market value (HCMV) is an interesting 
indicator for the calculation of human capital efficiency. It 
expresses the relationship between the value of the enterprise and 
its value based on the accounting. In terms of some literature, 
indicator is understood as a metric for measuring the HC value. 
In the context of a given indicator, there are also included, except 
HC, various forms of intellectual capital. Due to the fact that 
there is mainly taken into account the value of intangible assets, in 
addition to human capital, there may be also included capability 
of processes, public awareness about the brand, or setting up 
of marketing processes. The indicator is more interesting for 
economists, analysts, but it is not very useful for managers. It 
reflects the market value premium per employee [10].

HCMV FTE
enterprise market value accounting value

=
-

 (6)

All of these metrics which are designed to calculate the 
efficiency of human capital differ from each other in the 
approach to the calculation of the upper part of the formula. 
The denominator of these metrics have always found the number 
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field of human capital efficiency. However, for the implementation 
in practice of a specific enterprise, it is necessary to adapt these 
indicators to the specific conditions of enterprise, in the context 
of enterprise strategy. With respect to the fact that there are no 
united metrics adopted and used in this area, it is precisely the 
role of the HR managers to take advantage of their knowledge, 
creativity, analytical thinking and design such metrics of efficient 
use of human capital for the conditions of their enterprises to 
be able to direct the care of human capital towards increasing 
individual performance and the performance and competitiveness 
of the whole enterprise. We can see a great space for further 
research in this area. 

Acknowledgement 

This article was created as part of application of project: 
Innovation and internationalization of Education – Instrument 
to increase the quality of the University of Zilina in the European 
educational area. Modern Education for the Knowledge Society 
ITMS 26110230079/Project is funded by EU; Grant VEGA 
1/0421/13 and grant VEGA 1/0526/13. 

these factors will increase and employees will consider them 
more important [17]. Also we can say that in spite of employee 
heterogeneity in terms of age, seniority and level of completed 
education it is possible to create a unified motivational programme 
for the analysed enterprise that will suit all employees regardless 
of their age, seniority or education. Its main items are following 
factors: basic salary, job security, good work team, further financial 
reward and fair appraisal system in different order according to 
preferences of specific group of employees [18]. Results indicated 
that innovation competency positively influences organisational 
performance and organisational knowledge management 
influences innovation competency positively, too [19].

5. Conclusion

For the efficient functioning of the enterprise on the 
open market, it is necessary to increase the efficient use of 
the enterprise production inputs. In terms of human capital 
management, it means to search for the connection of enterprise 
performance with the use of specific knowledge, skills and abilities 
of its employees in order to increase competitiveness. There were 
identified and compared some of the metrics published in the 
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1.  Introduction

In this paper we study problems which occur in uniform 
scheduling of workload distribution. The uniformity is expressed 
by an irregularity measure and the goal is to minimize the 
irregularity measure of parts of the schedule. This problem is 
motivated by the following job scheduling problem:

Let n vehicles and m×n jobs be given. Every job has assigned to 
it the value ai,j which represents its quantity. These values form the 
m×n matrix A. We need to find the most regular m-days job schedule, 
which gives minimal difference between the sums of rows of the 
permuted version of the matrix A.

The problem is also called the Matrix Permutation Problem 
(MPP) which was first mentioned in [1]. Further investigation 
of MPP can be found in [2], where this problem was solved for 
garbage trucks. 

The mathematical formulation of the problem is the following:
Let a nonnegative real m×n matrix A=(a

ij
) be given. Let 

I={1,2,…,m}, J={1,2,…,n} be sets of row and column indices. For 
each column j !  J of matrix A we will use the notation π

j
 for the 

permutations of elements in that column. Let π=(π
1
,π

2
,… ,π

n
) 

denote the vector of permutations of all columns of A and let 
Aπ denote the permuted matrix. Let P

mn
 be the set of all such 

permutation vectors. Let Sπ=(s
1
π    , s

2
π        ,…,s

m
π         ) denote the vector of 

row sums of permuted matrix Aπ. Let f be a function called the 
irregularity measure. The following optimization problem will 
be called the uniform workload distribution problem (UWDP) 
min{ f (Sπ ); π!P

mn
}.

The irregularity measure f : Jm " 0,∞) is any Schur-convex 
function, where J=(a,b) is an interval. More on irregularity 
measures and Schur-convex functions can be found in [3]. The 
most used irregularity measures are:

• , , ..., ...f x x x x x xsqr m m1 2 1
2

2
2 2d d d= - + - + + -d ^ ^ ^ ^h h h h  

• , , ..., ...f x x x x x xabs m m1 2 1 2d d d= - + - + + -d ^ h  

• , , ..., , , ..., , , ...,max minf x x x x x x x x xdif m m m1 2 1 2 1 2= -^ ^ ^h h h 

• , , ..., , , ...,maxf x x x x x xmax m m1 2 1 2 d= -d ^ ^h h  

• , , ..., , , ...,minf x x x x x xmin m m1 2 1 2d= -d ^ ^h h 
 

...where /min x x x mm1 2d = + + +^ ^ h h

2.  Computational complexity of UWDP

In [4] it was proved that UWDP (MPP) is an NP-hard 
problem. In [2] it was shown that even a 2-row version of 
UWDP is NP-hard. The proof of this fact was established using 
transformation from the Set partition problem (definition of SPP 
can be found in [5]). 
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We get optimal column permutations ,1 2{ { , satisfying 
conditions 

,

.

b b

b b b

b ,

, , ,

, ,

m

m1 1

1 2

1 2 1

2 2 2

1 1

1 2 2

1

g

g

# # #

# # #{ {

{ { {

{^

^

^

^

^

^

h

h

h

h

h

h

S4: Update π by applying permutation 1{  (resp. 2{ ) to π
j
 for  

j !  J
1
 (or j !  J

2
).

S5: If no stopping criterion is satisfied GOTO S2, else END, 
A a ,i jj=r r^ ^ hh . 

Tests on real data give promising results. The authors Š. Peško 
and M. Kaukič state conjecture that this algorithm can also be 
(with a suitable iteration count and sufficient number of restarts) 
the exact algorithm (at least for irregularity measure f

dif
).

 
3.3 Model of linear programming

 
In the mentioned work [7] the following model of mixed, 

integer, linear programming (MILP) was introduced. Objective 
function is f

dif
.

The value of x
ijk

 is equal to one if π
j
 (i)=k and otherwise 

zero. The real variables z
i
 i!I are the i-th row sums of permuted 

matrix Aπ and the variables z
L
, z

U
 are variables for lower and upper 

bounds S
L
, S

U
 of row sums. 

 
3.4 Model of quadratic programming

In [7] the model of mixed, integer, quadratic programming 
(MIQP) was introduced. Objective function is fsqr

d .

On the other hand, the two-column case is solvable in 
polynomial time. A simple polynomial algorithm can be found 
in [4]. It is enough to order the elements of the first column 
in a descending order and the elements of the second column 
in an ascending order. It is possible to show that we obtain the 
optimal solution for any irregularity measure mentioned above. 
The complexity of the algorithm based on this approach is  
O(m log m).

3.  Solutions of UWDP

In this section we describe two heuristics for the solution of 
general UWDP. Both algorithms are based on the fact that the 
two-column case is solvable in polynomial time. We also consider 
the representation of UWDP by two models of mathematical 
programming. 

3.1. Decomposition method

In the paper [2] the following heuristic was introduced:

Input: Matrix A=A1
 of the type m×n.

For i =1 to n–1 do:
Create submatrix B

m×2
 from the first pair of columns of  A

i
.

Solve the UWDP for matrix B
m×2

. (The row-sum vector of the 
solution is denoted by Sπ.)

Create matrix A
i+1

 by replacing the first two columns of A
i
 

with column Sπ.
Output: Solution for the matrix A

n-1
.

 Tests showed that this method is not very successful 
since the set of possible column permutations is very restricted.

3.2. Stochastic decomposition method

This method was introduced and studied in [6 and 7]. Let J
1 

be the nonempty proper subset of column indices J and J
2
=J-J

1
. 

The set {J
1
,J

2
} will be called the admissible decomposition of the 

columns of matrix A. 

S1:  Let π=(π
1
,π

2
,…,π

n
) be arbitrary permutations of index set I.

S2:  Choose randomly {J
1
,J

2
} – admissible decomposition of the 

columns of A.
S3:  Solve the two-column UWDP with aggregated matrix  

B=(b
ij
)

(m×2)
 

 
 where  ,,b a b a i I,,i

j J

i i j

j J

ji1 2 jj

1 2

!= =
! !

r r^ ^h h/ /
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where x
1
,x

2
,x

3
,x

4
 are possible values of vertices. Hence w cannot 

be induced by any x. 
Let G=(V,E,w,x) be a graph. Let V={v

1
,v

2
,…,v

2m
} and w be 

a mapping on edge set induced by mapping x on vertex set. 
Then the problem of finding the most regular perfect matching 
is the problem to find such perfect matching in G, for which the 
function fsqr

d  is minimal. The weight of edge e
i
 will be denoted 

by w
i
. If the perfect matching contains the edges e

1
,e

2
,…,e

m
, then 

we have 

, , ...,f w w w wsqr m i

i

m

1 2

1

2d= -d

=

^ ^h h/  

 
where δ=(w

1
+w

2
+...+w

m
)/m. Since the matching is perfect (it 

contains all vertices of G) and the edge weights are induced by 
vertex values, we obtain:

w x v mi

i

m

j

j

m

1 1

2

d= =
= =

^ h/ /

The last sum is taken over all vertices of G and hence it is 
a constant. The consequence is that δ is a constant for given graph 
G and mapping x. Then 

.

w w

w w w

w m

w

m m m

2

2 2
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i

m

ii

i

m
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1
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d

d

d d

d d d d

-

+

- += =
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^ ^h h/
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/

/

It means that the problem to find minimum of the function 
fsqr
d  is in our case equivalent to the problem to find the minimum 

of the function fsqr . Hence the problem of finding the most 
regular perfect matching in a graph G=(V,E,w,x) is equivalent 
to the problem of finding minimal perfect matching in graph 
G=(V,E,w2) and this problem is solvable in polynomial time [11].

5. Conclusions and further research

There are several approaches how to represent uncertainty. 
In [12] the UWDP in interval arithmetic was introduced. It 
means that elements of matrix A are not exact values, but we have 
intervals, to which these values belong.  It was proved that this 
problem is NP-complete and the two-column case is solvable in 
polynomial time. 

The most common approach in systems with uncertainty is 
the fuzzy arithmetic. Our future plan is to define the UWDP in 
fuzzy arithmetic. We suppose that the complexity results will not 
change but it remains an open problem.  

The weighted version of the problem was studied in [13]. 
It is called the weighted uniform workload distribution problem 

Variables x
ijk

 and z
i
 mean the same as in the MILP model. 

Tests show that the MILP model is more effective than the MIQP 
model, but the mathematical programming solvers (even of such 
quality as Gurobi) have sometimes difficulties with the solving 
of not very large UWDP instances in reasonable time (since the 
model has large number of bivalent variables). 

4.  Restricted sets of permutations

In [8] the generalization of UWDP was suggested in which 
the set of permutations is restricted. The permitted permutations 
are represented by graphs. Paper [9] deals with conditions which 
allow to represent the set of permitted permutations by graphs. 
The two-column case of this generalization is studied in [10]. It 
was shown that this problem can be solved as the most regular 
perfect matching in a graph. In the mentioned paper [10], there 
are introduced exact polynomial algorithms for finding the most 
regular perfect matching in graphs for irregularity measures 
,f fmaxdif
d  and fmin

d . The existence of exact polynomial algorithms 
for measures ,f fsqr abs

d d  was an open problem.
We will show that there is also polynomial algorithm for 

irregularity measure fsqr
d , but the weights of edges must satisfy 

a special property (which is fulfilled by graphs that arise from 
the mentioned generalization of UWDP). Let an edge-weighted 
graph G=(V,E,w) be given. Let V={v

1
,v

2
,…,v

2m
}. Let w : E → R

0
+ be 

a function that represents the weights of edges. If there exists 
a mapping x : V → R

0
+ such that 

 
,e E e v v w e x v x vi j j16 ! = = +^ ^ ^h h h" , ,

 
we say that w is induced by x. There exist mappings w that cannot 
be induced by any x. For example, we can consider complete 
graph on 4 vertices  v

1
,v

2
,v

3
,v

4
 with edge weights 

edge {v
1
,v

2
} {v

1
,v

3
} {v

1
,v

4
} {v

2
,v

3
} {v

3
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4
} {v

3
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4
}

weight 2 2 2 4 2 4

This leads to the unsolvable system of linear equations:
x

1
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x
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x
2
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= 2
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(WUWDP). Let , , ...,S s s sm1 2=r r r r^ h denote the vector of row 
sums. Let w

1
,w

2
,…,w

m
 be weights of rows. In this version of the 

problem we require that the values , , , ...,w s w s w sm m1 1 2 2
r r r  are 

as uniform as possible.  It is easy to consider that the UWDP 
is a special case of weighted version, where w

1 
= w

2 
= ... = w

m
= 1.

At the end, we can also mention some works which deal 
with similar problems to the UWDP. For example: the column 
permutation algorithm of a special case of the UDWP is studied 
in papers [14] and [15], the uniform k-partition problems are 
classified and examined in [16 and 17]. 
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1. Introduction

E-mobility importance in the world has been continuously 
growing. The range of electric vehicles is considered a major 
barrier to the acceptance of e-mobility [1]. The battery is the most 
important component for increasing the range of electric vehicles. 
New technologies can improve specific energy of the batteries. 
Also lightweight materials are increasing the electric vehicle 
range. Another possibility for increasing the range is  the use of 
a range extender [2]. It is a combustion engine which charges the 
batteries via generator [3 and 4].

Simulations were created in Matlab/Simulink to analyse 
the parameters affecting the range. Real route as an input to the 
simulation for better accuracy was used. Routes were measured by 
using the experimental vehicle Edison.

2. Electric vehicle simulation

Matlab/Simulink was chosen for the simulation. Simulink 
is an extension of Matlab for modelling and simulation of 
dynamic systems. The electric vehicle model consists of five main 
subsystems. Inputs to the simulation are measured data from 
a real driving cycle. Demanded power is calculated in the dynamic 
subsystem based on chosen parameters of the vehicle. Speed and 
efficiency characteristics are defined in the electric motor model 
by using a lookup table. Efficiency characteristic is defined for the 
motor and generator mode and takes into account losses in the 
controller. Discharging and charging of the battery is controlled 

in the control strategy subsystem. Battery behaviour is determined 
in the battery subsystem [5, 6, 7, 8 and 9]. 

The demanded power for vehicle propulsion supplied from 
the battery is calculated by equation (1). 

sin cosP m dt
dv

mg f c S v
v

2
1

_z aku x x
2m a a t h= + + +^ h9 C  (1)

 
where v is the speed of the vehicle, m is the weight, λ is the 
rotational inertia factor, α is the road angle, f is the rolling 
resistance coefficient, c

x
 is the aerodynamic drag coefficient, S

x
 is 

the frontal area, ρ is the air density, η is the efficiency of the drive, 
where is included the efficiency of the individual elements of the 
drive such as electric motor and mechanical efficiency [10].

Power provided via recuperation kinetic energy during 
braking is calculated:

sin cosP m dt
dv

mg c S v
v

2
1

_aku x xdo
2m a a t h= + + +^ h9 C  (2)

Total energy flow Ebat
 to the battery is expressed by the 

formula (3).

E P dt P dt_ _bat z aku do aku= - ##  (3)

The resulting range of electric vehicle to the battery discharge 
is expressed:

s v dt
%

%

SOC

O SOC

100

= #  (4)

SIMULATION OF PARAMETERS INFLUENCING THE ELECTRIC 
VEHICLE RANGE
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Increasing the range of electric vehicles is crucial for electromobility expansion. Using the simulation it is possible to identify the para-
meters that have a significant impact on the electric vehicle range. Therefore, the analysis of parameters influencing the range was created. 
Simulation was based on real driving cycles for better accuracy.
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Fig. 3 Course of speed on route 2

4. Analysis of parameters influencing the range

The electric vehicle Edison can also measure energy 
consumption via its data logging system. Therefore, it is possible 
to compare the results of simulation with reality. Construction 
parameters of the experimental vehicle Edison were selected as an 
input to the simulation. To the curb weight of the EDISON was 
added the weight of two passengers and cargo. The total vehicle 
weight was 1250 kg. The 24 kWh battery pack was chosen. It was 
selected lithium battery with capacity of 24 kWh. The battery was 
not discharged below 10%. Nominal power of the electric motor 
was 16 kW.

Validation of the model with reality was performed on 
routes 1 and 2. Real energy consumption of the electric vehicle 
15.41 kWh/100km was measured on route 1. Simulated energy 
consumption of the electric vehicle was 15.56 kWh/100 km 
on route 1. In the second case real energy consumption 13.81 
kWh/100km was measured on route 2. Simulated energy 
consumption was 14.35 kWh/100 km on route 2. The difference 
between reality and simulation was 1% on route 1 and 3.9% on 
route 2. Impact on the electric vehicle range was simulated on 
these models with various weights and various aerodynamic drag 
coefficients. Also the impact of low temperatures was simulated 
on the range.

In Figure 1 is shown the model of the electric vehicle created 
in Simulink.

3. Real driving cycle

A driving cycle is defined as a speed of a vehicle versus time. 
Standardised cycles for measuring fuel consumption and harmful 
emissions are used for the vehicle simulations. However, these 
cycles are simplified and do not reflect reality [11]. Driving cycles 
were chosen as an input to the simulation in order to reach the 
reality. The measurement of driving cycles was performed by the 
experimental electric vehicle Edison, which allows data logging of 
dynamic parameters. The Edison was made at the University of 
Zilina. Curb weight of the vehicle is 1048 kg including batteries. 
Propulsion is provided by a compact lightweight aluminium, air-
cooled asynchronous electric motor AKOE with a nominal output 
of 16 kW and maximum power of 30 kW, with CURTIS controller 
and LiFeYPO4 300Ah batteries. The main part of the vehicle is 
a tubular steel space frame [12].

Two real routes were chosen to the simulations. Route 1 (Fig. 
2) consists of driving in a city and its surroundings. The maximum 
speed on route 1 was 76.5 km.h-1 and the average speed was 41.5 
km.h-1. Route 2 was (Fig. 3) measured only in the city traffic. The 
maximum speed on route 2 was 50.2 km.h-1 and the average speed 
was 18.6 km.h-1.

Fig. 2 Course of speed on route 1

Fig. 1 Electric vehicle model
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aerodynamic drag  rises quadratically with speed. The average 
speed on route 2 was 18.6 km.h-1 and on route 1 was 41.5 km.h-1.

Fig. 6 Impact of c
x
 on the range, 1250kg vehicle weight

Figure 7 shows the impact of c
x
 on energy consumption.

Fig. 7 Impact of c
x
 on energy consumption, 1250kg vehicle weight

Impact of low temperature

The electric vehicles suffer from significant range loss in 
sub-zero temperatures. The poor performance of Lithium cells 
at sub-zero temperatures implies significantly increased internal 
resistance [13, 14 and 15]. Figure 8 shows behaviour of LiFeYPO4 
battery at 0°C and 18°C temperature when vehicle needed power 
of 10.4 kW for propulsion. Low 0°C temperature caused the 
battery voltage drop and current increasing. The battery model 
was modified for low temperatures impact simulation. The 
battery model was modified based on the testing of EV Edison 
at 0 °C at the University of Zilina campus. Figure 9 shows how 
the range which was simulated on the route 1 changed when the 
temperature was 0 °C. The simulation shows that the range is 
decreased approximately by 7.5 kilometres in all weight variations. 
It should be noted that the simulation did not take into account 
energy which is needed for heating the passenger area. In Figure 
10 you can see that energy consumption increased approximately 
by 0.8 kWh/100km due to low temperature. 

Impact of weight

One of the possibilities to increase the range is to reduce the 
vehicle weight. Figure 4 shows the impact of vehicle weight on 
the range and Fig. 5 shows the impact of the weight on energy 
consumption.

Fig. 4 Impact of weight on the range

Fig. 5 Impact of weight on energy consumption

Impact of aerodynamic drag coefficient cx

The aerodynamic drag coefficient value is commonly 0.32 
for city vehicles. As you can see in Fig. 6, the aerodynamic drag 
coefficient had a bigger impact on the range on route 2 because 
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weight rather than the aerodynamic drag coefficient. Climatic 
conditions especially low temperatures have significant impact on 
the range of electric vehicles. When designing electric vehicles 
it is also beneficial to focus on the systems which can heat the 
batteries to the appropriate temperature when the battery has low 
internal resistance. The gained results from simulations, mainly 
from the simulations of low temperature impact will be used in 
development of the on-board systems which will inform the driver 
about the range with better accuracy. . 
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Fig. 10 Impact of low temperatures on energy consumption

5. Conclusion

The simulation results show that for increasing the range 
of city electric vehicles it is better to focus on decreasing the 

Fig. 8 LiFeYPO4 battery producing 10.4 kW at 0°C and 18°C Fig. 9 Impact of low temperatures on the range
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1.  Introduction

The term “meme” was coined by evolutionary biologist 
Richard Dawkins in his book The Selfish Gene where it is 
described as an equivalent to gene in cultural evolution. Examples 
of memes are tunes, ideas, catch-phrases, clothes fashions, ways 
of making pots or of building arches. Just as genes propagate 
themselves in the gene pool by leaping from body to body via 
sperms or eggs, so memes propagate themselves in the meme pool 
by leaping from brain to brain via a process which, in the broad 
sense, can be called imitation [1].

Memetic algorithms represent a group of optimization 
methods which combine global optimization and local search 
methods. The global search part is usually based on genetic 
algorithm or particle swarm optimization. The global optimization 
part ensures diversity, favors exploration and provides good 
coverage of the optimization space, while the local search 
methods favor exploitation and speed up the convergence to local 
extremes [2]. The choice of local search methods is affected by 
the problem which is being solved. The no free lunch theorem 
says that the performance of different methods on different 
problem classes is not equal [3] and so the choice of the right 
local optimization method is often left on the user, see - Fig. 1. 
Problems of engineering mechanics often require computationally 
expensive evaluation of objective function [4 and 5], so it is 
crucial to choose the right local search methods. A traditional 
approach would be that the user selects the local search methods 
based on his previous experience and observation of their 

performance on similar problems. This traditional approach 
requires the user to have this experience and even then it does not 
guarantee that the best performance is achieved. The memetic 
algorithm which is proposed in this paper is using multiple local 
search methods and the algorithm itself is capable of making the 
decision which method should be used. This decision is based on 
performance evaluation.

Fig. 1 Effectiveness of algorithm vs. problem class

2. Description of the Memetic Algorithm

The global optimization part of memetic algorithm is based 
on genetic algorithm. The genetic algorithm is using three genetic 
operators: selection, crossover and mutation. Rank selection 

IMPLEMENTATION OF MEMETIC ALGORITHMS  
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stress design method. The sizes of step parameters of the local 
search methods are guided by linear cooling schedule (see Fig. 
5), which is used in simulated annealing. In each generation of 
genetic algorithm, 10% of the population is improved by local 
search methods. The memetic algorithm can choose the local 
search methods based on their performance.

Fig. 5 Linear cooling schedule

In the first iteration all local search methods are tested 
with equal probability, the performance of methods is then 
evaluated based on the difference of objective function divided 
by time spent by the method and averaged for each method. The 
percentage of candidates improved by local search methods is 
then divided according to their performance. If the percentage 
for any method reaches zero it is kept at small non zero value so 
it has chance to be tested and potentially return to normal use. 
If the ratio of use of all local search methods reaches zero, the  
process is restarted and all of them gain the same ratio of use as in  
the beginning. By always using the best performing method the 
overall performance is significantly improved. The scheme of the 
algorithm is in the following Fig. 6.

 

Fig. 6 Scheme of the memetic algorithm

is taking into account both the value of objective function and 
diversity to prevent premature convergence to local extreme. 
Uniform crossover ensures that the new offspring inheres equal 
portion of genes from both parents. The principle of uniform 
crossover is depicted in Fig. 2. Non-uniform Cauchy mutation 
performs better than other types of mutation because it has 
potential to make longer jumps [6]. The Cauchy distribution 
is depicted in Fig. 3. The high probability of mutation in the 
beginning helps to improve diversity in population and is 
approaching zero in the final stages. This probability of mutation 
is guided by exponential cooling schedule known from simulated 
annealing which can be seen in Fig. 4. In each generation the 
best 10% of population is carried to the next generation without 
changes. This elitist approach saves good solutions from mutation 
and crossover which could be otherwise lost. However, they are 
also used as parent chromosomes during selection and crossover. 
The worst 40% of population is deleted prior to the selection. 
The new population is assembled from the best 10% which were 
further improved by local search methods, the offspring generated 
by crossover and mutation and the rest is generated using “white 
space search” (WSS) algorithm to complete the full size of 
population.

Fig. 2 Uniform crossover

Fig. 3 Cauchy distribution

Fig. 4 Exponential cooling schedule

The memetic algorithm has five local search methods at its 
disposal. These methods include: pattern search method, Nelder-
Mead simplex method, Dai-Yuan nonlinear conjugate gradient 
method with line search, particle swarm optimization and fully 
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were used. The used materials were structural steels S235, S275 
and S355. The safety coefficient for stress was k = 3 so the stress 
limits Lv  for each material were 78.33, 91.66 and 118.33 MPa 
respectively. The prices p for ton of material were estimated 
450, 500 and 600 euro. Density was same for all materials 
t  = 7850 kg m-3. The displacement limit was 20 mm. The Young’s 
modulus is the same for all three materials E = 210 000 MPa.

Objective function is calculated as follows

xf V pi
m

i i i1/ t= =^ h . (1)

If the stress constraint is violated, the objective function is 
penalized as follows

x x xf f f
max

L

L

v
v v

= +
-^ ^ ^ c ^h h h hm. (2)

Similarly, if the displacement constraint is violated, the 
objective function is penalized as follows

x x xf f f u
u umax

L

L
= +

-^ ^ ^ c ^h h h hm. (3)

The structure was divided into 6 optimization groups. 
The optimization variables were 6 cross-section areas and 10 
geometrical parameters. The sizes of cross-section area were 
divided into 361 discrete values from 500 to 2500 mm2. For 
the purpose of keeping the number of optimization variables 
as low as possible the design variables for cross-sections were 
combinations of materials and cross-section areas so the total 
number of available cross-sections was 1083. The geometrical 
optimization variables were heights of the structure defining its 
shape. The nodes between the top and bottom of structure were 
always positioned in the middle of the total height.

The structure was loaded by its own mass and forces 
of magnitude 15 kN. Boundary conditions and optimization 
variables are depicted in the following Fig. 7 of the structure using 
the shape after optimization.

The size of population was set to 1000, maximum number 
of generations was 500 and the number of iterations of local 
search in one generation was 2. The resulting axial stresses after 
optimization are depicted in the following Fig. 8.

3. Properties of Local Search Methods Used in the 
Memetic Algorithm

The detailed description of the used local search methods 
would not fit into the scope of this paper, instead only their main 
properties will be discussed. The memetic algorithm uses five 
optimization methods as local search methods: pattern search, 
Nelder-Mead simplex method, Dai-Yuan nonlinear conjugate 
gradient method, particle swarm optimization method and fully 
stress design method. Pattern search method and Nelder-Mead 
simplex method are deterministic comparative optimization 
methods, thus they are derivative free and can operate on 
functions that don’t have continuous first derivative (noisy 
functions). However, they can perform inferior to gradient based 
methods when used on smooth functions with continuous first 
derivative. Dai-Yuan nonlinear conjugate gradient method is a fast 
converging deterministic gradient based method, however as all 
gradient based methods it can have problems with noisy functions 
as the numerical calculation of gradient can become problematic. 
Particle swarm optimization is considered as a stochastic global 
search method, however its properties can be altered by tuning 
its parameters (inertia, cognitive and social parameter) to favor 
exploitation over exploration [7]. Fully stress design method is 
an engineering approach to structural optimization and despite 
the fact that its use is limited only to stress constrained problems 
it is very effective. The fully stress design method can very 
quickly solve the part of problem which requires minimization of 
weight with respect to stress constraint, on the other hand, the 
conventional optimization methods would require much more 
time to find an equivalent solution. More detailed information on 
the fully stress design method can be found in [8, 9 and 10]. Each 
local search method is running only for a few iterations.

4.  Numerical Test

The algorithm was tested on a truss structure subjected to 
stress and displacement constraint. The goal is to minimize price 
of used material, while satisfying the stress and displacement 
constraints. Three materials with different price and yield strength 

Fig. 7 Boundary conditions (red – loading forces, green - deformation constraints) and optimization variables (c – cross-section, h - height)
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significance we run each combination 500 times. The results 
showing percentage of samples vs. computational time can be 
seen on the following histograms (Figs. 11 - 16).

Fig. 11 GA + PS

Fig. 12 GA + NM

The history of objective function can be seen in Fig. 10.

Fig. 10 Objective function vs. iteration step

The value of objective function in optimum found by the 
algorithm was 26.9 and mass of the structure was 1345.3 kg. 

Furthermore, due to stochastic nature of the components 
which are included in the memetic algorithms, a statistical 
test was carried out to compare the performance of MA with 
automated choice of local search method vs. MA with single local 
search method. We tested it against all five LS methods which 
have been used in the proposed algorithm.

The size of the population was set to 100, each local search 
method was allowed to run 2 iteration steps in one generation of 
GA. The algorithm stopped when it found solution with value of 
objective function lower than 40. The performance is compared 
based on the time spent by the algorithm. To provide statistical 

Fig. 8 Axial stress [MPa] after optimization

The history of local search methods use is in the next Fig. 9.

Fig. 9 Use of local search methods vs. iteration step (red - PS, green - NM, blue - NCG, cyan - PSO, magenta - FSD)
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test problem as we expected. Further research and testing on 
multiple test problems is required to definitely confirm whether 
the proposed idea of automatized choice of local search method 
improves the performance or not. Its performance could be 
affected by repeated use of deterministic local search methods on 
the same solution which did not improve the solution but rather 
wasted the computational time. The proposed method could be 
improved by keeping the track of operations carried out on each 
solution so the algorithm would not use the same deterministic 
method repeatedly on the same solution and also by using meta-
optimization to adjust the parameters of local search methods.
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In Fig. 9 you can see that the algorithm first selects FSD 
method, then Nelder- Mead method and finally the pattern search 
method. Nonlinear conjugate gradient method and particle 
swarm optimization method were used only scarcely. Pattern 
search and Nelder-Mead method are both deterministic and 
gradient free. Comparison of combinations of GA and single local 
search methods shows that the Nelder-Mead method is better 
than simple pattern search, however the automatic choice of local 
search methods chose pattern search over Nelder-Mead.

5. Conclusion

The best performing combinations were GA+PSO and 
GA+NCG so they can be considered as the best choices for 
solution of similar problems. The automatized choice of local 
search method has not improved performance on this particular 

Fig. 13 GA + NCG

Fig. 14 GA + PSO

Fig. 15 GA + FSD

Fig. 16 GA + [PS, NM, NCG, PSO, FSD]
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1. Introduction

Filling time, flow turbulence and melt velocity are considered 
as the most important factors during filtration of aluminium 
alloys, and therefore must be properly analysed in real conditions, 
as well as with the help of modern simulation systems. Numerical 
simulation represents a progressive tool that allows observation 
of processes which are difficult to analyse during real conditions 
(for example turbulences). For that reason we decided to use 
professional simulation software ProCAST, which helped us 
to clarify and analyse the phenomena taking place in the close 
vicinity of the filter [1].

2. First stage of the experiment

In the first stage of the experiment, three different filters 
were chosen (with direct channels and with conical channels); 
geometry of each filter is shown in Fig. 1.

Figure 2 shows the proposed gating system, red colour 
represents the location of filters. Simple cuboid was chosen as 
the casting.

Fig. 2 The gating system shape with the filter location

Preparation of the necessary CAD geometries was followed 
by FEM meshing in ProCAST software. We used an alternative 
(more complex) approach instead of the standard function to 
analyse the melt flow. Individual filters were imported to the 

NUMERICAL SIMULATION OF MELT FILTRATION PROCESSNUMERICAL SIMULATION OF MELT FILTRATION PROCESS
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alloys. Experimental work focuses mainly on the evaluation of velocity, filling time and turbulences in the close vicinity of the filter by numerical 
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-section geometry, and in the second stage was evaluated set composed of four filters with different number of channels and channels diameter.
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Fig. 1 CAD models of analysed filters
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of turbulent flow uses three theoretically different approaches 
arising from simplified modifications of the flow describing 
equations.

Currently, three methods are used to solve Navier–Stokes 
equations that describe laminar and turbulent flow modes. They 
express the laws of conservation of mass, momentum, heat or 
other scalar variables. Direct numerical simulation (DNS) solves 
equations in space and time to get an accurate time course of the 
observed variable.

The Reynolds-averaged Navier–Stokes (RANS) method gives 
the variable’s mean value in time. A combination of both methods 
is large eddy simulation (LES), which is used to simulate large 
eddies precisely (accurately) and solve small eddies by Reynolds 
equations. 99% of the models used in technical practice are 
those based on the RANS method. This method is also used by 
ProCAST simulation software. 

It should be also emphasised that, when evaluating the flow 
of metal through the filter, simulation software does not consider 
the gradual reduction of the filter flow capacity due to channels 
blockage by inclusions. Priming (time needed to fill the filter 
channels with melt) is followed by a unifom flow of melt until the 
entire gating system and casting are filled [3].

Variant A

Figure 3 shows the turbulence intensity at cross-section of 
the gating system - time 0.6 sec. The colour scale expresses the 
melt turbulent energy level, where purple means zero kinetic 
turbulent energy and with graduated shades it passes to red, which 
represents 350 cm2.s-2. Larger turbulence occurs on the outflow 
side of the filter in the lower part than in the upper part. However, 
we will be able to draw specific conclusions in terms of turbulence 
intensity only upon comparison with the other variants.

Fig. 3 Turbulence intensity - side view and top view 
(variant A, time 0.6 sec)

Variant B

The filling in Variant B is of a different nature compared 
to variant A. Turbulence on the outflow side of the filter is 
significantly smaller than in variant A. Figure 4 shows the 
turbulence intensity – cross-section of the gating system at the 
time 0.6 sec. Results will be described in conclusion.

simulation software including the precise channel geometry 
(based on the CAD files). This fact has a significant impact on 
the complexity of the entire process, especially on the creation 
of a 2D and 3D mesh, which was ultimately reflected in the 
time needed for calculation (approximately 200 computing 
hours per one variant). However, this method of simulation has 
great advantages compared to the conventional methods. In the 
conventional method the software ignores the precise geometry 
of individual filter channels (it only takes into account its flow 
capacity), and, therefore, it is impossible to accurately observe the 
filter effect on the melt flow [2]. 

Prior to launching the computation itself we had to set the 
input parameters and boundary conditions. The purpose of 
experimentation was not a specific case, but mutual comparison 
of the properties of individual filters in general terms. Therefore, 
the input data were not based on real-condition values, but were 
set as a model situation, constant for all three variants, which 
enabled their mutual comparison. To perform simulation was 
chosen AlSi7Mg0.3 aluminium alloy poured at 720°C by flow rate 
1 kg/s into green sand mould (room temperature 20 °C).

2.1. Results

2.1.1. Filling time

Based on the simulations we achieved the following results:

VARIANT A -    3.3051 s
VARIANT B  -    3.8414 s
VARIANT B1  -    3.3256 s

The shortest filling time was achieved in Variant A (filter with 
direct channels), almost the same time was achieved by Variant 
B1 (filter with narrower conical channels on the filter inflow side), 
and an observable increase (by approximately 16 %) occurred in 
Variant B. Matter of deciding which filling time is optional is 
complicated because fast filling leads to turbulence-related defects 
(such as mould erosion, air aspiration, and inclusions). On the 
other hand, slow filling may cause defects related to premature 
solidification (such as cold shuts and misruns). In general 
terms, filling time depends on the cast metal, casting weight, and 
minimum wall thickness. Achieved results show a way for filter 
manufacturer and purchasers to find best option while deciding 
which filter to apply for their specific conditions.

2.1.2. Turbulent energy

In numerical simulations, simplified models are used in 
addressing turbulent flow due to the complex, and still not fully 
understood, physical nature of turbulence. Numerical simulation 
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sec) occurred in variant B. Which variant is optimal is hard to 
say, it is dependent on the specific case. Main goal was to show 
possibilities of simulation software regarding filtration.

In terms of flow optimisation and the associated turbulences, 
variant B can be considered as the optimal alternative based on 
the results criterions. Variant B1 features the highest velocity on 
the outflow side of the filter, uneven flow and large turbulences. 
These turbulences are probably caused by nozzle-like shape of 
channels, which supports increase of velocity on the outflow side 
of the filter. These phenomena can be evaluated as negative effect 
leading to higher melt reoxidation and possibility of porosity 
nucleation during solidification [3 and 4].

3. Second stage of the experiment

During the second stage of the experiment were used 4 
different ceramic filters. Models of the filters used and their 
identification are shown in Fig. 6. The filter parameters are shown 
in Table 1. The objective of the second stage was to evaluate 
turbulence activity and velocity of the melt in the filter close 
vicinity (while flow area is changing due to amount of channels 
and their diameter). 

Parameters of the filters Table 1

Filter 
0810

Filter 
0812

Filter 
0735

Filter 
0825

Channel diameter   
[mm]

Ø 3.2 Ø 2.3 Ø 2 Ø 2

Flow area [mm2] 1351 1495 1348 1223

In order to be able to implement the above-mentioned 
methodology of filter properties investigation, it was first and 
foremost necessary to design and calculate a gating system. Design 
of the gating system required determination of the cross sections 
of individual parts of the gating system and determination of the 
controlling cross section. In the first stage we calculated the flow 
cross section (S

f
) of the ceramic filters used based on the sum of 

Fig. 4 Turbulence intensity – side view and top view  
(variant B, time 0.6 sec)

Variant B1

Figure 5 shows the turbulence intensity - cross-section of the 
gating system at the time 0.6 sec. Variant B1 shows the largest 
turbulence intensity on the outflow side compared to the other 
variants (the largest share of red).

Fig. 5 Turbulence intensity - side view and top view  
(variant B1, time 0.6 sec)

2.2. Evaluation of the first stage of experiments

In terms of the mould cavity filling time we can conclude that 
variant A is an alternative with the shortest filling time (3.3051 
sec), almost the same time was achieved by variant B1 (3.3256 
sec), and an observable increase by approximately 16 %  (3.8414 

a) Filter 0810                                  b) Filter 0812                                   c) Filter 0735                                  d) Filter 0825
Fig. 6 Experimentally tested filters
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and 0825 filter simulations, which have the same size of channels 
(Ø 2 mm), clearly shows that melt velocity is affected also by the 
size of the flow area. Flow area affects the size of metallostatic 
pressure in the way that the larger the flow area, the more easily 
depressurisation occurs. At the same time the melt velocity on the 
outflow side of the filter is also influenced to a great extent by the 
primary shock wave on the filter [4].

3.2. Turbulent energy

The colour scale expresses the melt turbulent energy level, 
where purple corresponds to zero kinetic turbulent energy and 
with graduated shades it passes to red, which represents 200 
cm2.s-2 (Fig. 9).

When evaluating turbulence, or the melt kinetic turbulent 
energy in the separation plane at the time 0.65 sec, optimal results 
were achieved by a 0812 filter, which exhibits on the outflow side 
of the filter the lowest level of turbulent flow in comparison to 
other filters (Fig. 9b). Although it has been proved that flowing 
through narrower filter channels accelerates the melt movement, 
the channel hydraulic diameter is so small that the Reynolds 
number reaches lower values than those for a 0810 filter having 
the largest channel diameter.

Fig. 9 Melt turbulence - time 0.65 sec.

4. Conclusion

The objective of this paper was to utilise numerical simulation 
for analysis of important parameters when casting aluminium 
alloys through ceramic filters. Partial objectives following the 
individual stages of experiments have confirmed that simulation 
is a useful tool even for this field of foundry industry. Nowadays, 
it is obvious that simulations are used not only for theoretical 
research, but they can be fully implemented even into practical 
tasks with tangible results, and can assist in choosing a suitable 
alternative from the evaluated set.

areas of individual channels. Subsequently, we determined the 
controlling cross section S

r
. In the experiments we used filters for 

aluminium alloy casting, therefore, we determined the resulting 
ratio S

f
 : S

r
 in the interval 4 to 8. Scheme of measuring system is 

shown in Fig. 7. Proposed measuring system has not been used 
only for simulation purposes and was constructed also for real 
conditions experiments, but those will not be evaluated in this 
article.

Fig. 7 Scheme of the measuring system

3.1. Melt velocity

Filter impact on the melt velocity in the section plane 
leading through the middle of the gating system (Fig. 8) was 
investigated. Velocity development was examined at the time 0.65 

sec, when the gating system was almost filled. The colour scale 
expresses the intensity level of the melt velocity similar to the 
previous case. Simulations show that the greatest deceleration 
of the melt occurs by introducing a 0810 filter, which consists of 
channels with a largest diameter among the investigated filters. 
This phenomenon is attributable to the fact that narrow filter 
channels may act as nozzles on the melt. Comparison of the 0735 

Fig. 8 Melt velocity - time 0.65 sec.
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1. Introduction

Welding distortions in a structure or component can result 
in the degradation of its dimensional tolerances followed by 
costly rectifications and possible delays in the production line. 
Additionally, welding residual stresses can influence the fatigue 
performance and buckling strength of the product. Therefore, 
understanding and controlling the formation of weld induced 
distortions and residual stresses are of the utmost importance in 
the manufacturing industry [1].

During the last three decades, with the evolution of computing 
capabilities, the finite element (FE) method has proven itself as an 
alternative and acceptable tool for prediction of welding residual 
stresses and distortions. The FE simulations for the welding 
process can be divided into three categories, though they all have 
a common motive which is assessment of welding residual stresses 
and distortions. The three categories are as follows:
1. The simulations in which the influence of welding process 

specifications (heat input, plate thickness, weld sequence etc.) 
are investigated.

2. The simulations in which a novel numerical strategy is used 
to get the results with acceptable accuracy but with less 
computational time.

3. The simulations in which FE input parameters (mesh size, 
element type, heat source model, material properties and 

material models etc.) are manipulated to study their influence 
on residual stresses and distortions [1].

Application of the first category allows optimization of the 
manufacturing process before assembly of the final construction. 
However, better FE analysis is performed if experimental samples 
are prepared to verification. Samples can have lower dimensions 
that are still significant advantage of the numerical analysis. In 
the article, application of the first FE category to prediction of 
angular deformations and residual stresses during T-joint welding 
is presented. Results are verified by thermocouple measurements 
and contactless deformation measurement.

In principle, a finite element simulation of the welding process 
consists of two main parts: thermal analysis and mechanical stress 
analysis. In thermal analysis, the temperature field is determined 
as a function of time for each integration point. This temperature 
time-history is used as an input into the thermal stress analysis. 
Herein, the thermal solution can be sequentially or fully coupled 
with the mechanical solution of the structure. Because the rate 
of heat generation due to mechanical dissipation energy can be 
neglected in the heat transfer analysis, a sequentially coupled 
thermal-stress analysis is commonly applied for the simulation 
of a welding process in which a thermal analysis is followed by 
a stress analysis [2 - 6].

NUMERICAL SIMULATION OF RESIDUAL STRESSES 
AND DISTORTIONS OF T-JOINT WELDING FOR BRIDGE 
CONSTRUCTION APPLICATION
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but in different distance of the base plate vertical axis (T03 
– 18.6 mm in 1st weld HAZ, T05 – 12.3 mm in 2nd weld HAZ) 
is shown in Fig. 2. Position of the thermocouple TC04 was 
very close to the weld penetration (see Fig. 8b), which led to 
destruction of this thermocouple during the welding process. 
Thermal cycle thus could not be used to verification of the results.

Fig. 2 Characteristic curve of temperature distribution in HAZ  
of the weld joints

2.2. Distortions measurements

Distortions of the T-joint were determined by the displacement 
of the points placed on the sample by optical measuring 
system TRITOP. The TRITOP system is an industrial optical 
measuring system that acquires 3D coordinates of selected 
points of a measuring object without contact. In order to carry 
out photogrammetric measurements, the object needs to be 
recorded from various directions with a high-end digital camera. 
It is not necessary to maintain exact camera positions. Some 
coded measuring markers are applied to the fixture or directly 
to the object and are used for the automatic evaluation process. 
Scale bars are positioned next to the object. Their dimensions 
are transferred to the measurement to provide scale and to 
observe the measuring accuracy. Surface points to be measured 
are marked with removable markers or adapters. Photographs 
prepared by digital camera are after creating processed in the 
appropriate software.

Experimental samples were during the distortion measurement 
welded by two welding sequences (Fig. 3). First sequence was 
consecutive welding with one welding tractor. One fillet weld was 
prepared at first, and after the tractor was transferred to other side 
of web, second weld was made. Second sample was welded by two 
welding tractors at once. The second welding source started to 
work with technological delay of 25 s after the first one. 

2. Experimental measurements and results

Experimental works consisted of the measurements of 
thermal cycles by the thermocouples and contactless distortions 
measurement by the TRITOP system.

Each measurement was performed on the T-joint made 
of S355J2+N steel plates with 12 mm thickness welded by the 
fillet weld from both sides of the web. Welds were prepared by 
automatic MAG welding process by FastMIG Basic KM500 
device at welding parameters according to Table 1. Welding 
wire INEFIL (G 42 4 M G3Si1 in terms of EN ISO 14341-A) 
with Ø1.2 mm diameter was used as a filler material. During the 
process, shielded gas consisting of 18 % CO

2
 + 82 % Ar was used.

Welding parameters Table 1

Weld 
pass

Current 
I

z
 [A]

Voltage 
U

z
 [V]

Welding speed 
v

z
 [mm.s-1]

Arc power  
Q [kJ.mm-1]

1 421.7 41.4 5.86 2.38

2 394.8 39.3 5.88 2.11

2.1. Measurements of thermal cycles

Samples with length of 750 mm were used during 
thermocouples measurements. Base plate width was 200 mm 
and web was 100 mm high. Thermal cycles were measured by 
9 thermocouples type K, placed in the base plate from the 
bottom side in three planes (3 thermocouples in each plane). 
Thermocouples were in different depth and distance of the center 
of the sample to better description of temperature distribution, 
mainly in heat affected zone (HAZ) of the welds. Position of the 
thermocouples TC03, TC04 and TC 05 used for the verification 
of the thermal behavior during experimental measurement and 
FE analysis is shown in Fig. 1. Temperatures were during welding 
measured with the frequency of 10 Hz.

Fig. 1 Position of the thermocouples TC03, TC04 and TC05

Characteristic curve of the thermal cycles measured by 
thermocouples T03 and T05 placed in the same depth (9.3 mm) 
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shown in Table 2. Positive value represents decreasing (closing) 
of the angle between the base plate and web, and negative value 
increasing (opening) of the angle.

3. Numerical simulation of welding

FE analysis of welding was prepared to prediction of 
temperature distribution during welding, distortions and residual 
stresses after welding.

3.1. Input parameters

Due to relatively large dimensions of the experimental 
samples, simplification of the structure by 2D geometrical 
model was applied, which represents cross-section of the T-joint. 
Simplification not only allowed shorter computational time, but 
also finer meshing in the weld area in relatively low number of the 
elements. It increases precision of the welding analysis.

Two geometrical models were prepared during analysis 
to ensure possibility of comparison of the experimental and 
numerical results (different dimensions of the base plate and 
web were used in experiments). Dimensions of the model to 
thermal analysis corresponded with sample from thermocouples 

Fig. 3 Dimensions of the sample and welding sequences during 
distortions measurements

Distortions of the T-joint were processed in the TRITOP 
software and each point’s coordinates were transferred to graphic 
output of sample distortions. Example of the distortions for 
second welding sequence (welding at once) is shown in Fig. 4. 

Coordinates of the points served for the calculation of the 
angular distortion by the law of cosines and difference of the 
computed angles between the web and base plate on the both 
sides of the T-joint. Angular distortion was computed in the 5 
cross-sections, where the 1st one was situated in the front of the 
sample (beginning of the 1st weld) and the others were placed 
in intervals 150 mm long. Calculated angular distortions are 

Fig. 4 Distortions of the sample after welding with technological delay 25 s (green – before welding; red – after welding)

Angular deformation obtained by optical measurement  Table 2

Cross-
section

Consecutive welding Welding at once

Right side (1st weld) Left side (2nd weld) Right side (1st weld) Left side (2nd weld)

1 0.7408° -0.8958° 1.0180° -0.7137°

2 1.3464° -1.1177° 0.6101° -1.0746°

3 1.4745° -1.2073° 0.4941° -0.7797°

4 1.5448° -1.3362° 0.7777° -0.6003°

5 0.9160° -0.9167° 0.7848° -0.4983°

Average 1.2045° -1.0947° 0.7369° -0.7333°
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Welding speed of the heat sources corresponded with speed 
during experimental measurements (shown in Table 1).

During welding, a considerable amount of heat is lost by 
radiation and convection, while radiating loses are dominating 
at higher temperatures near the weld zone and convection loses 
are significant at low temperatures away from the weld line. In 
this analysis, radiation is modeled by standard Stefan-Boltzman 
relation, in which the main parameter is radiation emissivity ε [7]. 
Constant value of the emissivity was maintained with the value of 
ε = 0.8 that corresponds value with oxidized surfaces of materials 
[8]. Heat loss by convection depends on convective heat transfer 
coefficient, or on heat flux q [7]. In performed analysis, constant 
heat flux was defined with the value of 8 W.m-2. Applied heat flux 
value was controlled according to cooling curve measured by 
thermocouples. 

Mechanical analysis requires except of the material properties, 
heat source definition also definition of the clamping conditions. 
In FE analysis, clamping was defined by removing of the freedom 
degrees for the two points according to Fig. 7.

Fig. 7 Clamping conditions of FE analysis

3.2. Thermal analysis results

Results of the thermal analysis are thermal fields and thermal 
cycles during welding. Comparison of the thermal fields and weld 
joint macrograph from thermocouples measurement is shown in 
Fig. 8.

Temperature distribution from the FE analysis of welding 
corresponds with the liquid metal penetration during welding 
from the macrograph. Slight differences might be observed in the 
upper part of the welds caused by the shape of the heat source 
model that does not allow widening of the thermal field in the 

measurement and mechanical analysis model had the same 
dimensions as distortion measurement sample.

Geometrical model was created in AutoCAD program and 
consequently meshed in Visual-Mesh software. Thermal source 
movement was defined by trajectory path and so-called reference 
that serve to definition of the local coordinate system. Both curves 
(lines) were formed by 1D elements. Along with weld parts and 
curves of the thermal source movement, a plane (curve) of heat 
exchange has to be defined. In the prepared mesh, the curve 
formed as a contour of the 2D model served for this purpose. 
Final model of the T-joint was formed by 2784 2D elements and 
802 1D elements (Fig. 5).

Mechanical properties of the FE model were defined by 
material database of SYSWELD software for S355J2G3 steel. 
Since material used in experimental measurements had the 
same strength grade as material in software database, it was not 
necessary to modify the database.

Welding process is in numerical simulations defined by 
heat source model. Arc welding processes (MMA, MIG/MAG, 
TIG, etc.) are mostly defined by double-ellipsoidal heat source 
(so-called Goldak’s source) [1, 2 and 4]. Geometry and heat 
source parameters of the double-ellipsoid that was defined 
according to macrograph of the experimental sample and real 
heat input are shown in Fig. 6 and Table 3.

Fig. 5 FE mesh

Fig. 6 Geometry of double-ellipsoidal heat source model [1,2,4]

Heat source parameters   Table 3
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1. 18.62 14 2 4 5.5 9.4 8 -49 0 -2.2

2. 12.635 9.5 2 4 7.5 10 -8 56 0 -2.8
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4. Discussion

Temperature cycles obtained by numerical simulation 
achieved high agreement with the experimentally determined 
curves. The highest agreement was at the cooling time from the 
maximum temperature to 100 °C, where the differences were 
lower than 1 %. High match was also in the maximum temperature 
of the cycle, but with increasing temperature the agreement 
decreased. It can be caused by even slight differences in actual 
and computational thermal conductivity of the material, but also 
by imperfect coupling of the thermocouple to the material or 
the position of the thermocouple in the hole (ceramic cover of 
thermocouple in the hole acts as a place with different thermal 
properties as welded material). Higher differences were found 
in the parameters t

8/5
, and r

300
 that are significantly influenced 

by real heat losses from the material. Only constant values 
of thermal emissivity and heat flux was applied, but some 
authors recommend temperature dependent parameters [9]. 
Simplification of the heat transfer process might result to obtained 

outer part of the weld. Thermal cycles were obtained in the places 
of corresponding with the thermocouples position, from which 
the characteristic parameters of the cycle (maximal temperature 
– T

max
, cooling time from 800 °C to 500°C – t

8/5
, cooling rate in 

300 °C – r
300

 and cooling time from T
max

 to 100 °C – t
100

) were 
defined and compared with those obtained by experimental 
measurements (Table 4).

3.3. Mechanical analysis results

Values of the angular distortions were computed from the 
displacements of the nodes placed on the edges of the planes and 
with application of the law of cosines, similarly to experimental 
measurements. Results of the angular distortions are shown in 
Table 5.

                                             a) thermal fields                                             b) weld macrograph 
Fig. 8 Thermal fields of the first and second weld bead in comparison with macrograph of weld joint after consecutive welding 

Parameters of thermal cycles after experimental measurements and FE analysis Table 4

Thermocouple  
(FE node)

Exp. / Sim. T
max

 [°C] t
8/5

 [s] r
300

 [°C.s-1] t
100

 [s]

TC03
Exp. 476 - 0.52 1798

Sim. 462 - 0.85 1804

TC05
Exp. 1055 64.8 0.54 1842

Sim. 1297 40.5 0.86 1837

Angular distortions obtained by numerical analysis  Table 5

Consecutive welding Welding at once

Right side (1st weld) Left side (2nd weld) Right side (1st weld) Left side (2nd weld)

1.285° -1.072° 0.548° -0.792°
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1) Numerical simulation of welding offers a possibility of high 
agreement of the thermal cycles and parameters T

max
 and t

100
 

with experiments without a necessity of material database 
modification according to real chemical composition and 
without temperature dependent thermal emissivity and heat 
flux if steel with corresponding strength grade is used.

2) Angular distortion obtained by FE analysis achieves high 
agreement with experimental results in the application of 2D 
FE model.

3) Experimental and simulated results showed lower angular 
distortion of the T-joint in the welding at once with the 25 
s delay compared to consecutive welding by one welding 
source around the sample.
Numerical analysis with the parameters used in this article can 

be further applied to distortion prediction of the steel structures 
with larger dimension and at different welding sequences.
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differences of cooling parameters. High agreement of maximum 
temperature of the cycle and cooling times along with the shape 
of temperature fields corresponding with the macrostructure are 
still sufficient conditions for the prediction possibility of residual 
stresses and distortions.

In the T-joints welding an angular distortion has an important 
role that is in addition to the welding parameters also related to 
the welding sequence. Welding parameters have to be in some 
cases higher to ensure weld penetration. In this case, it is possible 
to reduce deformation of the plates by application of different 
welding sequences, to the choice of which it is also possible to 
use numerical simulation. In the experimental measurements 
and FE simulations were used two welding sequences with the 
same welding parameters. Lower distortions were experimentally 
measured and also numerically predicted in the welding at once 
with a delay of 25 s. Results of the simulation were in very 
high agreement with the experimental results for both welding 
sequences.

5. Conclusions

Results obtained by the numerical simulation of the T-joint 
with subsequent verification by experimental measurements might 
be concluded as follows:
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1. Introduction

Computer simulation belongs to group of important tools for 
aid of industrial robotic development. Process of the simulation 
enables engineers to solve many tasks related to designing of the 
industrial robots construction and configuration, and also to test 
them at the robotized workplace virtual model by simulation. 
These tasks type can be classified as “basic tasks” which are 
usually solved with support of the complex program packages 
known as CAD/CAE and CAPP systems [1 and 2]. Their tools 
allow user to create the detailed models of the robot individual 
constructional parts, to define kinematic joints between them, to 
create the robot arm assembly and simulate its motions, velocities, 
accelerations and acting forces and torques, to test the design of 
the robot.  For solving the complex tasks related to the industrial 
robot programming and implementation of the various input/
output devices, it is necessary to use the programs belonging to 
the group of computer aids of manufacturing engineering (CAPE). 
Such programs consist of the special functions applicable only to 
the certain robot type and to solving the specific tasks. These 
programs enable to simulate: process of the robot programming, 
changes of the robot control system settings, controlling of input/
output devices, grasping of parts and manipulation with them 
and also to test the robot working cycle at the virtual model 
of a robotized workplace. The Department of Automation and 
Production Systems has the practical experiences with solving 
the tasks related to the simulation of robotized welding and 
deburring, and also with robots cooperation. The Department has 
been using a special program of computer aided robot control and 
programming [3]. 

Till this time, the industrial robotics was focused most 
of all on automation of welding and painting processes, and 
manipulation with objects. But at the present the new trends in 
industrial robot applications are related to the request to involve 
them to the collaboration with human [4] or to place them at 
a mobile platform to be able to move inside a factory [5]. The 
programming of such industrial robots is much more complex 
and it requires an implementation of various specific devices or 
control algorithms which are not standard in current robotics. 
The solution of these problems is the object of interest of different 
development groups in the world. The effort to engage these 
specialists into the unified platform resulted in the project ROS 
Industrial that brings new possibilities to solve such complex tasks 
in industrial robotics [6] implementing a unified open-source 
platform The Robotic Operating System (ROS). This platform 
is freely accessible for researchers from around the world and 
enables them to cooperate and exchange information with each 
other and determine the future direction of the ROS.

In the framework of currently “running” European research 
projects [7] the several research workplaces (IPA Fraunhofer, 
Danish Technological Institute, TU Delft, LMS-University of 
Patras, etc.) participate in the research of tasks connected 
with intelligent and safety interactive Human-Robot (H-R) 
cooperation for assembly plants of the future. Research in 
individual solved projects is most of all aimed at hardware and 
software aids of symbiotic assembly solution and application of 
new technologies in area of the shared workspace operations 
sensing and controlling. The open-source system ROS is used 
for tasks relating to the H-R cooperation.  This system consists 

NEW POSSIBILITIES OF ROBOT ARM MOTION SIMULATIONNEW POSSIBILITIES OF ROBOT ARM MOTION SIMULATION
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Fig. 2 Structure of directories and files within the build system catkin

ROS expands current possibilities of industrial robotics 
with new tools for spatial perception, recognition of objects, 
faces, gesture and motion tracking, stereovision and more. It 
is based on the support of the standard used hardware within 
robotics like industrial robots from known manufacturers (ABB, 
Adept, Yaskawa Motoman, Universal Robots or Fanuc), security 
elements and different types of end effectors and grippers. 
Besides all this, it has the ability to work with hardware which is 
not directly specific for usage in industrial robotics, for example, 
different types of image sensors and space depth sensors [9].

3. Simulation of robot working activity

The process of simulation is preceded by some basic steps. 
It is about choosing the right simulation tools, configuration of 
simulation tools and system linking. This section will describe 
each simulation capabilities and the environment in which the 
simulation will take place.

3.1. Simulation facilities

For the purposes of verifying and testing possibilities offered 
by the ROS platform – a notebook ASUS X550C computing 
device was used. The parameters of this device are stated in 
Table 1. The used operating system is preferentially intended for 
the ROS platform with codename Hydro. In GitHub repository 
which represents a worldwide stack of data for ROS community 
are available packages which are able to create programs for 
industrial robots Fanuc. For the use of an industrial robot Fanuc 
LRMate 200iC within platform ROS several initialization steps 
were executed. These initialization steps were able to recompile 
files created with ROS to formats compatible with the robot 
control system. This allowed the mutual communication between 
the robot and the ROS.

of tools as 3D sensing, automatic generation of trajectories or 
solution of inverse kinematic tasks [8].  

The research of possibilities to utilize the platform ROS for 
creation of an intelligent safety system for the laboratory robot 
Fanuc LR MATE 200iC is now starting at the Department of 
Automation and Production Systems. Such a safety system should 
allow the robot to obtain online information from a surrounding 
workplace, recognize the objects in a monitored space and adapt 
the robot arm planned motions to current state of the risk of 
unwanted collisions with an object in the workplace. The article 
presents the basic information about the structure, tools of open-
source platform ROS and selected steps related to the solving of 
the robot workplace simulation in ROS.

2. ROS and ROS Industrial

The ROS platform represents developmental environment 
that is used for creation of reliable programs for mobile and 
service robots control with utilisation of various types of hardware, 
drivers, libraries and other devices [9]. The ROS platform consists 
of the group of packages that include files starting the required 
tasks. The goal is to create the control program composed of 
several independent programs that can work together. Such 
starting program is called “nod”. Single nods communicate 
with each other in environment called “Master” that is a very 
important part of the ROS platform. Dependencies between 
single nods in the framework of Master environment is possible 
to view with help of tool “rqt graph“ - see example shown in Fig. 
1. The ellipse represents a single nod. Arrows represent relations 
between single nods which send or receive messages related to 
the topic. The nod/turtlesim represents a simulation environment 
and it receives information from nod/teleop_turtle that provides 
motion commands. Both nods send information to the nod/rosout 
that collects published data from all available nods [10].   

Fig.1 Visualisation of dependence between individual nodes under  
the ROS

When creating programs in ROS the build system catkin is 
used. The build system represents a tool that is able to translate 
the source code to files, libraries, binary files and scripts. When 
creating new projects in ROS it is necessary first to define the 
workspace. With regard to the directory the whole files essential 
for the right function of the created application must be placed. 
Structural arrangement of the working directory, packages, and 
codes which are used in the build system catkin is in Fig. 2.
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confirmation of the hardware functionality the device was 
connected to the ASUS X550C notebook with corresponding 
packages. Subsequently, the application for verifying the basic 
setups for the Kinect device was launched.

As can be seen in Fig. 3 on the right, the quality of image 
from rgb camera is sufficient enough. In the figure on the left is 
an image from a depth camera which shows the distance between 
the person and object in the space with the assistance of the color 
scale. Based on these two figures it can be concluded that the 
sensor Primesense is working correctly. The implementation of 
the picture from the depth camera in simulation environment is 
described in the experimental part.

3.3. Simulation environment

For creation of the intelligent safety system the program 
MoveIt! was used. This program is able to define the kinematics 
of the robot, motion and trajectory planning, collision detection, 
spatial perception and more in the environment of ROS platform.  
For the purposes of simulation the MoveIt! a graphical interface 
Rviz was used.

Rviz is able to easily detect and adjust actual settings of the 
simulating environment, simulated model and also monitor and 
display output data from the sensors that the robot is equipped 
with.

The first step in the creation of simulation environment was 
the preparation of the mathematical model of the industrial robot. 
For the purpose of simulation of the model in fanuc_drivers 
a package from GitHub repository was used. This eliminated the 
need to create a model of a robot in CAD system and convert 
it with to URDF (Universal Robotic Description Format) 
supported by ROS.

The next step was to create a configuration package for the 
chosen robot model. In this step it was necessary to define a way 
how to solve the inverse kinematics with the help of one of the 

 Table 1

ASUS X550C

Processor Intel Core i5-3317U

System memory 4016 MB DDR3

Graphic accelerator Nvidia GeForce 720M 2GB DDR3

Operating system Ubuntu 12.04.5 LTE Precise Pengoline

3.2. Communication between the robot control   
  system Fanuc R30iA Mate and ROS

For the compilation of these files the program Fanuc 
Roboguide V7 was used. This program contains an essential 
function for compilation of ROS files to format supported 
by the robot control system.  After compilation this folders 
were uploaded to a robot control unit of the real robot. After 
this procedure configuration and initialization of the files was 
provided. For the exchange of information between the control 
system of the robot and ROS the ROS configuration had to be 
setup. This included a set of network address, communication 
port and start up of the supporting communication programs. For 
the complete recovery of   communication it will be necessary to 
add the robot control system with the options R623 and R648. 
These options will be able to exchange data between both systems.

3.3. Communication between Kinect device  
  and ROS

The next device which will be necessary to create an intelligent 
safety system is a sensor used for spatial vision. For confirmation 
of the capabilities of spatial vision implementation a Kinect 
device was chosen. The functionality and communication ability 
of this device was tested with the use of computer with operating 
system Microsoft Windows 7 and corresponding drivers. After 

Fig. 3 Verifying the functionality of Kinect device
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From this database it is possible to load the position which was 
saved before. With the help of an orientation element located in 
the middle of the robot flange (in the tool center point, TCP) 
the whole positions were set. These positions are essential for 
the creating of the required robot working activity. One of the 
achieved positions is described in Fig. 5b.

The simulation served for the verification of functionality of 
the selected robot model and selected library for the purposes of 
solving inverse kinematics. The robot collision with the objects 
in the working space or self-collision was simulated. Recorded 
unwanted collision states were indicated in red color representing 
appropriate part of the robot arm. (Fig. 5c) After performing 
the execution for planned motion of the robotic arm the system 
evaluates the planned motion as faulty and does not allow the 
execution. The possibility of describing the trajectory of the 
robotic arm (Fig. 5d) and the motion in loop was available. 
Mathematical model of the robot which was selected for the 
simulation is not enough processed and does not contain the 
end effector by which the objects in the workspace are caught. 
Obtaining the basic information about behavior of the simulation 
is sufficient enough.

The display of output data obtained from the Kinect device 
was tested in the environment Rviz. Figure 6 represents the real 
workplace displayed as a point cloud. The point cloud represents 
a group of a bigger number of points where each point has 
a defined position in space. Each point has assigned information 
about color obtained from the rgb camera with which the Kinect 
device is equipped. In defining the settings in Rviz environment 
it was also possible to choose the resulting picture from different 
kinds of displays. Figure 6a displays a standard view of the 

existing packages. The chosen library KDL (The Kinematics 
and Dynamics Library) is standardly used in ROS for industrial 
robots with six controlled axis. Except this, the collision states of 
joints, starting positions were setup and the range of the joints 
was verified. In the following step configuration files necessary for 
work in MoveIt! were generated. After launching the generated 
file in the Rviz environment we went in the definition of a move 
planner. This planner helps to specify the results of the solved 
kinematics. As a motion planner within ROS the OMPL (Open 
Motion Planning Library) was used. This library offers several 
ways of solutions depending on the chosen algorithm.  For the 
purposes of experiment we chose a PRM (Probabilistic Roadmap 
Method) planner.

For the launch of the simulation environment it was necessary 
to use several nodes in which mutual dependences are represented 
in Fig. 4. As can be seen, the dependence net is quite complicated. 
The main nodes can be described as rviz node which represents 
the basics of simulation environments (marked in red color), 
move_group node which is responsible for the execution of the 
moving commands (marked in blue color) and node rosout 
(marked in green color) whose function is described in Chapter 2.

4. Simulation experiments

As first, the work of the industrial robot was simulated. 
The goal of the robot was to achieve required points within the 
operational space. The robot arm was, at the beginning of the 
simulation, in the starting position described in Fig. 5a. This 
position of the robotic arm was saved in the position database. 

Fig. 4 Dependence between nodes after simulating environment launch
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5. Conclusion

The article presents individual steps of testing the ROS 
platform utilization for the purpose to propose an intelligent 
safety system for the robot Fanuc LR Mate 200iC control. 
We set and verified communication between the robot Fanuc 
control system and ROS and also between Kinect and ROS. 
The functionality of the robot selected model was verified in 
the ROS simulation environment through the simple simulation 
experiments. Achieved results showed that ROS platform can be 

scanned space by using the Kinect device in the Rviz. After 
turning the view in program (Figure 6b) it is obvious that points 
are distributed within the simulated space. From the figures it is 
obvious that using a single Kinect device is not sufficient for the 
purposes of detecting and recognizing objects in the monitored 
area. That is why for the solution of creating an intelligent safety 
system we will consider a multi sensor system.

a) b)

c) d)
Fig. 5 Examples of the robot simulation, a) initial state, b) achievement of defined point,  

c) collision between the robot arm and table, d) display of the robot trajectory
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the ROS simulation environment. This allows us to create the 
new and advanced applications for the robot arm motions 
controlling.
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used for research of possibilities of controlling the robot working 
activities in laboratory conditions of the department. On the 
other hand, the obtained experiences and knowledge led us to 
specification of other tasks which will be implemented in the 
coming period:
• To create the new mathematical model of industrial robot 

with an integrated model of robot´s end effector that allows 
us to perform a better simulation.

• To setup, activate and verify the communication between the 
robot FANUC LR Mate 200iC control system and the ROS 
applications.

• To elaborate methods of recognizing the particular objects 
in the monitored space and implement created function into 

a) b)
Fig.6 View of workspace of robot in Rviz, a) direct view, b) at an angle
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1. Logistics Processes and Systems Designing

The aim of the logistics processes and systems designing is 
to draft such a logistics system in the pre-implementation phase 
which could meet all the necessary technical (optimum use of 
resources, high level of provided services, system flexibility, high 
transparency, etc.) as well as economic (return of investments, 
logistics costs, productivity, etc.) parameters without additional 
adjustments and interventions into the real system in the phase of 
its implementation and operation [2 and 3].

The current pressure on fast innovations in the factory means 
higher demands on logistics systems designing from the point of 
view of the laboriousness reduction, time and costs consumption 
for implementation of the entire designing process and increase 
of quality, complexity and information ability of outputs generated 
from the process [4].

Due to the above mentioned reasons it is possible to 
summarize the basic designing process requirements:
• Quick draft of new solutions.
• Observance of the system approaches when designing.
• Designing of logistics systems as a part of the digital factory 

concept.
• Interactive design of a new logistics system.
• A possibility of a running inspection and evaluation of the 

proposed solution variants.
• Application of the optimization approaches in the individual 

stages of the logistics system draft.
• Suitable visualization and presentation of the designing 

outputs.

• A possibility of dynamic verification of the proposed solution 
[2].
General procedures of logistics system designing include the 

following stages (Fig. 1):
1. Preparation, processing and analyzing of the input data.
2. Material flow analysis and transport performances calculation.
3. Analysis of existing means.
4. Processing of the logistics system variants – a static draft of 

the system.
5. Computer simulation – dynamic dimensioning of the material 

flow components [2].

1.1. Preparation, Processing and Analyzing  
  of the Input Data

The basic information source for the designing is mainly 
a database from the technical preparation of the production. The 
data for logistics system designing has to include information 
about:

• Products (P – Product), which will be manipulated, 
transported and stored in the logistics system (products 
types, bills of materials, material consumption standards, 
construction parameters, physical characteristics of the 
individual items, etc.).

• Quantities (Q – Quantity), which will be manipulated, 
transported and stored in the logistics system (overall 
quantities of transport, time progress of the requirements – 
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seasonality, irregularity, transport, storage and manipulation 
units, etc.).

• Routings (R – Routing) of the individual items in the 
production and circulation (production procedures, assembly 
procedures, transportation relations, etc.).

• Supporting services (S – Supporting Services) necessary 
for the logistics activities implementation (maintenance and 
modernization of the logistics devices, quality management, 
packaging, etc.).

• Time (T – Time) periods of the individual activities in the 
logistics processes (loading and unloading time, transport 
time, preparation times, stock operations time, etc.) [4].

1.2. Material Flow Analysis and Transport   
 Performances Calculation

The aim of this stage is a detailed analysis of the input 
data collected in the previous step and the analysis can provide 
the information about the current state of the logistics system, 
requirements for the parameters design and dimensioning of the 
future logistics system [4 and 5].

The base of the analysis is transported material items and their 
movements in the logistics or production system [2, 3 and 6].

From the range of products analysis of the transported parts 
point of view great emphasis is put on the use of tools which 
enable to analyze all items and to sort them into smaller subgroups 

(families) for which the common elements or subsystems of 
logistics system can be designed. The most often used tools are:
• Classification of material items on the basis of construction 

similarity (shape, dimensions, material, etc.).
• P – Q analysis: classification of the material items on the basis 

of transported volumes.
• P – P analysis: classification of the material items on the basis 

of their influence on the overall value flow.
• P – G analysis: classification of the material items on the basis 

of weight [7].
From the material flows point of view we examine quantitative 

(intensity of a material flow) and qualitative (movement direction, 
movement routes) aspect of a material flow. Methods and tools 
used for the analysis and optimization of the material flow can be 
divided into the following groups:
• Recording methods: progress lists, a where from – where to 

table.
• Graphical methods: line scheme, spaghetti diagram, Sankey 

diagram.
• Optimization methods (analytic, heuristic, metaheuristic): 

linear and dynamic programming, triangle method, CRAFT, 
CORELAP, ALDEP, and the like [8].
A synthetic indicator resulting from the analysis of 

transported parts and their movement is a calculation of transport 
performances and transport costs:
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Fig. 1 General procedure of the logistics system designing [2]
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of the individual transport devices, a draft of transport 
routes, a definition of loading and unloading sites, location 
of storage facilities, etc. The system topology itself is affected 
by results of an analysis of the transported range of products 
and material flows and by the selected suitable methods of 
transport, manipulation and storage.

2. Static dimensioning of material flow elements: it represents 
a stage of capacity dimensioning of a logistics system, 
a selection of specific types of transport, manipulation and 
storage means and definition of their parameters (bearing 
capacity, dimensions, speed, loading and unloading time) 
and a calculation of the overall need of the individual types 
of devices used in the logistics system is implemented for 
the proposed topology of a logistics system.

3. Interconnection of the system with the environment: the 
designed logistics system has to be effectively interconnected 
to the previous and subsequent factory processes. Due to 
this fact great emphasis is in the project of a logistics system 
draft put on the designing of input and output places of the 
logistics system. The aim is to create such a way of passing 
and receiving of material items between the system and its 
environment so that laboriousness and times of waiting for 
material are reduced.

4. A control system draft: whereas the previous three steps 
deal with the draft of a part of the logistics system as for 
the physical material flow, the last step consists of a draft 
of information flows in the logistics system which includes 
collection, processing, storing (logistic record keeping) and 
use of information in the processes of planning and controlling 
of logistics processing. The control system draft is a key part 
of the logistics system draft because the organization factors 
have the greatest influence on the logistics processes progress; 
the technical parameters are of significantly lower importance 
[2 and 6].

1.5. Computer Simulation – Dynamic Dimensioning  
  of the Material Flow Components 

On the basis of the proposed concept of the logistics system 
it is important to implement the dynamic evaluation of system 
performance in the final stage of the logistics system project and 
complete the proposed logistics project in detail. It is possible to 
implement the analysis from the physical rules and sensors signals 
point of view (e.g. simulation of the dependency of transport 
time and changes of speed caused by events on the transport 
route – an obstacle on the route, loading/unloading of material, 
reduced speed of a logistics element, etc.) as well as the analysis 
based on the change of system condition in a form of a discrete or 
connected event-oriented simulation [10 and 11].

The verification enables not only to define an optimum 
number of logistics means but also to check the performance 
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where:

p  - an overall transport performance (pcs . m / time unit),
z - overall transport costs (€/ time unit),
f

ij 
  - intensity of material flows between objects i and j (pcs / time 

unit), 
c

ij
  - transport costs for transport of one material unit per one  

  distance unit between nobjects i and j (€/ (m . pcs)),
d

ij
  - distance between objects i and j (m) [8].

1.3. Analysis of Existing Means 

A part of the analytic stage of logistics system designing is an 
analysis of available resources. The resources necessary for the 
logistics process include:
• Transport, manipulation and storage units – they form passive 

elements of a logistics system, enable effective manipulation, 
transportation and storage of material items.

• Means of transport and manipulation devices – active parts 
of the logistics transport system; devices which provide 
relocation of material from the place of supply to the place 
of consumption.

• Storage facilities – devices which provide temporary storage 
of material before it is used.

• Stuff – workers responsible for management and operation of 
logistic activities.

• Areas – production areas or factory areas, which are connected 
with the performance of logistics activities [9].

The analysis of existing means provides an assessment of 
structure, quantity, technical parameters and efficiency of use of the 
existing means in logistics. In the draft stage the required structure 
of means is always compared to the existing one and a solution 
of disproportions between both data files (procurement of missing 
means, elimination of redundant means) is also a part of the draft. 
The need for means and the real level of their usage is one of the 
indicators of productivity and economy assessment of a logistics 
system [10].

1.4. Processing of the Logistics System Variants –  
 a Static Draft of the System

The proposed stage consists in a draft of several variants of 
the logistics system, which meet the final criteria of the project. 
Each variant has to deal with:
1. Logistics system topology: the system topology describes the 

spatial solution of a logistics system, i.e. the arrangements 
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Fig. 2 Transport means used in the logistics system

Material is delivered from the entrance storehouse. There are 
currently nine catching positions in three time sequences (12 min, 
24 min, 48 min) designed within the storehouse. The sequences 
are designed on the basis of production cycles of individual 
workplaces. The arrangement of the catching positions is not 
optimal at the moment and, therefore, it is necessary, based on 
the monitored indicators, to define a new arrangement of the 
sequences in the storehouse. 

2.2. Static Draft of the Logistics System

There are currently several software solutions for support 
of the static draft of production and logistics systems like 
visTABLE from Plavis, Tecnomatix FactoryCAD/FLOW from 
Siemens or Malaga V3 from Zip Industrieplanung. A software 
tool CEIT Table was used in the described problem solution due 
to availability of advanced functions for designing of logistics and 
transport systems. 

The static draft in the environment of CEIT Table software 
requires the following input data:
• Transported items.
• Volume of transport for the individual items.
• Used manipulation units.

in emergency situation which can be a malfunction of a part of 
a production line, a malfunction in the preparation supermarket, 
blocking of the logistics means by an obstacle or verification for 
how long it is possible to put one or more trucks out of operation 
because of planned od unplanned maintenance. Compared to the 
static calculation it provides more relevant information and it is 
also possible, by means of visualization, to familiarize with the 
functions of a given system before the implementation itself. It 
saves not only time but also costs linked with the problem solution 
in the situation of real production use. Besides standard problem 
types we encounter the problems related to specific conditions 
of use in a form of crossroads or cooperation of several types of 
logistics means. The result is a debugged system, which meets all 
the necessary requirements with predefined possible critical areas 
[2 and 9].

In case of need it is possible to check the entire material 
flow, to find the basic information like running production time, 
average unfinished production or to define the size of input, 
output or intermediate operation storage. Considering the use of 
theoretical classification of likelihood and simulated malfunctions, 
idle times and changing of production type or consecutiveness of 
the individual production processes it is possible to gain the 
real results, which correspond with the performance of the real 
production system [2 and 9].

2. Examples of Use of the Computer Simulation  
in the Logistics System Designing

A simulation application when solving the problems of 
logistics system draft will be demonstrated on an example from 
industrial practice. It concerns a draft and dimensioning of 
logistics system supply of production workplaces by necessary 
material inputs. 

2.1 Problem Description

The production process is implemented in one production hall 
and the logistics process is ensured through an automated guided 
vehicle (AGV) system. Material is transported to the individual 
workplaces in defined sequences from the entrance storehouse. 
Material is located in box pallets which are transported to the 
place of need by an AGV towing unit in specialized C-frames 
(manipulation platforms), see Fig. 2. 



91C O M M U N I C A T I O N S    1 A / 2 0 1 6   ●

• Testing of changes in the transport system and their impact 
on production/assembly system.

• Testing of various goods supply systems (direct supplying on 
request, transport circuits and the like) and their assessment.

• Assessment of changes in transport devices types and their 
capacities on system.

• Testing of changes in priorities of transport tasks and their 
impact on the system’s ability to provide the necessary tasks.

• Monitoring of the influence of crossroads and transport 
junctions solutions on the utilization of transport devices.

• Testing of impact of the transport devices failure on the 
material supply.

• Assessment of impact of loading/unloading processes at 
input/output on the amount of transport devices waiting for 
loading / unloading. 

Storing is also a part of logistics processes, which represents 
a point of contact of transport and production/ assembly tasks. 
The simulation is primarily aimed at collection of statistical 
data and their visualization so it can quickly and simply evaluate 
various influences on the size related level of storehouses like:
• Influence on planning and different priority rules of tasks on 

the intermediate operation storehouses.

• Number of pieces in the manipulation units.
• Available time capacity of a transport device.
• Speed of a transport device.
• Times of loading and unloading.

The CEIT Table system includes graphic environment 
which enables to design a layout of the logistics system in 3D 
environment and subsequently on the basis of a 3D model 
of the layout and entered data to automatically specify the overall 
laboriousness of transport and the necessary number of transport 
devices (Fig. 3). 

2.3. Dynamic Simulation of the Designed System

Dynamic simulation is used for detailed verification of drafts 
when designing production, assembly and logistics processes. 
An advantage of the dynamic simulation is modeling and 
implementation of dynamics into the designed processes and 
a possibility to examine the influence of mutual interaction of the 
individual elements of the designed systems. From the logistics 
system draft and optimization point of view it is primarily applied 
in the following areas:

Fig. 3 Example of the transport system draft using the CEIT Table software
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simulation experiments. A graph of material supply performance 
in the individual workplaces of a line is pictured in Fig. 5. This 
parameter was monitored while making a decision about the 
optimum number of trucks used in the designed transport system.

Fig. 5 Graph of material supply performance in the workplaces

Results of the individual simulation experiments are depicted 
in Table 1 and Fig. 6. The results show that the target criterion 
was met only in case of simulation experiments number 10 and 
22. The remaining results are not satisfying due to unsuitable 
average utilization of the production system workplaces. The 
unsatisfactory simulation results were in most of simulation 
experiments caused by blockage in the first workplace.

• Influence of shift pattern in the workplaces in different parts 
of production/assembly/logistics system on the maximum 
level of storehouses.

• Influence of random phenomena – breakdowns and type 
changing – on the overall storehouse capacity, which a factory 
is forced to create to provide the maximum storehouse 
utilization. 

In the solution of the presented problem a software tool Plant 
Simulation from SIEMENS was used for the purposes of dynamic 
simulation. The simulation model of the proposed logistics system 
is pictured in Fig. 4.

The following input parameters of the model, which can 
be modified during the implementaion of individual simulation 
runs, were defined within the testing of the individual variants of 
workplaces supplying by material items:
• Products processing cycle.
• Vehicle combination speed on flat surface.
• Vehicle combination speed in on bends.
• Number of vehicle combinations on the individual circuits.
• Drive time/accidental stopover time ratio (stopovers due to 

obstacle on the road).
• Average time of an accidental stopover.

The aim of the simulation is to design and dimension the 
logistics system in terms of capacity so that it can fulfill the 
basic function of non-stop supplying of workplaces by means of 
necessary inputs and at the same time to ensure the optimum 
utilization of the transport system.

The simulation software Plant Simulation provides both 
graphic and data outputs when evaluating the individual 

Fig. 4 Simulation model of the logistics system created in the environment of the Plant Simulation software
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3. Conclusion

Computer simulation currently represents an important 
designing and optimization tool of logistics processes and 
systems. Its main advantage lies in a possibility, in case of 
a correct construction of a simulation model and after its 
verification and validation, to simulate with a very high accuracy 
the behavior of a logistics system in real conditions. The 
individual simulation experiments are used for modeling of 
various situations and scenarios, which can occur in reality and 
enable to assess their impact on achievement of target indicators 
of the designed system. Computer simulation is, therefore, a very 
important tool when implementing “what-if” analyses, which are 
a part and parcel of the conceptual and detailed designing of 
production, assembly and logistics systems. This is the reason why 
computer simulation currently forms an integral part of digital 
factory and PLM (Product Lifecycle Management) concept of 
software solutions.

Fig. 6 Average utilization of workplaces achieved  
in the individual simulation experiments

Simulation experiments results  Table 1

where A – I are significations of workplaces
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1.  Introduction

Residual stresses are an integral part of manufactured 
workpieces, whether they are introduced deliberately, as a part 
of the design, as a by-product of a process carried out during 
the manufacturing process, or are present as the product of the 
component’s service history. Residual stresses have cumulative 
effect to the existing stresses in the workpieces as a result of 
service loads [1 and 2]. In practice, residual stress is stress 
which affects the entire volume of part or the majority of itself, 
i.e. macroscopic character. This includes the stress in infinitely 
thin or large area. It is important that violation of compactness 
of part causes the change in macro-geometry. Methods of 
machining, casting, forming, etc. can cause these changes. For full 
classification, it should be noted that residual stresses are called 
sometimes as technological stresses, because they arise from the 
action of technological processes during the producing of parts. 
Direction of residual stress (tension or compression) depends 
on the kind of deformation. Permanent residual stresses have 
the largest share on the functionality of part, and they cannot be 
detected by conventional methods [3 and 4].

Obviously, to realize the benefits of understanding the 
residual stresses in parts and structures, tools are needed to 
measure them. Several techniques are available, with varying 
degrees of sophistication. Some of them are rather limited in their 

application, but one stands out as having widespread applications 
and being readily available [5 and 6].

X-ray diffraction is a specific method that can measure 
residual stress quantitatively in crystalline and semi-crystalline 
materials, which include virtually all metals and their alloys, 
and most ceramic materials. It is a non-destructive detection 
technology in many applications, and is widely accepted by the 
engineering community, being the subject of SAE and ASTM 
publications, which provide reliable sources of information on 
methods to ensure repeatability and reliability in the results 
of measurements. Because individual measurements are non-
destructive, they can be replicated to demonstrate their statistical 
reliability [7, 8 and 9].

This article is focused on determining stress characteristics 
and their simulated prediction of distribution in surface and 
subsurface layers.

2.  Residual stress

Stress conditions are the ones of demonstrations of used 
machining technologies. After manufacturing process, they remain 
in parts and constructions and they operate continuously even 
without load. Their impact significantly affects the functionality 
of machined surfaces. [2, 10 and 11].

SIMULATION OF RESIDUAL STRESSES IN SURFACE  
AND SUBSURFACE LAYER AFTER MACHINING
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A shear stress acts perpendicular to the plane on which the 
normal stress is acting. Two subscripts are used to define the 
shear stress, the first denotes the plane on which the shear-stress 
is acting and the second denotes the direction in which the shear 
stress is acting. Since a plane is most easily defined by its normal, 
the first subscript refers to this. For example, τ

zx
 is the shear stress 

on the plane perpendicular to the z-axis in the direction of the 
x-axis. The sign convention for shear stress is shown in Fig. 2, 
which follows Timoshenko’s notation. That is, a shear stress is 
positive if it points in the positive direction on the positive face of 
a unit cube. It is negative if it points in the negative direction of 
a positive face. All of the shear stresses in (a) are positive shear 
stresses regardless of the type of normal stresses that are present, 
likewise all the shear stresses in (b) are negative shear stresses 
[10 and 14].

3.  Principles of measurement of residual stress  
by X-ray diffraction

The residual stress determined using X-ray diffraction is the 
arithmetic average stress in a volume of material defined by the 
irradiated area, which may vary from square centimeters to square 
millimeters, and the depth of penetration of the X-ray beam. The 
linear absorption coefficient of the material for the radiation used 
governs the depth of penetration, which can vary considerably. 
However, in iron, nickel, and aluminium-based alloys, 50% of the 
radiation is diffracted from a layer approximately 0.005 mm deep 
for the radiations generally used for stress measurement. This 
shallow depth of penetration allows determination of macro and 
microscopic residual stresses as functions of depth, with depth 
resolution varying from 10 to 100 times larger than potentiality 
of other methods. Although in principle virtually any inter-planar 
spacing may be used to measure strain in the crystal lattice, the 
availability of the wavelengths produced by commercial X-ray 
tubes limits the choice to a few possible planes. The choice of a 
diffraction peak selected for residual stress measurement impacts 
significantly on the precision of the method. The higher the 
diffraction angle, the greater the precision. Practical techniques 
generally require diffraction angles, 2θ, greater than 120° (Fig. 3) 
[8 and 15].

Fig. 3 Principles of X-ray diffraction stress measurement [8]

Fig. 1 Scheme of triaxial stress acting on an elemental unit cube [10]

Normal stress is defined as the stress acting normal to the 
surface of a plane; the plane on which these stresses are acting is 
usually denoted by subscripts. For example, consider the general 
case as shown in Fig. 1, where stresses acting normal to the faces 
of an elemental cube are identified by the subscripts that also 
identify the direction in which the stress acts, e.g., σ

x
 is the normal 

stress acting in the x direction. Since σ
x
 is a normal stress it must 

act on the plane perpendicular to the x direction. The convention 
used is that positive values of normal stress denote tensile stress, 
and negative values denote a compressive stress [10, 12, and 13].

(a)

(b)
Fig. 2 Sign convention for shear stress - (a) Positive, (b) negative [10]
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chemical polisher for removing the minimal layers of surface up 
to 200μm.

Fig 5 X-ray diffraction residual stress measurement system  
(stationary: 1 - collimator; 2 – two detectors for diffraction cone;  

3 - X-ray tube; 4 - Cobralink® flexible arm; 5 - positionable and rotary 
table; 6 – control unit; 7 – PC with software; 8 - laboratory stand

From the theory of elasticity the relationship between residual 
stress (σ) and strain (ε) on the sample surface under plane stress 
is given by the Bragg equation, λ=2d sin θ, relating incident X-ray 
wavelength (λ), lattice inter-planar spacing (d) and diffraction 
angle (θ) (Fig. 6). The direction of maximum residual stress, 
which can be tensile or compressive, is assumed to occur in the 
cutting direction during most machining operations.

The residual stress field at a point, assuming a condition of 
plane stress, can be described by the minimum and maximum 
normal principal residual stresses, the maximum shear stress, and 
the orientation of the maximum stress relative to some reference 
direction. The minimum stress is always perpendicular to the 
maximum. The maximum and minimum normal residual stresses, 
shown as σ

1
 and σ

2
 in Fig. 4, and their orientation relative to a 

Plane-stress elastic model X-ray diffraction stress measurement 
is confined to the surface of the sample. Electro-polishing is used 
to expose new surfaces for subsurface measurement. In the 
exposed surface layer, a condition of plane stress is assumed to 
exist. That is, a stress distribution described by principal stresses 
σ

1
 and σ

2
 exists in the plane of the surface, and no stress is 

assumed perpendicular to the surface, σ
3
 = 0.However, a strain 

component perpendicular to the surface ε
3
 exists as a result of the 

Poisson’s ratio contractions caused by the two principal stresses 
(Fig. 4) [3].

Fig. 4 Plane-stress elastic model [8]

4.  Experiment conditions

Experiment was performed on constructional non-doped steel 
C56E2, which is used for production of bearing rings and other 
rolling parts of bearings. This steel is also suitable for production 
of shafts, gear wheels, pivots etc. It is characterized by worse 
weldability, and it is used mostly for production of parts with 
higher wear resistance. 

Sample for the experiment was machined by turning 
technology on CNC turning center. We monitored the residual 
stress with constant cutting speed (v

c
=200m.min-1 for roughing 

and v
c
=250m.min-1 for finishing) and depth (a

p
=3mm for roughing 

and a
p
=0.5mm for finishing) and increasing values of feed 

(f=0.17÷0.55mm for roughing and f=0.05÷0.1mm for finishing).
The measuring of residual normal and shear stress was 

performed with Proto XRD diffractometer (Fig. 5) and electro-

 
Fig. 6 Principle of measuring of residual stress by X-ray diffractometry based on Brag’s Law 
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From measured data, we computed via STATISTICA software 
the simulation of distribution of normal residual stress in three 
directions: direction of cutting speed, direction of cutting feed (or 
speed of cutting feed) and direction of depth. Subsequently, 3D 
graphs of these distributions were generated.

3D simulation of distribution of normal residual stress 
after roughing operations shows changes of normal residual 
stress in surface layer in direction of cutting speed and cutting 
feed (Fig. 9a). No step changes can be seen: normal residual 
stresses are in the range between 175MPa and 245MPa with 
compressive character. Roughing operations with cutting depth 
3mm are relatively suitable for next finishing operations without 
inheritance of visible signs of possible rise of errors. Simulation 
into the depth (Fig. 9b) of part material shows residual stress 
with tensile character in deeper layers and a very large range of 
values (from 292MPa of compressive residual stress up to 74MPa 
of tensile residual stress). The risk of errors increased, but in 

reference direction can be calculated along with the maximum 
shear stress using Mohr’s circle for stress, if the stress σ

φ
 is 

determined for three different values of φ.

5.  Experimental results

Input data for simulation were measured as cloud of points 
or square map (10×10mm) consisting of points regularly disposed 
within it. Measurements were made in the surface layer (depth of 
0mm) and regular subsurface layers up to 200μm. In the following 
figures we can see the selected courses of normal residual stress 
through the measured depth in one place (at one point). 

Selected Figs. 7 and 8 present the courses of residual stress 
through the measured depth. Almost all the cases, with the given 
cutting conditions, have a similar course. In the surface layer 
and higher subsurface layers, the residual stress had compressive 
character. With the increasing depth, these residual stresses 
decreased, or changed character to the tensile stress.

Fig. 7 Measured values of normal residual stress into the depth after roughing  
(cutting conditions: v

c
 = 200m.min-1, f = 0.17mm, a

p
 = 3mm)

Fig. 8 Measured values of normal residual stress into the depth after finishing 
 (cutting conditions: v

c
 = 250m.min-1, f = 0.05mm, a

p
 = 0.5mm)
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large. It is not suitable for final state of part. This problem can 
be solved via improvements of surface and subsurface layers by 
applying other finishing methods such as shot peening.

6. Discussion and conclusion

Measurement of residual stress is  a topical problem by which 
we can predict the functional properties of parts. Some destructive 
methods allow to measure residual stress in subsurface layers, 

many causes it can be improved by finishing operations or other 
treatments of surface. 

Simulation of distribution of normal residual stress, for 
finishing operations, shows rise of tensile residual stress with 
direction of cutting feed (Fig. 10a). It can be caused by gradual 
increase in the volume of extruded material by the cutting tool 
due to relatively low cutting depth (a

p
=0.5mm). Simulation into 

the depth (Fig. 10b) shows increased appearance of residual 
stress with tensile character. The range of normal residual stress 
on surface layer and deepest measured layer (200μm) is again very 

                                                  a)   b)
Fig. 9 Simulation of distribution of normal residual stress in various directions after roughing operations 

(cutting conditions: v
c
 = 200m.min-1, f = 0.35mm, a

p
 = 3mm)

                                                a)    b)
Fig. 10 Simulation of distribution of normal residual stress in various directions after roughing operations  

(cutting conditions: v
c
 = 250m.min-1, f = 0.075mm, a

p
 = 0.5mm)
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be changed dramatically in the range of several micrometres. 
By applying these simulations, we can design suitable cutting 
conditions and so to minimalize the rise of potential errors, which 
can cause formation of cracks and subsequent failures. 
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but due to its principles, they are not so detailed and accurate. 
Principles of X-ray diffraction can measure the residual stress at 
microstructure levels and so push the boundaries of measuring in 
this area. Automation of this device allows to measure not only 
individual points or small lines, but we can obtain cloud of points 
or maps of residual stress distribution. Through the mathematical-
statistical procedures, we can minimalize the number of required 
measured points and so create sufficiently precise simulations of 
residual stress distribution. And finally, from this data we can 
see a detailed course of residual stress depending on cutting 
conditions into the depth of machined material. In presented 
experiments, we can see that the course of residual stress can 
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1. Introduction

Correct operation of machinery inevitably requires alignment 
of machine geometry in hundredths of millimetres (depending 
on the shaft speed). Shaft misalignment results in increased 
reactions, which the bearings must absorb, it induces mechanical 
looseness, damages to seals, allows fluids and impurities to enter 
the bearings, which considerably decreases the machine operating 
life and, consequently, the operating life of the whole machinery. 
Carrying out purposeful maintenance of machines requires a 
correct interpretation of malfunction causes. Very frequent claims 
are that malfunction is caused by the bearing, seals or others. 
However, these are the consequences and not the initial causes 
of malfunction. In general, there is a lack of correlation between 
causes and consequences of malfunctions [1]. 

One of non-destructive methods allowing identifying and 
consequently eliminating the problem is vibration diagnostics 
of rotating machinery. It uses vibrations, which are generated 
by machines in operation, as a source of information about the 
way of its working. Vibration diagnostics is also an important 
tool of modern productive and proactive methods of machinery 
maintenance. Using this tool, maintenance of machines is 
planned according to the actual state, and, therefore, many useless 
preventive revisions are eliminated, which leads to important 
savings of spare parts and time for machinery repair. It gives 
information about regularly monitored machines, by which we 
can prolong the planned periods of shutdowns or prepare in 

advance for the repair of specific monitored machine node etc. 
[2, 3, 4 and 5].

However, the above is diagnostics of malfunction caused by 
experimental method right in the operation. In the recent decades 
many software products solving dynamic problems of rotating 
machines were developed, therefore, computer simulation and 
building of virtual prototypes (VP) is nowadays an essential part 
of every technical solution [6]. Often, there is a question how 
to create a VP so that the results of its mathematical solution 
correspond to physical values or values acquired by experimental 
measurement.

The paper presents the creation of a virtual prototype of 
gearing, and this prototype is used to generate and analyse 
dynamic effects measurable in the place of rotary links between 
the shaft and the frame. These effects are registered as vibration 
velocity. We then use the generated courses of vibration velocity 
to obtain velocity spectrum, and this spectrum will be compared 
with the spectra from diagnostic measurements. In this way 
we can verify the created virtual model, adjust its appropriate 
variables to select a suitable solver in MSC.ADAMS software. 

2. Manifestations of the gearbox normal spectrum

The gearbox normal spectrum (gearbox without damage) is 
characterised by the presence of revolution frequencies of the two 
shafts f

1
, f

2
 (with gear wheels t

1
, t

2
) and tooth frequency (including 
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Fig. 2 Spur gearing virtual prototype in MSC. ADAMS

4. Shaft mounting on a bushing elastic fastener

The gearing VP was attached to the frame in the MSC.
ADAMS environment using a bushing force bond, which is force 
based connections of members. The advantage of this link is 
the fact that it can simulate the system elasticity (flexibility). It 
allows connection of two bodies. Bushing has 6 force degrees 
of freedom. Three forces and three moments act in the axes of 
the link coordinate system. The software calculates components 
of forces and moments. In general, the bushing properties are 
defined by six stiffness coefficients, six damping coefficients and 
optional prestress condition. Instead of the prestress value the 
initial conditions can be defined also by initial displacement [10].

It follows from the above that between two bodies linked 
by bushing, there are applied three forces: F

x
, F

y
 and F

z
, and 

three moments: T
x
, T

y
 and T

z
, acting in the axes of a rectangular 

Cartesian coordinate system. These are a linear function of 
translational and rotational movement between the two coordinate 
systems of these bodies.

The general mathematical formulation of the bushing force 
element is [10]:
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 (1)

its higher harmonics). Using the distance of the sideband Δf 
we can determine the source responsible for generating the 
tooth frequency (Fig. 1). However, sidebands are usually not 
pronounced. Normal speed spectrum is usually characterised by 
the following peaks (Fig. 1) [1 and 7]:
• revolution frequency of individual shafts,
• generating the tooth frequency f

GMF
 = f

1
·t

1
 = f

2
·t

2
 and its 

multiples 2xf
GMF

, 3xf
GMF

 with sidebands. Sidebands may not 
be significantly pronounced and their distance from the tooth 
frequency (and its harmonics) very often coincides with the 
revolution frequency of one of the shafts, 

• however, tooth frequencies and their multiples are not 
significant, often their amplitude decreases with increasing 
multiple of revolution frequency, and eigenfrequency of one 
of the wheels does not appear in the spectrum.

Fig. 1 Normal spectrum of the gearbox, ∆f is the sideband distance. 

It should be noted that the term “normal spectrum” is hereby 
incorporated in an intuitive sense [8 and 9]. Normal spectrum 
corresponds to a state where the object performs required 
functions, even if it features ongoing degradation processes that 
usually generate other peaks in the spectrum. The term “normal 
spectrum” is then equated to a descriptive expression “time-stable 
nature of spectrum (often determined using periodically repeated 
measurements), with peak levels not exceeding certain limits”.

3. Modelling a spur gearing

We used the MSC.Adams/View software environment to 
create a VP (Fig. 2) for modelling and error analysis of the gear 
transmission mechanism. The VP consists of solid bodies, the 
shaft is modelled by a geometric element “cylinder” and the spur 
gearing is imported from the 3D parametric modelling software, 
Pro Engineer.
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a common bearer lying on a joint tangent of root circles (Fig. 3). 
However, the lines of action of these reactions in the VP work 
cycle are often not identical (Fig. 4). It should be noted that 
that the reactions are generated by the contact function, and, 
therefore, correct adjustment of the contact is important. The 
goal is to achieve the effect when the gear wheel surfaces roll away 
perfectly upon each other, which increases the VP’s ability to react 
to smaller irregularities in the surface geometry.

Fig. 3 The lines of action of reactions in the gearing - the ideal state

Fig. 4 The lines of action of reactions in the gearing - the lines of action 
do not overlap

Fig. 5 Side view of the VP, reactions in the monitoring of their 
perpendicularity to the axis of rotation, reaction effects (red straight 

line), reactions lie on one bearer

When observing the contact forces between the tooth system 
(gearing), it is further necessary to ensure their compliance with 
perpendicularity to the axis of rotation. Otherwise, misalignment 
of the shafts is present in the frequency spectrum. Then we 

where:
F

x
, F

y
 and F

z
 are the moving forces in the coordinate system of 

the J marker,
x, y and z are the bushing deformation vector components in the 
coordinate system of the J marker,
, ,x y a zo o o , is the deformation vector derivation by time, i.e. 

velocity of displacements,
F

x0
, F

y0
 and F

z0
, (T

x0
, T

y0
 and T

z0
), are the values of constant 

prestress components of forces (moments) in the coordinate 
system of the J marker,
T

x
, T

y
 and T

z
 are the moments of forces in the coordinate system 

of the J marker,
α, β, and γ are the small rotation angles of the I marker against 
the J marker,
, , aa b co o o  are the values of angular velocities of the I marker 

coordinate system expressed in the coordinate system of the J 
marker,
k

11
 – k

66
 are the values of stiffness,

c
11

 – c
66

 are the values of damping.

Bushing applies to the balance of the forces and moments of 
the I marker to the J marker as follows:

F Fj i=- , (2)

T FT j i i#d=- - , (3)
 

where δ is the instantaneous deformation vector between the 
markers from J to I. While the force applied to the J marker is 
equal and oppositely oriented to the force applied on the I marker, 
the torque in the J marker is usually not equal to the torque in the 
I marker, because the moment arm is a function of the bushing 
element deformation, which can be different in connected bodies 
[11].

Based on the actual (real) mounting, the shaft is mounted in 
two bushings, where on one side the axial parameter values are 
zeroed (axially free), thereby achieving the effect of a possible 
axial displacement in the mounting.

5. Force link in the gearing

The type of link used in the gearing is persisting contact. This 
force link is represented by a model in the form of a nonlinear 
spring–damper system, in which the stiffness takes into account 
the elasticity of contacting surfaces and damping reflects energy 
dissipation, where the bodies are not separated after colliding 
[12]. The calculation of contact forces is carried out separately for 
each point, and the resulting effect is their sum. Reaction forces 
generated by contact during simulation are an important aspect 
for assessing the behaviour of the gear transmission. Theoretically, 
the forces in the contact of the teeth in engagement should have 

t
1

t
2

t
1

t
2

t
1

t
2
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First, we used the Design Study (DS) method based on a 
change in the stiffness parameter K in bushing links to monitor 
the size of constant angular velocity of the output shaft ω

2. 
It 

should be understood that DS solving was adjusted to finding an 
effective value of ω

2 
(RMS). RMS values were determined only 

from the revolution-stable time section in post-processing.
Damping was set to a constant value C=1x103[Ns/mm]. It 

follows from the solution in Table 1 that stiffness K has a minor 
effect on the course of the output angular velocity ω

2 
at constant 

damping C. For this reason we carried out advanced analysis 
using the Design of Experiment (DOE) method of searching for 
effective combinations of parameters C and K [15].

DS sensitivity analysis for stiffness parameter K for target 
ω2

=5750deg/s  Table 1

trial achieved ω
2
 [deg/s] stiffness K [N/mm]

1. 611.1 1.103

2. 4231.3 1.104

3. 5767.1 1.105

4. 5757.9 1.106

5. 5756.8 1.107

6. 5771.7 1.108

7. 5769.1 1.109

Table 2 shows several selected, more significant combinations 
achieved within the DOE method solving, i.e. mapping the 
effective combinations of parameters K and C (the values in the 
table are RMS from the stabilised part of the courses after 2.5s, 
i.e. after the transient aftermath). Of the total 49 combinations, 
trial No. 17 has the RMS value closest to the target value of ω

2
, 

both in the value as well as in the quality of the course.

DOE method for input variables K and C,  
and for target value of ω

2    
Table 2

trial achieved ω
2
 

[deg/s]
stiffness K  
[N/mm]

damping C  
[Ns/mm]

4. 5756.7 1.10 1.107

5. 5757.9 1.10 1.106

17. 5751.1 1.103 1.105

18. 5756.6 1.103 1.106

25. 5754.6 1.104 1.106

32. 5753.9 1.105 1.106

39. 5755.2 1.106 1.106

46 5754.2 1.107 1.106

49 5756.8 1.107 1.109

Monitoring the velocity on the system output included also 
monitoring the frequency spectra of the tooth frequency. Since 
this evaluation requires to be carried out by the solver itself, we 

can talk about a possible misalignment caused by incorrect 
setting of bushings. Figure 5 shows an illustrative example of 
an approximately ideal state. If an angle is formed between 
reactions, then it is appropriate to debug the VP using one of 
the sensitivity or optimisation analyses (DS/DOE/DO) of MSC.
ADAMS software [13 and 14].

6. Input parameters

For the VP of spur gearing we determined the following 
parameters and dependencies:
•  The number of teeth is predetermined by this device’s 

geometry and configuration, this will be the key parameter for 
detecting tooth frequencies and transmission ratio: t

1
 = 23, t

2
 

= 36.
•  Input revolution frequency f

in
 = 25Hz, derived from the value 

of input revolutions 1500 rpm. This will be the key parameter 
for detecting tooth frequencies.

•  Output revolution frequency f
out

 is derived based on the input 
revolution frequency and the transmission ratio f

out
 = f

in
·t

1
/t

2
= 

15.9Hz.
•  Input angular velocity ω

1 
is a parameter derived from the 

input revolutions. Transients were removed using the function 
STEP (step(time, 0, 0, 1, 157)), thus defining a smooth start 
and subsequent maintaining of the angular velocity at a 
constant value. 
ω

1
 = 2πf = 2·3.14·25 = 157rad/sec = 9000deg/sec, 

 angular velocity of the shaft of the output gear wheel is then 
ω

2
 = 5750deg/sec.

•  The tooth frequency f
GMF

 corresponding to the pair of wheels 
is dependent on the revolution frequencies of corresponding 
shafts and wheels mounted to them.

•  The pair of wheels will generate the first tooth frequency 
1xf

GMF
 = 23·f

in
 = 36·f

out
 = 575Hz and other harmonic multiples 

2xf
GMF

, 3xf
GMF

, 4xf
GMF

.
•  Simulation parameters: simulation time – 5s, simulation time 

step – 0.0005s, solver type Newmark – it works better than 
the standard default Gauss solver when using force links and 
small time steps,

•  Parameters of contact between the wheels remained almost 
the same, except for stiffness 1.107 [N/mm] and penetration 
depth 1.10−3 [mm] in order to achieve a minimum overlap of 
geometry of teeth in engagement and thus increased surface 
sensitivity to small changes (damage).

7. Sensitivity analysis of mounting parameters  
in bushing links

In this section we present sensitivity analysis to determine 
optimal parameters of stiffness K and damping C in bushing links.
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a detail of the course of these velocities from the stable part of 
the spectrum.

Figure 8 shows the FFT (fast Fourier transform) frequency 
spectrum corresponding to the above presented course of 
velocities in the radial direction Z. The course shows a dominant 
first tooth frequency. The spectrum also includes its harmonic 
multiples with insignificant sidebands.

9. Practical example of normal spectrum

Figure 9 shows a normal spectrum of vibration velocity on the 
output shaft of a 3-speed gearbox of a cement mill. The spectrum 

can present in this case that high damping causes suppression of 
amplitudes in the frequency spectrum.

8. Monitored parameters

The state of the evaluated transmission system can be 
determined by observing the properties that are specific for this 
system configuration. These specific properties are time and 
frequency spectra of vibration velocities obtained from the time 
courses of vibration on the shaft bearing housings. Figure 6 
shows the course of velocities on the output bearing observed in 
radial directions Y (vertical) and Z (horizontal). Figure 7 shows 

Fig. 6 Velocities in the radial direction on the output bearing

Fig. 7 Detail of velocity in the radial direction on the output bearing

Fig. 8 FFT velocities in the radial direction on the output bearing
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of them has zero axial values of the parameters, thereby achieving 
the effect of a possible axial displacement in the shaft mounting. 
Parameters of contact between the gearing remained almost 
constant, except for stiffness 1x107 [N/mm] and penetration depth 
1x10−3 [mm] (achieved minimal overlap of geometries) [16 - 17].

In the created VP, the courses of kinematic parameters and 
FFT spectra were qualitatively identical to the predicted and 
practically measured ones. This created VP of a gearing may 
further serve to modelling failure states in the gearing, such as 
misalignment, damage to teeth, etc. This will allow analysing 
and mutually comparing, for example, the manifestations of 
undamaged and damaged gearboxes.
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includes lower, but significant multiples of f
GMF3

 (40.4Hz, 120Hz, 
160.4Hz, output gear), two dominant peaks at multiples of 
f

GMF2
 (130.4Hz, 259.7Hz), and significant multiples of the 

tooth frequency f
GMF1

 (513.3Hz and 1026.6Hz, input gear). This 
measurement clearly shows a decrease of amplitudes of harmonic 
tooth frequencies for individual gear speeds.

10. Conclusion

The presented methodology of modelling a system of gear 
wheels seems satisfactory, since the expected results were achieved 
in both time spectrum (Fig. 6) and frequency spectrum (Fig. 7). 

When modelling a system of gear wheels it is necessary to 
achieve that tooth surfaces perfectly roll away over each other, 
which increases the virtual prototype sensitivity to minor surface 
imperfections. This means we need to employ sensitivity analysis 
to correctly set both the lines of action of reactions of contact in 
the gearing and also optimal parameters of stiffness and damping 
in the links. The shaft is mounted in two bushing-type links – one 

Fig. 9 Normal FFT spectrum of a raw mill gearbox, characterised by decrease in higher multiples of tooth frequencies
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1. Introduction

Roller bearings are one of the basic structural components 
of machines, used to fit the rotating parts in frames or housings. 
They capture and transmit reaction forces from external loading. 
Typical applications of rolling bearings are fits of shafts in 
gearboxes and transmissions. However, there are also special fits 
where the shaft is fitted in tapered roller or ball angular contact 
bearings, and proper preload must be determined to ensure their 
proper function [1 and 2]. The proper preload inferred between 
a pair of tapered roller or ball bearings with angular contact has 
a great impact on the service life of both the bearings forming 
the fit [3]. Improperly determined preload can significantly 
reduce their life or even damage the whole transmission. Figure 1 
shows a typical shaft fit in two tapered roller bearings in the “O” 
configuration [4 and 5].

Fig. 1 Typical shaft fit in a pair of tapered roller bearings

Proposal of proper preload and its impact on bearing life 
will be shown using the example of the output shaft fit deposit 
in an 8-speed gearbox in a pair of tapered roller bearings in 
the “O” configuration. The gearbox output shaft is fitted, due 
to dimensions, in atypical single-row tapered roller bearings 
32008 with the basic parameters as follows: .C kN79 784r = , 

. , .e Y0 318 1 881= = , the inner ring diameter d = 40 mm, 
the outer ring diameter D = 80 mm, the bearing width (broadness) 
B = 21.8 mm, nominal contact angle α = 12°, with the number 
of rolling elements Z = 17 and effective length L

we
 = 14.3 mm. 

The rolling element profile geometry consists of an unmodified 
logarithmic profile. Figure 2 shows a scheme of the 8-speed 
gearbox, the output shaft is fit in bearings marked A5 a B5.

The aim was to design the proper fit of the output shaft and 
determine optimal bearing preload for the gearbox working cycle 
specified in Table 1.

2. Calculation of equivalent dynamic load  
on the gearbox output shaft bearings

The load acting on rolling bearings constituting the fit of the 
output shaft is based on the forces acting on the gearwheel at the 
end of the shaft, as shown in Fig. 3 [6]. At the end of the shaft, 
gearwheel is used with straight teeth in order to show more clearly 
the difference in the preload influence on the life calculated 
through equivalent dynamic load. The same is true for gears with 
a small angle of teeth inclination β.

DETERMINATION OF THE OPTIMUM PRELOAD OF ROLLER 
BEARINGS IN TERMS OF THEIR LIFE USING FEM
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BEARINGS IN TERMS OF THEIR LIFE USING FEM
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Force F
tG

 is the tangential component of forces from the gears, 
force F

sG
 is the radial component of forces from the gears and this 

component is transmitted by rolling bearings.
From the load by the teeth, and using moment equilibrium, 

we calculated the response per bearings in “O” configuration, 
where the distance of the force acting to the bearing A is a=17.67 
mm, and the effective bearing spread between the bearings A and 
B is b=53.5 mm. Sizes of response for each working cycle are 
shown in Table 1.

Equivalent load for tapered roller bearings according to ISO 
281 [7] is calculated using the following equations:

P Fe r=  for F /F ea r #  (1)

P . F YF0 4e r a= +  for F /F ea r 2  (2)
where e is the limit value of the ratio of the axial to the radial load, 
Y is the coefficient of dynamic axial load. Since the output shaft 

Fig. 3 Output shaft fit

Fig. 2 Scheme of the 8-speed gearbox
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imported into the software environment ANSYS/Workbench, 
where static structural analysis was created for the needs of 
analysis to determine the optimal preload. The model networking 
used standard elements from Ansys software library, the volume 
networking used the SOLID185 element and the contact pairs of 
rolling elements – raceways used the CONTA174 and TARGE170 
elements. The entire model contained 2,635,001 elements and 
807,815 nodes. Contacts between the rolling elements and 
raceways were defined as frictional with the coefficient of 
Coulomb friction 0.1. Bearing rings fitting in the housing and on 
the shaft was defined by frictionless contact with the respective 
value of interference of the inner ring on the shaft. Since the 
model of fitting is symmetrical, we defined the plane of symmetry 
x-y to simplify the calculation. Boundary conditions (Fig. 4) were 
defined at the face of the housing largest fit by removing degrees 
of freedom in the direction of the x and y axes, the radial load 
from the gearwheel on the output shaft was applied at the end 
fit of the shaft at the point of the gearwheel force in the y axis 
direction. Definition of preload was prescribed by displacement at 
the faces of the outer bearing rings uniformly against each other 
in the x axis direction.

Fig. 4 Definition of boundary conditions and load

From the results of the static structural analysis, using the 
finite element method, we first conducted analysis of the load 
distribution on individual rolling elements depending on the size 
of the external load (force from the gearwheel) and on the size 
of preload between the pair of tapered roller bearings. Figure 
5 shows the radial load distribution on the rolling elements at 
different preload values.

The analysis of the load indicates that the size of the forces 
acting between the rolling elements and the raceways depends on 
the size of preload at the same outer load, they are not constant 
and with increasing preload also increases the number of rolling 
elements that transfer this load.

fit consists of a pair of identical tapered roller bearings, we will 
further consider only the more loaded bearing A, which is closer 
to the gearwheel.

Working cycle and response forces in bearings      Table 1

Gear Torque FsG RArad RBrad Time
# Nm N N N hours

1 500 42 521.6 56 565.7 14 044.1 0.44
2 700 35 865.4 47 711.0 11 845.6 5.96
3 700 24 816.6 33 013.0 8 196.4 12
4 700 18 807.1 25 018.7 6 211.6 12.08
6 700 11 493.0 15 289.0 3 795.9 20.21
7 700 9 618.2 12 794.9 3 176.7 14.22
8 700 8 294.3 11 033.8 2 739.5 14.22

79.13

Table 2 shows the calculation of equivalent load according 
to IS0 281 based on the external radial and axial dynamic loads. 
The individual preload values correspond to the levels of the axial 
load, then the center of the table presents in a matrix form the 
above-mentioned values of partial equivalent loads P

1
, P

2
, etc., 

calculated by the ratio of the radial and axial loads from equations 
1 and 2. Subsequently, we calculated the resultant equivalent load 
P

e
 for a working cycle according to equation 3 for each preload 

value.
Since the gearbox operates in different modes, it is necessary 

to calculate the resultant equivalent load at the same revolutions 
(gearbox operates at the speed of 5000 rpm at all stages of the 
working cycle), using the following equation:

P P t
t

P t
t

i
e

nn n

i
1

1
2

2 g/ /= + +a ak k  (3)

Working cycle and equivalent load in the bearing A          Table 2
Preload (mm) 0 0.05 0.1 0.15 0.2 0.25
RArad\RAax (N) 0.0 4 506.8 9 735.3 15 275.9 21 029.4 26 946.7

56 565.7 56 565.7 56 565.7 56 565.7 56 565.7 62 200.6 73 335.9
47 711.0 47 711.0 47 711.0 47 711.0 47 831.4 58 658.7 69 794.1
33 013.0 33 013.0 33 013.0 33 013.0 41 952.2 52 779.5 63 914.9
25 018.7 25 018.7 25 018.7 28 327.9 38 754.4 49 581.7 60 717.1
15 289.0 15 289.0 15 289.0 24 436.0 34 862.6 45 689.9 56 825.3
12 794.9 12 794.9 13 599.2 23 438.4 33 864.9 44 692.2 55 827.6
11 033.8 11 033.8 12 894.7 22 733.9 33 160.5 43 987.8 55 123.2

Pe (N) 27 359.5 27 434.4 30 121.4 37 830.1 48 441.5 59 480.7

3. Calculation of optimal preload using FEM

We used CAD system PTC/Creo to create a 3D model 
of the gearbox output shaft fit. Subsequently, the model was 
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Fig. 5 Load distribution on the rolling elements depending on the size of the load, upper at 0.05 mm preload, lower at 0.25 mm preload

Fig. 6 Dependence of the maximum rolling element load on the size of preload at different sizes of outer load
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Fig. 8 Dependence of tapered roller bearing life  
on the maximum rolling element load

The analyzed values of the maximum rolling element 
load were used to calculate the values of the tapered roller 
bearing life for each working cycle at various preload 
values. Subsequently, using the ratio of required life (from 
the working cycle) and calculated life according to the  
L-P theory we determined the resulting life in hours (see Table 
4 below).

Determination of optimal preload according  
to the L-P theory  Table 4

preload (mm)
0 0.05 0.1 0.15 0.2 0.25

RArad (N) Qmax (N)
56 565.7 12 868.7 12 738.4 12 614.3 12 579.8 12 753.5 13 266.9
47 711.0 10 798.8 10 605.8 10 484.3 10 572.8 10 957.1 11 612.2
33 013.0 7 414.5 7 267.0 7 291.2 7 627.3 8 299.9 9 146.4
25 018.7 5 600.7 5 556.3 5 733.9 6 227.5 7 024.8 7 952.2
15 289.0 3 418.9 3 574.5 4 009.2 4 715.9 5 634.7 6 638.7
12 794.9 2 864.2 3 084.1 3 597.3 4 362.5 5 306.9 6 326.7
11 033.8 2 473.6 2 742.3 3 313.8 4 121.2 5 082.5 6 112.5

preload (mm)
0 0.05 0.1 0.15 0.2 0.25

RArad (N) LL-P (milion of revolution)
56 565.7 4.377 4.636 4.899 4.975 4.605 3.687
47 711.0 11.760 13.017 13.891 13.248 10.834 7.810
33 013.0 97.853 109.582 107.549 83.425 51.819 29.980
25 018.7 475.476 497.282 416.494 261.534 132.644 65.950
15 289.0 7 673.72 5 972.43 3 127.771 1 252.914 459.549 182.406
12 794.9 20 809.18 13 715.84 5 761.758 1 943.529 644.148 239.243
11 033.8 47 537.83 26 591.70 9 149.841 2 678.003 821.707 290.497

durability (hours)347.5 381.4 393.7 348.4 250.8 156.5

Figure 9 shows the dependence of the tapered roller bearing 
life on preload. Optimal preload was determined by calculation 
using finite-element analysis at 0.09 mm.

Figure 6 shows the dependence of the maximum rolling 
element load on the size of preload at different sizes of outer load. 
The size of preload plays an important role in particular at large 
outer radial load.

Figure 7 shows the dependence of the maximum rolling 
element load on the size of outer load at various preload values. 
The courses show that it is not a linear dependence between the 
maximum rolling element load and outer load and that the course 
depends on the preload size between the tapered roller bearings 
that make up the fit on the gearbox output shaft.

Fig. 7 Dependence of the maximum rolling element load on the size  
of outer load at various preload values

From the finite element analysis performed on the model of 
the output shaft fit, we analyzed the maximum orthogonal shear 
stress τ

yz
, the depth z

0
 at which this stress acts and at what length 

l
ef
 depending on the size of force of the maximum rolling element 

load Q
max

. Calculation of service life of the inner ring of a tapered 
roller bearing 32008 according to the Lundberg-Palmgren theory 
[8 and 9], based on the calculation using the FEM is shown in 
Table 3.

Calculation of the life of the inner ring according  
to the L–P theory Table 3

Qmax 2b lef �o zo V N N N
N mm mm MPa mm mm3 cycles mil. rev. hours

356 0.158746 8.47 74 0.039686 51.81803 2.70E+10 2.74E+09 9.12E+09
388 0.16325 8.75 79 0.040813 55.03566 1.64E+10 1.66E+09 5.53E+09
690 0.196973 10.14 114 0.049243 76.94489 6.08E+08 6.15E+07 2.05E+08

2 759 0.309751 13.15 277 0.077438 156.9132 2.35E+05 2.38E+04 7.92E+04
5 721 0.393055 14.07 442 0.098264 213.1354 3.99E+03 4.04E+02 1.35E+03
8 666 0.450145 14.31 577 0.112536 248.1074 4.01E+02 4.05E+01 1.35E+02

11 607 0.49522 14.44 695 0.123805 275.6014 7.96E+01 8.05E+00 2.68E+01
14 565 0.533338 14.49 805 0.133334 297.7658 2.27E+01 2.30E+00 7.67E+00

Figure 8 shows the dependence of the service life of the inner 
ring of a taper roller bearing 32008 on the size of force of the 
maximum rolling element load calculated using the L–P theory. 
This dependence is used to calculate the life of a tapered roller 
bearing according to the maximum rolling element load, as it is 
the impact of preload that affects the size and distribution on the 
rolling elements according to the applied preload [10].
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method. Finite-element analysis enables to apply to the model of 
fit any outer load, take into account all design and technological 
impacts, analysis of contact and subsurface state of stress leads 
to obtaining the most accurate calculation of the life applying the 
Lundberg-Palmgren theory. With the today’s powerful hardware 
and sophisticated software tools we can perform these analyses in 
an efficient manner that does not need to be too time-consuming.

Fig. 10 Dependence of the bearing A life on the size  
of preload calculated by various procedures
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4. Conclusion

This paper shows the procedure that can be used to identify 
in an effective way the optimal preload with respect to the life 
of rolling bearings for a specific application defined by working 
cycle. The results of finite-element analysis showed its usefulness, 
and that analysis of contact and subsurface state of stress state 
and application of the Lundberg–Palmgren theory enable us 
to obtain a much more accurate estimate of the life of rolling 
bearings, compared to using the standard calculation method 
prescribed by ISO 281.

Figure 10 shows the dependence of the calculated bearing A 
life on the size of preload in the fit of the output shaft by all the 
three procedures.

As can be seen, calculation of equivalent load using the 
method according to ISO 281 does not allow determination of 
optimal preload with respect to the life of bearings used in the 
shaft fit. A more accurate method of determining the optimal 
preload is analytical, by calculating the maximum rolling element 
load from radial load distribution using iteration procedure by 
Stribeck. However, this procedure enables to determine with 
some precision the maximum rolling element load only with 
purely radial load. Once the bearing load is contributed to also 
by outer axial component, the calculation of load distribution is 
difficult and may not give a reliable result. The most equitable 
result of the calculated rolling bearing life and determination 
of optimal preload can be achieved using the finite element 



114 ● C O M M U N I C A T I O N S    1 A / 2 0 1 6

References

[1] HARRIS, T. A., KOTZALAS, M. N.: Rolling Bearing Analysis, 5th ed.: Essential Concepts of Bearing Technology, Taylor & Francis, 
2007, ISBN 0-8493-7183-X.

[2] HARRIS, T. A., KOTZALAS, M. N.: Rolling Bearing Analysis, 5th ed.: Advanced Concepts of Bearing Technology, Taylor & Francis, 
2007, ISBN 0-8493-7182-1.

[3] BRANDLEIN, J., ESCHMANN, P., HASBARGER, L., WEIGARD, K.: Ball and Roller Bearings, Theory, Design and Application, 
3rd ed., John Wiley & Sons, 1999. ISBN: 0 471 98452 6.

[4] SKF: Main Catalogue, SKF Group, 2007.
[5] Timken Products Catalogue, 2015.
[6] LEMAITRE, J., DESMORAT, R.: Engineering Damage Mechanics: Ductile, Creep, Fatigue and Brittle Failures, Springer, 2005, ISBN 

3-540-21503-4
[7] ISO 281:2007 Rolling Bearings - Dynamic Load Ratings and Rating Life, Intern. Standards.
[8] OSWALD, F. B., ZARETSKY, E. V., POPLAWSKI, J. V.: Effect of Internal Clearance on Load Distribution and Life of Radially 

Loaded Ball and Roller Bearings, NASA/TM-2012-217115.
[9] SADEGHI, F., JALALAHMADI, B., SLACK, T. S., RAJE, N.: A Review of Rolling Contact Fatigue, J. of Tribology, 2009, vol. 

131/041403-1. 
[10] DAMBAUGH, G. F.: Fatigue Considerations of High Strength Rolling Bearing Steels, 2006.



115C O M M U N I C A T I O N S    1 A / 2 0 1 6   ●

1. Introduction

Energy supply, energy price development together with 
legislative measures concerning ecology are factors which 
expressly encourage to pursue such technical solutions which 
lead to savings of waste low- and medium potential heat. This 
source of heat energy can advantageously be recovered in suitable 
facilities and used as secondary energy sources particularly in 
those technologies which produce it. 

Secondary energy sources generally occur as a consequence 
of fuel and energy consumption in technological processes, in 
which they are not used anymore because their parameters do 
not fit the original technology. However, they can be an energy 
source for other equipment in which they can completely or partly 
substitute either fuel or energy. 

One way of reducing costs of heat energy is its recovery from 
waste heat through heat exchangers of various constructions 
which depend on a given application. 

2. Determining the parameters of working medium  
in electric arc furnaces (EAF)

The processes of ferroalloy production are reduction processes 
during which the main element is reduced by a reductant from its 

oxide to the metallic state. Together with the present iron it then 
forms alloy – ferroalloy [1].  Reduction processes take place at 
high temperatures and the required heat is supplied in the form of 
electric energy in the electric arc furnace (Figs. 1 and 2).  

As can be seen from Sankey diagram (Fig. 3), technological 
processes of ferroalloy production in electric arc furnaces (EAF) 
show a massive flow of waste heat [2] and are potentially usable 
as secondary energy sources.   

 
Fig. 1 Schematic of submerged arc furnace used for ferrosilicon 

production [1] 

NUMERICAL SIMULATION OF HEAT TRANSPORT  
FROM THE ELECTRIC ARC FURNACE TO THE HEAT  
RECOVERY SYSTEM
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electrodes installed in an axis of the furnace and roof. Current 
for the electrodes is supplied from three sides through holes in 
the roof.  

3. Numerical model of heat transport in the electric arc 
furnace

To determine heat flows to individual parts of the EAF 
roof and,  consequently, dimension the primary circuits of heat 
transfer medium, it was necessary to develop a numerical model 
of heat transport from melting charge and from flue gases to the 
heat exchanger walls positioned in the furnace roof. Numerical 
simulation of transfers in EAF in a stationary regime was 
performed in ANSYS Fluent 16.2 code taking into consideration 
a radiation element of heat transport.

3D geometry of an EAF simplified model was created in the 
program DesignModeler R16.2. The modelled system consists 
of four types of flue gas/water heat exchangers placed one above 
the other in four zones, of three electrodes and a part of flue gas 
removal without heat transfer surfaces. The total volume of an 
EAF simplified model was considered as fluid.

Fig. 4 Mesh generated in program Meshing R16.2

Fig. 5 Converted to polyhedral mesh

Fig. 2 ARC furnace used for ferroalloy production in OFZ, a.s.  
Istebne, plant Siroka

Fig. 3 A Sankey diagram of an electric arc furnace [2]

Ferroalloy furnaces work at relatively high temperatures. In 
ferrosilicon production the temperature of the furnace jacket is 
about 400°C and in the case of technological failures it achieves 
as much as 900 - 1000 °C. When ferrosilicon is produced in 
electric arc furnaces (EAF) there are silicon ashes which are 
formed by condensation of silicon dioxide vapour radiating from 
the EAF. Ashes are very fine particles of regular spherical shape 
and smooth surface. Silicon ash is adhesive, features excellent 
heat insulating properties and increases heat resistance on the 
inner wall of the furnace roof.     

The main task of the cooled roof is to carry away part of 
radiation and convection heat from the process of ferroalloy 
melting (Fig. 3) and recover it through the recovery equipment to 
the energy system of a company. Subsidiary effect of the equipment 
is to reduce the temperature of flue gases and to improve the 
workplace (reduction of average radiation temperature) in the 
vicinity of the furnace. 

The roof is an auxiliary technological device suspended above 
the furnace on the manufacturing hall construction. It is of rotary 
shape with a perpendicular axis. There are three perpendicular 
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The simulation itself was performed in the program ANSYS 
Fluent 16.2. in which the boundary conditions were set according 
to Table 1. Flue gases with a defined composition were taken 
as a working medium. Walls (wall - Table 1) of the model were 
developed as simplified and in simulation the number of layers, 
their thickness, temperature and emissivity were given (Fig. 6).    

Fig. 6 Input parameters for a simulation model of EAF

Fig. 7 Comparison of influence of the size of short mesh hole on the air 
intake and jacket temperature

The numerical simulation was performed in standard 
operational conditions with a stationary heat transport by 
radiation from the melting layer under chosen input parameters 
presented in Table 1. The change of input cross-section to the EAF 
roof through a hole for a short mesh was determined through the 
reduction of its cross-section according to the number and cross-
sections of cables and cooling pipes (Fig. 7).  For the modelling 
of the hole for a short mesh we restricted the diameter of the hole 

Computer mesh for 3D simplified model of EAF was 
developed in the program Meshing R16.2 (Fig. 4). The mesh 
itself contains 332,564 cells. The mesh was built with the patch 
conforming method by means of which the cells of tetrahedron 
type were developed (Fig. 5) using the Patch Conforming 
algorithm. Advanced meshing functions Curvature and Proximity 
were used for meshing.   

The achieved quality of mesh – skewness was 0.84; from 
the point of view of mesh assessment, this mesh is in the range 
of acceptability.  To improve it and to speed up the numerical 
simulation, the mesh was further arranged through conversion to 
polyhedral mesh. This polyhedral mesh achieved the mesh quality 
– skewness of 0.75 and is assessed as good. This arrangement 
contributed to a faster conversion of the task.  

In the numerical simulation, we chose the turbulence model 
k–ε with setting “realisable” that shows very good results in 
solving similar tasks [3, 4 and 5]. To solve the radiation we used 
a radiation model Ordinates (DO) with resolution 5x5. In the 
equation for radiation transfer (1) [6], this model solves radiation 
intensity which depends on location and direction. Radiation heat 
transfer is counted in every quadrant or octant. It solves transport 
equations in a similar manner as when solving convection and 
energy balance according to:
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where
r – position vector
s – directional vector
s´ - directional dispersion vector
s - distance
a – absorption coefficient
n – refractive index
σ

s
 –coefficient of dispersion

σ - Stefan-Boltzmann constant (5.669 x 10-8 Wm-2K-4)
I – intensity of radiation which depends on position and direction
T – local temperature
Φ – phase function 
Ω´ - angle.

Boundary conditions  Table 1

Name of boundary

bottom

Input parameters Mass flow Temperature Emissivity

Type of boundary kg/s °C  

pressure-inlet - 850 1

3 x windows pressure-inlet - 35 0

output outlet-vent 42.62 400 0

4 x exchangers wall - 120 0.9

chimney wall - 250 0.9

3 x rods wall - 400 0.95
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Fig. 11 Thermal field  in vertical section to the axis  
of flue gas removal unit

 
Fig. 12 Radiation density shown in two  mutually perpendicular 

planes

Fig. 13 Radiation flow to the roof wall

The result of simulation (Figs. 8, 9, 10, 11, 12 and 13) is 
the computation of radiation and convection element of heat 
transport to the four zones of the EAF roof (Fig. 12, 13 and 14).  

with a continuous band covering 50% of the input cross section 
among roof segments. The influence of the hole size on the 
volume flow of intake air and, thus also on the temperature of the 
jacket of flue gas removal unit can be seen in Fig.  7.     

 
Fig.  8 Velocity field in a longitudinal section  

of flue gas removal unit

Fig. 9 Velocity field in vertical section to flue gas removal unit

Fig. 10 Thermal field in a longitudinal section against  flue gas 
removal unit
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4.  Constructional solution of the heat recovery system

When designing heat exchangers, attention is paid to the 
following facts so that they would:
• absorb mostly the radiation component of heat which prevails 

in the roof area,
• enable creating the largest possible area exposed to radiation 

and capturing the most possible amount of radiated heat [7],
• avoid reduction of the roof space and enable free flow of flue 

gases via the roof to the removal unit,
• have simple shapes without edges and corners, if possible, to 

avoid dust capturing,
• provide continuous functioning and technological process in 

the furnace,
• be resistant against failures, be controllable and repairable,
• be simple from production and material points of view.

 
The ring is the vital part of the cooled furnace roof. It is a 

welded construction from steel sheets and rolled profiles. The 
cooler segments are screwed to the lower flange of the ring and 
the flue removal unit is welded to the upper edge. On the ring 
periphery there are plate heat exchangers.  

In order to achieve the required thermal output of about 2.5 
MW it was necessary to add heat transfer surfaces to all usable 
surface of the furnace roof. 

On the basis of calculated heat flows, we dimensioned pipes 
[8], heat exchangers and tube-type construction and developed a 
3D model of the overall assembly of the EAF cooled roof.    

Fig. 15 A segment of pressure vessel of the EAF cooled roof
  
The furnace roof is designed as a pressure vessel divided 

into three independent segments (Fig. 15, 16 and 17). The 
segments consist of a set of plate heat exchangers and tube-type 

Fig. 14 The overall heat flow to the furnace roof through radiation and 
convection

The first zone comprises a cylindrical surface on which 
heat exchangers are placed marked as lifting screens and heat 
exchangers below the short mesh;

The second zone consists of heat exchangers in the bottom 
tapered part of the roof;

The third zone consists of heat exchangers in the upper 
tapered part of the roof;

The fourth zone consists of heat exchangers on the cylinder 
ring in the upper part of the EAF roof.

The computed mean weighted overall density of heat flow to 
individual zones which are free from flue ash is then as presented 
in Table 2. 

Heat flow densities and thermal output of individual zones  
of EAF roof   Table 2  

Part of EAF roof  Average density of 
heat flow in a zone  

(kW/m2)

Calculated overall 
heat flow to the zones  

(kW)

1st zone 26.684 1 055.706

2nd zone 22.873 752.109

3rd zone 16.119 412.052

4th zone 11.557 247.383

The simulations of heat transport in the EAF via a simplified 
geometry of an unobstructed furnace jacket showed that it is 
possible, after having implemented the proposed arrangements, 
to carry off the total thermal output of about 2.467 MW from the 
EAF furnace roof to the heat transfer medium (warm water). Heat 
exchangers under a short mesh and those on the lifting screens 
seem to be the most powerful.  
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5.  Conclusion

The analysis of recovery of heat from electric arc furnaces 
showed that it is not a trivial problem. On the contrary, it requires 
a certain degree of experience from the field of recovery of heat 
from technological processes. Its solution should have a complex 
access not only to ways and forms of heat acquisition but also 
to possibilities of its utilisation. Highly efficient tools seem to be 
extensive program packages (code Ansys Fluent, ProEngineering), 
which enable - with the help of powerful computers - to analyse 
states also in such complicated thermal systems as electric arc 
furnaces are. Present experience also showed that it is necessary 
to design such technical solutions which accept the most relevant 
problem of heat recovery from EAF - clogging of heat transfer 
surfaces of recuperation exchangers by flue ash featuring very 
specific characteristic (perfect adhesion to uneven surfaces).  The 
mentioned characteristic significantly impairs the use of waste 
heat from EAF for production of electric energy either by means 
of water vapour or ORC cycle. Current equipment requires a 
stable stationary relatively clean source of heat of high potential.     

 Great attention should be also paid to the high quality 
of control of the equipment designed for heat recovery which has 
to flexibly react to a non-stationary character of thermal loading 
of heat exchangers on the furnace roof resulting from a manner of 
clogging or from melting the surface of charge in the furnace. 

Last but not least, there is a question of using considerable 
thermal benefits from hot water. This type of heat energy should, 
first of all, cover the requirements for heating (both of spaces 
and water). It is necessary to find such an auxiliary technology 
of waste heat utilisation which will provide optimal effect from 
invested means.  
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construction. Each segment is an independent unit of pressure 
vessels with a maximum pressure of 0.2 MPa and maximum 
temperature of 110 °C.

Useful thermal output demand at the furnace performance 
of 18 MW

e
 is 2 -2.5 MW

t
. This heat is recovered from waste 

heat originating during ferrosilicon production and is led to a 
heat exchanger station and, consequently used to heat water in 
a company. In the heat exchange station water in the heating 
circuit of a plant is heated to the temperature of max.  90°C. 
When the heat from EAF roof is not usable for heating system, its 
degradation is provided in the cooling circuit of the company by 
means of individual heat exchangers placed in the heat exchanger 
station. The complete system of measurement, control and 
management is provided by the computer. 

Fig. 16 The overall 3D model

Fig. 17 Overall 3D model – plan view

References

[1]  KADKHODABEIGI, M., TVEIT, H., JOHANSEN, S. T.: Modeling the Tapping of Silicon Melt from the Submerged Arc Furnaces, 
9th Intern. Conference on CFD in the Minerals and Process Industries, CSIRO, Melbourne, 2009.



121C O M M U N I C A T I O N S    1 A / 2 0 1 6   ●

[2]  HJARTARSON, H., PALSSON, H., SAEVARSDOTTIR, G.:  Waste Heat Utilization from a Submerged Arc Furnace Producing 
Ferrosilicon. 12th Intern. Ferroalloys Congress Sustainable Future, Helsinki, Finland 2010.

[3]  LAZIC, L., VARGA, A., KIZEK, J.: Analysis of Combustion Characteristics in a Aluminium Melting Furnace. Metalurgija, vol. 
44, pp. 195-199, 2005.

[4]  MALCHO, M., JANDACKA, J. OCHODEK, T., KOLONICNY, J.: Correlations for Heat Transport by Natural Convection of 
Cylindrical Surfaces Situated Above the Other. Communication – Scientific Letters of the University of Zilina, vol. 17, No. 3, pp. 4-11, 
2015.

[5]  KAPJOR, A. HUZVAR, J., FTOREK, B., SMATANOVA, H.: Analysis of the Heat Transfer from Horizontal Pipes at Natural 
Convection, proc. of the intern conference XIX Application of experimental and numerical methods in fluid mechanics and 
energetics 2014, Melville : AIP Publishing, pp. 58-622014. ISBN 978-0-7354-1244-6.

[6]  INCROPERA, F. P., DEWITT, D. P, BERGMAN, T. L, LAVINE, A. S.: Fundamentals of Heat and Mass Transfer, 6st ed. : John 
Wiley : New York, 2007.

[7]  BRESTOVIC, T., CARNOGURSKA, M. PYSZKO, R., KUBIK, M. : Effect of Radiation on Heat Exchange in Finned Heat Transfer 
Surfaces, XVIII Intern. scientific conference The application of experimental and numerical methods in fluid mechanics and energy. 
EDIS: University of Zilina, 2012, pp. 19-26. ISBN 978-80-554-0516-2.

[8]  SKOCILASOVA, B., SKOCILAS, J.: Determination of Pressure Drop Coefficient by CFD Simulation. Proc. of AIP Conference, vol. 
1608, pp. 206-210, 2014.

Uncited references or further readings

[9]  KAPJOR, A., GRESSAK, T., HUZVAR, J., VANTUCH, M.: Heat Transfer by Thermovision and CFD Methods. Proc. of AIP 
Conference, vol. 1608, pp. 103-107, 2014.

[10] KNOUREK, J., MATAS, R., PROKES, O., TENKRAT, D.: Numerical Simulations of Natural Gas Flow in Pipe System with 
Flowmeters. EPJ Web of Conferences, vol. 67, 2013.



122 ● C O M M U N I C A T I O N S    1 A / 2 0 1 6

COMMUNICATIONS – Scientific Letters of the University of Zilina
Writer’s Guidelines

l. Submitted papers must be unpublished and must not be currently under review for any 
other publication. 

2. Submitted manuscripts should not exceed 8 pages including figures and graphs (in Micro-
soft WORD – format A4, Times Roman size 12, page margins 2.5 cm). 

3. Manuscripts written in good English must include abstract and keywords also written in 
English. The abstract should not exceed 10 lines. 

4. Submission should be sent by e-mail – as an attachment – to one of the following addresses: 
komunikacie@uniza.sk or holesa@uniza.sk (or on CD to the following address: Zilinska 
univerzita, OVaV – Komunikacie, Univerzitna 1, SK – 010 26 Zilina, Slovakia). 

5. Uncommon abbreviations must be defined the first time they are used in the text. 
6. Figures, graphs and diagrams, if not processed in Microsoft WORD, must be sent in electro-

nic form (as JPG, GIF, TIF, TTF or BMP files) or drawn in high contrast on white paper. 
Photographs for publication must be either contrastive or on a slide. 

7. The numbered reference citation within text should be enclosed in square brackets. The 
reference list should appear at the end of the article (in compliance with ISO 690). 

8. The numbered references (in square brackets), figures, tables and graphs must be also 
included in text – in numerical order.

9. The author‘s exact mailing address, full names, E-mail address, telephone or fax number, 
the name and address of the organization and workplace (also written in English) must be 
enclosed. 

10. The editorial board will assess the submitted paper in its following session. If the ma-
nuscript is accepted for publication, it will be sent to peer review and language correction. 
After reviewing and incorporating the editor‘s comments, the final draft (before printing) 
will be sent to authors for final review and minor adjustments

11. Submission deadlines are: September 30, December 31, March 31 and June 30.

POKYNY PRE AUTOROV PRÍSPEVKOV DO ČASOPISU 
KOMUNIKÁCIE – vedecké listy Žilinskej univerzity

• 
• 1. Redakcia prijíma iba príspevky doteraz nepublikované alebo inde nezaslané na uve-

rejnenie.
• 2. Rukopis musí byť v jazyku anglickom. Príspevok by nemal prekročiť 10 strán vrátane 

obrázkov a tabuliek (formát A4, písmo Times Roman 12 bodové). K článku dodá autor 
resumé v rozsahu maximálne 10 riadkov (v anglickom jazyku).

• 3. Príspevok prosíme poslať: e-mailom, ako prílohu spracovanú v aplikácii Microsoft 
WORD, na adresu: holesa@nic.utc.sk alebo polednak@fsi.utc.sk príp. vrablova@nic.utc.sk 
(alebo doručiť na diskete 3,50) a jeden výtlačok článku na adresu Žilinská univerzita, OVaV, 
Univerzitná1, 010 26 Žilina.

• 4. Skratky, ktoré nie sú bežné, je nutné pri ich prvom použití rozpísať v plnom znení.
• 5. Obrázky, grafy a schémy, pokiaľ nie sú spracované v Microsoft WORD, je potrebné 

doručiť buď v digitálnej forme (ako GIF, JPG, TIFF, BMP súbory), prípadne nakresliť 
kontrastne na bielom papieri a predložiť v jednom exemplári. Pri požiadavke na uverejnenie 
fotografie priložiť ako podklad kontrastnú fotografiu alebo diapozitív.

• 6. Odvolania na literatúru sa označujú v texte alebo v poznámkach pod čiarou prísluš-
ným poradovým číslom v hranatej zátvorke. Zoznam použitej literatúry je uvedený za príspe-
vkom. Citovanie literatúry musí byť podľa STN 01 0197 (ISO 690) „Bibliografické odkazy“.

• 7. K rukopisu treba pripojiť plné meno a priezvisko autora a adresu inštitúcie v ktorej 
pracuje, e-mail adresu alebo číslo telefónu event. faxu.

• 8. Príspevok posúdi redakčná rada na svojom najbližšom zasadnutí a v prípade jeho 
zaradenia do niektorého z budúcich čísiel podrobí rukopis recenziám a jazykovej korektúre. 
Pred tlačou bude poslaný autorovi na definitívnu kontrolu.

• 9. Termíny na dodanie príspevkov do čísiel v roku sú: 30. september, 31. december, 31. marec  
a 30. jún.

• 10. Nosná téma pre č. 1/2008: Bezpečnostné inžinierstvo.

SCIENTIFIC LETTERS OF THE UNIVERSITY OF ZILINA
VOLUME 18

Editor-in-chief:
Prof. Ing. Otakar Bokuvka, PhD.

Editorial board:
Prof. Ing. Jan Bujnak, CSc. – SK

Prof. Ing. Otakar Bokuvka, PhD. – SK
Prof. RNDr. Peter Bury, CSc. – SK
Prof. RNDr. Jan Cerny, DrSc. – CZ

Prof. Eduard I. Danilenko, DrSc. – UA
Prof. Ing. Branislav Dobrucky, PhD. – SK

Prof. Ing. Pavol Durica, CSc. – SK
Prof. Dr.hab Inž. Stefania Grzeszczyk – PL

Prof. Ing. Mário Guagliano – IT
Prof. Ing. Vladimír Hlavna, PhD. – SK

Prof. RNDr. Jaroslav Janacek, PhD. – SK
Prof. Ing. Hermann Knoflacher – AT
Doc. Ing. Tomas Lovecek, PhD. – SK

Doc. RNDr. Mariana Marcokova, CSc. – SK
Prof. Ing. Gianni Nicoletto – IT

Prof. Ing. Ludovít Parilak, CSc. – SK
Prof. Ing. Pavel Polednak, PhD. – CZ

Prof. Bruno Salgues – FR
Prof. Dr. Miroslaw Skibniewski, PhD. – US

Prof. Andreas Steimel – DE
Prof. Ing. Marian Sulgan, PhD. – SK
Prof. Dr. Ing. Miroslav Svitek – CZ

Prof. Josu Takala – FI
Doc. Ing. Martin Vaculik, PhD. – SK

Address of the editorial office:
Zilinská univerzita

Office for Science and Research
(OVaV)

Univerzitna 1
SK 010 26 Zilina

Slovakia

E-mail: komunikacie@uniza.sk

Each paper was reviewed by two reviewers.

Journal is excerpted in COMPENDEX and SCOPUS.

It is published by the University of Zilina in
EDIS – Publishing Institution of Zilina University

Registered No: EV 3672/09 
ISSN 1335-4205

Published quarterly

Single issues of the journal can be found on:
http://www.uniza.sk/komunikacie

ICO 00397 563
March 2016


