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Abstract

Research background: Since the first bankruptcy prediction models weegadoped in the 60’s

of the 20th century, numerous different models Ha&en constructed all over the world. These
individual models of bankruptcy prediction have meeveloped in different time and space using
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different methods and variables. Therefore, thera ineed to analyse them in the context of
various countries, while the question about theitability arises

Purpose of the article: The analysis of more than 100 bankruptcy predictimuels developed

in V4 countries confirms that enterprises in eactntry prefer different explanatory variables.
Thus, we aim to review systematically the bankrygtediction models developed in the coun-
tries of Visegrad four and analyse them, with thgplkasis on explanatory variables used in these
models, and evaluate them using appropriate stafishethods

Methods: Cluster analysis and correspondence analysis veere to explore the mutual relation-
ships among the selected categories, e.g. clustezgplanatory variables and countries of the
Visegrad group. The use of the cluster analysizides on the identification of homogenous
subgroups of the explanatory variables to sortwimgables into clusters, so that the variables
within a common cluster are as much similar asiptessThe correspondence analysis is used to

examine if there is any statistically significarepgndence between the monitored facters
bankruptcy prediction models of Visegrad countard explanatory variables.

Findings & Value added: Based on the statistical analysis applied, we coefil that each
country prefers different explanatory variables developing the bankruptcy prediction model.
The choice of an appropriate and specific variabla specific country may be very helpful for
enterprises, researchers and investors in the ssafeconstruction and development of bankrupt-
cy prediction models in conditions of an individealuntry.

I ntroduction

Every enterprise may face the risk of businessultefth can have a variety
of forms, different course, results and consequentkle consequences, in
particular, are the engine of research and devedoprof methods and
models that allow predicting failure, to know th®lpable development of
business fundamentals over the next few years.

Therefore, mainly because of the globalization emerdependence of
individual national economies, the impact of theni@ation and bankrupt-
cies of enterprises is more quantitative than n st (Balcerzakt al.,
2018, pp. 51-70). Individual national economiesndb operate alone, but
rather interact intensively with each other. Basedhis, not only business-
es, but also the economies of individual countaiesincreasingly depend-
ent on each other, so a financial crisis of onenttgucan be transferred to
another country with a short delay and will soondmee global (Ahmaet
al., 2018).

Business failures can be identified in the literatby different terms,
such as the corporate financial health, bankrupficpgncial difficulties,
default, credit risk, ex-ante financial analysiarlg warning systems, etc.
(Svaboveet al, 2018, pp. 16—-29). The consequences of failledha main
platform for research and development of methods randels to predict
business failure in time, as well as to detectdineent financial health of
enterprises. In market economies, these consegudiace a direct impact
not only on the owners, but on all stakeholderslved in the interaction
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with the enterprise (Gandokt al, 2018, pp. 11-36; Forgassyal, 2018,
pp. 52-66). Managers and corporate analysts us&le nange of tools,
algorithms and methods, while the goal of thesétiesntis the same: to
predict the future development of the corporatarimal health. In case of
adverse results, they would have a significant chpa them. Consequent-
ly, the bankruptcy prediction models — early wagngystems allow iden-
tifying the level of the financial health of a coamy in terms of its past
results towards the future. Individual models aasdal on the assumption
that in the development of the company some diffeze can be found
compared with financially sound companies some tiratore the bank-
ruptcy itself (Poppet al, 2018, pp. 1-15; Blanton, 2018, pp. 52-57; Salaga
et al, 2015, pp. 484-489).

The prediction of corporate failure or the finahdiaalth of the enter-
prise has been researched by different authorddioades, and their efforts
to predict the future financial situation of thengmany have brought a large
number of different prediction models using sevenathods and variables
(Zvarikova et al, 2017, pp. 145-157). The objective of the papgetoi
judge and compare the financial ratios used inbi#ekruptcy prediction
models of V4 countries and, as a result, to ures@jl dependencies among
the prediction models considering the financialialgles included in the
models and a country of origin. To accomplish theg goal of the study,
a scientific question was build:

Is there any dependence between explanatory vesiabid country of
origin in models of Visegrad group countries?

The structure of the presented study is as follomisoduction part fol-
lowed by a provided literature review to stressthatsignificance of bank-
ruptcy prediction and models constructed in Visdgyeoup countries, data
and methodology part describing data set of 108/sed bankruptcy pre-
diction models of Visegrad group countries and aesde methodology
used, namely cluster and correspondence analylses.fallowing section
shows the results of the provided research reguitirthe discussion part,
which highlights the critique of developed modetsl & summary of the
presented study.

Literaturereview

Since the first and well-known studies of Fitzpekr{1932, pp. 598-605),
Altman (1968, pp. 589-609) and Beaver (1966, pp-111) numerous
studies dedicated to the research of bankruptagigiien of the enterprise
have been developed. There are also various résaarct review studies
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(Ravi Kumar & Ravi, 2007, pp. 1-28; Bellovaey al, 2007, pp. 1-43;

Dimitras et al, 1996, pp. 487-513). These models and piecessefarch

vary from various perspectives. Firstly, each modetleveloped in the
specific condition of the individual country andvennment. Secondly, the
basic data set usually consists of companies framnows economic catego-
ries. Thirdly, the main difference is the methodpiased for model con-
struction. Therefore, we can conclude that als@ouarexplanatory varia-
bles were used in these models.

Primarily, univariate analysis was used by Fitdpktin 1932 and Bea-
ver in 1966. This was followed by the use of Mu#iPiscriminant Analy-
sis, which is considered as one of the most popukthods applied for
bankruptcy prediction. Another group of popular heets is the application
of LOGIT and PROBIT for detection of the probalyilibf default of the
company (Kliestiket al, 2019). These methods were followed by mathe-
matical programming methods, such as Linear Progiam (Mangasarian,
1965, pp. 444-452; Freed & Glover, 1981, pp. 44Nglhet al, 1992, pp.
73-93), Data Envelopment Analysis (Chare¢sal., 1978, pp. 429-444;
Bankeret al, 1984, pp. 1078-1092; Ouenniche & Tone, 2017,235—
250), Linear Goal Programming (LPG) (Gumtaal, 1990, pp. 593-598),
Multi-Criteria Decision Aid Approach (MCDA) (Zopolums, 1987, pp. 45—
67; Zopoudinis & Dimitras, 1998; Zopoudinis & Douoy) 1999, pp. 197—
218).

On the other hand, recent-year-popular methodsidiechrtificial intel-
ligence (Sion, 2018, pp. 31-36), Fuzzy Rules-BaSkedsification Models
(Spanoset al, 1999, pp. 1-7), Survival Analysis (Lae¢ al, 1986, pp.
511-531; Luoma & Laitinen, 1991, pp. 673-678), Bieei Trees (Fryd-
manet al, 1985, pp. 269-291; Messier & Hansen, 1988, gp311415),
Rough Set Analysis (McKee, 2000, pp. 159-173; SieWii & Zopoudinis,
1995, pp. 27-41; McKee, 2003, pp. 569-589), Gemdgiorithms (Divsalar
et al, 2012, pp. 504-523; Gordini, 2014, pp. 6433—-64K&yral networks
(Odom & Sharda, 1990, pp. 63-68; Kasgatrial, 2013, pp. 927-936),
Expert systems (Messier & Hansen, 1988, pp. 140B5)l14nd Self-
organizing maps (SOM) (Kiviluoto, 1998, pp. 191-p01

The significance of bankruptcy prediction was higiiled and a new
wave of interest in this field was awoken mainlieathe year 2008 when
the global financial crisis appeared (Dixon, 20416, 28—62).

In the Slovak Republic, the prediction of bankrypstarted to be in the
spotlight of researchers after the successful ittanan 1995, which initi-
ated an institutional evolution proving remarkalbbbust (Schonfelder,
2003, pp. 155-180). Thereafter, a few studies wigaliith the bankruptcy
prediction were published (Chrastinova, 1998; Gyr2002, pp. 373—-378).
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These models were focused on agriculture entegraggplying MDA
method. Similarly, Binkert (1999) used MDA, butthis model all Slovak
enterprises were included. On the other hand, Havim (2009), Gulka
(2016, pp. 5-9) and Delina and Packova (2013) eppliOGIT on enter-
prises from all sectors of the national economygoAHarumova and Jan-
isova (2014, pp. 522-539) applied LOGIT, but on tlagaset of Slovak
small and medium-sized enterprises. Mihalovic (20d% 101-118) built
two national models based on a linear multi-dimemsi discriminatory
analysis and logit analysis using a balanced sawipl®nkrupt and non-
bankrupt enterprises. Regression analysis for lgéy prediction was
applied by Valaskovat al. (2018, pp. 105-121). Selection of one sector, in
this case, Slovak logistics sector, was proposed by Brozynaet al.
(2016, pp. 93-114). They proposed four bankruptmgdigtion models
based on discriminant analysis, logit, decisiorgrand k-nearest neigh-
bours’ method and validated prediction power oséheodels in compari-
son with Polish logistic sector. The use of disanamt analysis can be
found also in the work of Kliestikt al. (2018). Gavurovat al. (2017, pp.
370-383) applied in their study not only discrirmhanalysis, but also
decision trees. Using decision trees, they propasexbdel with prediction
accuracy of almost 85 %, which can be even highepplying the dynam-
ic approach predictive ability of the decision treegit and Probit applica-
tion for the prediction of bankruptcy in Slovak goamies can be found in
the work of Kovacova and Kliestik (2017, pp. 7753)90ther methods
were also used in the Slovak Republic, e.g. DEAyaig(Banyiovaet al,
2014, pp. 18-25; Rohacova & Kral, 2015), neuralvoeks (Boda, 2009,
pp. 3-6), LDA and decision trees (Uradnieglal, 2016).

In Poland, the research of bankruptcy predictiomléeper and more
complex; more than sixty models have been develogeubst all of them
were analysed. Firstly, these models were mairdyded on manufacturing
enterprises using the multiple discriminant analydMaczynska, 1994, pp.
42-45; Pogodzinska & Sojak, 1995; Gajdka & Sto®6)9Hadasik (1998)
applied both MDA and LDA analysis to develop préidic models. Lo-
gistic regression is also a popular method usétblish bankruptcy predic-
tion models. This method was applied to enterpris®as all sectors of the
national economy in the research of Wrzosek anchd& (2009, pp. 1-19).
Gruszczynsket al. (2005) developed eight models applying LOGIT analy
sis, but the basic set of enterprises varied. Alainapproach was applied
by Wedzki (2000, pp. 54-61). Also in the new Polisimkruptcy prediction
models MDA and LOGIT were the most popular methadsd (Jagiello,
2013; Pociechat al, 2014). On the other hand, artificial neural nekso
genetic algorithms, classification trees or surlviamalysis using the Cox
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model were also used in Poland (Michaluk, 2003;0K02004; Pisuleet
al., 2013, pp. 7-21; Ptak-Chmielewska, 2016, 98—1Kdjol (2010, pp. 1-
14) also applied the method of support vectorsfamdy logic. This con-
cept was also used by Pisefaal. (2015, pp. 7-21).

Another analysed country of the Visegrad group umdary. In Hunga-
ry, as in other post-Soviet countries, the probt#ncorporate insolvency
emerged in the early 1990s. The first models okhaptcy risk prediction
for the Hungarian market were developed by Hajdd ¥imag (2001, pp.
28-46) applying both LDA and LOGIT. Virag and Kadé{(2005, pp. 403—
425) published a paper in which, they built a magshg artificial neural
networks. Compared to earlier models, it was charaed by higher effi-
ciency, which confirmed the superiority of artifitineural network tech-
niques over linear multidimensional discriminanalgsis and logistic re-
gression in predicting the risk of insolvency ofexprises. Similar research
was conducted on another sample of companies bgilB¢2010, pp. 31—
39). He built models using linear multidimensiowigcriminant analysis
and artificial neural networks, and compared th#ficiency on a validation
sample. Later, Virag and Kristof (2014, pp. 419 4#0@med models using
the techniques of support vector machines and rasagttheory. Another
extensive research on the bankruptcy predictiomwigarian small and
medium-sized enterprises was conducted by Krishof ldoloszar (2014,
pp. 56—73). They estimated their models using dilewing techniques:
linear discriminant analysis, logit analysis, cifisation trees and artificial
neural networks, and then compared the efficiencfeébese models with
the efficiencies of other Hungarian and foreign eledSimilarly, Ekes and
Koloszar (2014, pp. 56—73) applied MDA only on & of manufacturing
enterprises. Finally, Bauer and Edrész (2016) builtobit model for bank-
ruptcy prediction of private Hungarian enterprises.

The last country from Visegrad group countrieshis €zech Republic.
The first attempt to develop a national bankrupgtegdiction model was
made by Neumaiers in 1995 (so-called IN95 modeljhé following years,
the same authors, having a larger sample of corapabuilt other national
models — IN99, INO1 and INO5. Korab (2001, pp. 3588) applied
a fuzzy logic technique to assess the threat okrogicy of the enterprise
using both quantitative and qualitative measuresxaptanatory variables.
Dvoracek and Sousedikova (2006, pp. 283—-286) appiligvariate discri-
minant analysis, which was followed by multidimensil linear discrimi-
nant analysis, logit analysis and artificial neunatworks that led to the
development of several models, mainly of universature. Jakubik and
Teply (2011, pp. 157-176) built a logit model fankruptcy prediction
based on a large sample of non-financial Czechrndes. Also, Valecky
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and Slivkova (2012, pp. 15-26) and Nemec and P&Ak6, pp. 258—-253)
developed a LOGIT bankruptcy prediction model fare€h enterprises.
Kalouda and Vanicek (2013, pp. 164-168) proposeal mational bank-
ruptcy prediction models applying linear multiplesaiminant analysis.
Similarly, Vavrinaet al. (2013, pp. 1177-1182) applied DEA analysis for
model development. Wide research was done alscabgskand Reznakova
(2013, pp. 519-531). They built national modelsigdinear multidimen-
sional discriminant analysis and the boosted tre¢had. Machelet al.
(2015, pp. 893-902) applied linear discriminant bogit analysis to create
bankruptcy prediction models allowing to verify thisk of bankruptcy of
enterprises from the cultural sector. Vochogkal. (2015, pp. 109-113)
developed several models for predicting the bartkyupf Czech construc-
tion companies using artificial neural networksyihg the accuracy of over
90%.

Based on the provided literature review, it carcoecluded that in the
countries of Visegrad four numerous studies weretdel to the issue of
bankruptcy prediction models and more than one tathanodels were
constructed. These models were built using diffemaethods, but also
containing different financial and non-financiadicators or explanatory
variables. Therefore, according to the above meatpthe primary focus
in this study is to review systematically the bamtcy prediction models
developed in the countries of Visegrad four wite #mphasis on explana-
tory variables used in these models and analyse.tfbus, based on the
cluster and correspondence analysis we can conthedmost appropriate
variables, to be used in the individual country.

Resear ch methodology

This section of the study describes the theorekiaais of applied statistical
methods, data descriptions and sample design. [fibthe given goal of

the presented study, we provided a systematic wewie103 bankruptcy
prediction models developed in countries of Visdgfaur, namely the
Slovak Republic, Hungary, Poland and the Czech Repuwith the em-

phasis on explanatory variables used in these moifée analysed the
models developed from 1993 to 2018. The initialryefathe research is
crucial due to: (i) clear assignment of the mod#iles to Slovak or Czech
Republic (after the dissolution of Czechoslovalaad (i) changed eco-
nomic conditions after the economic transformati@pplying the cluster

analysis and correspondence analysis, the setpidreatory variables used
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in the bankruptcy prediction models of the indiatlieountry can be de-
termined.

Data description

Firstly, we have identified 103 models construdtedountries of Vise-
grad four. These models were determined by two rgéfeatures, first by
the number of explanatory variables and secondéyrtethod applied for
the construction. Table 1 presents the number afetsobeing formed for
the bankruptcy prediction in individual countries.

Based on Table 1, it can be seen that most ofrialysed models were
from Poland, which is caused by two facts: it wa®oland that the largest
number of studies were conducted, and it was &lecetthat the research
was the deepest. Secondly, we managed to collettieahecessary infor-
mation about these models, which was a problemato gorrect and de-
tailed information about the models. Therefore,wexe forced to exclude
these models from our analysis and limit them t8 @tdels from four all
countries in total. Only six models from Hungaryrevencluded, which
makes them hard to compare and provide some gecanalusions. We
took into account that limitation of the presentedearch, but we decided
to include these models to accomplish the giver. goa

As mentioned in the literature review, the congtarc of bankruptcy
prediction models is done using different statidtimethods. Newly con-
structed models and studies use advanced stdtistethods and machine
learning models. The research on prediction modelthe countries of
Visegrad four reveals that authors prefer to usediscriminant analysis,
mainly the linear, multiple and quadratic discrianih analysis. This is fol-
lowed by conditional probability (logit and proloitodels), neural networks
(artificial neural networks, adaptive network-ba$erkzy inference system,
self-organizing map and fuzzy logic), decision sréeegression trees, RE-
EM, CHAID), data envelopment analysis and some rotApplication of
these methods in individual countries is shown abl& 2. The analysis of
applied methods presents a supplement to accomghlishgiven goal.
Therefore, we do not focus on a comparison of thmethod respecting
their advantages and disadvantages.

The national environment of a country where thekbgptcy prediction
model was constructed, with its political, econoraia legislative condi-
tions, plays an important role together with thatistical method used for
its development. The study aims to focus on andligigt the explanatory
variables used in these models. Therefore, Talsiegn@narizes the number
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of explanatory variables used in the analysed haot&y prediction models
of Visegrad group countries.

Based on the table, we can conclude that it ism@itio use three to
seven variables in the final bankruptcy predictoodels. Together, there
are 507 financial indicators identified in the misd&ome of them are used
almost in every study, especially the ones fromettudiest studies, some of
them are unique. In the presented research, wes foouthose financial
ratios which appear at least 4 times in all mog@smost frequently used
ratios in Visegrad group countries). These vargblere used as a basis for
the statistical analysis to test the relationsrépnreen these variables and
countries of origin. Also, using the cluster anaysve can compare if the
designed clusters match with the basic groupsafiitial ratios.

Method

The provided review and analysis of the bankrug@diction models
developed in the countries of Visegrad four with #mphasis on explana-
tory variables used in these models was followedhleyapplication of the
cluster and correspondence analysis to examineelagéonship between
these variables and countries as well as to prasiggestions of the most
appropriate variables, to be used in the individaaintry.

Due to the heterogeneity of the variables obtainetie models, an at-
tempt was to divide these variables into group$ witnilar assessments.
For this purpose, one of the methods of statisticaltivariate analysis,
namely cluster analysis, was used. This methodhésas the so-called in-
terdependency analysis methods, which means thataghbles in the
analysis are treated as interdependent without theision to dependent
(effects) and independent variables (reasons) (et al, 2017, pp.
115-123). Cluster analysis allows researchers rotlse objects into clus-
ters so that the objects within a common clusteraarmuch similar as pos-
sible, objects in different clusters are signifitardivergent (Guhaet al,
2000, pp. 345-366). To use the cluster analyses cticulations have to
meet a few preconditions: i) there are no outlaerd no available missing
data in the dataset; (ii) it is appropriate to hatandardized variables and
(i) the results may be negatively influenced b texistence of depend-
ence among the variables (Kaufman & Rousseeuw,)2@0ter that, the
research was realized in four main stages: setecfiovariables and adop-
tion of the method of determining similarities beem objects (i), selection
of the method of assigning given objects to a hamogs group (i), selec-
tion of the number of identified clusters (iii) amderpretation and profiling
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of acquired clusters (iv) (Granagt al, 2018, pp. 83-90; Javasdt al,
2017, pp. 27-37).

The choice of the proper measurement method depmmdise analyst
and the character of the application solved. Tsteluthe explanatory vari-
ables used in bankruptcy prediction models in Migdggroup countries,
the authors use the heuristic-based agglomeratemarbhical method of
clustering. In the hierarchical approach, we obtihierarchical structure
of similarities between objects in the form of aetr called a dendrogram,
which illustrates the arrangement of the clustemlpced by the analyses
(Ward, 1963, pp. 236—-244). The hierarchical methad calculated using
the Ward’s method, which minimizes the heteroggrditclusters accord-
ing to the minimum variance criterion. Ward's migim variance criterion
minimizes the total within-cluster variance. At katep, the pair of clus-
ters is found that leads to a minimum increasehen total within-cluster
variance after merging. This increase is a weiglsigolared distance be-
tween cluster centres. At the initial step, allstdus are singletons (clusters
containing a single point). To apply a recursivegoathm under
this objective function, the initial distance beemeindividual objects must
be (proportional to) squared Euclidean distance ifftial cluster distanc-
es in Ward's minimum variance method are thereft@gned to be the
squared Euclidean distance between points:

di = /ki“()(k—)k)z Q)

where: X is the value of k-th variable of the i-th objectax is the value of k-th
variable of the j-th object

To examine the relationship between variables anatries, taking into
account the results of the cluster analysis, thieespondence analysis was
used. Correspondence analysis is a descriptivdpraxpry technique of
multivariate statistical analysis, allowing resémns to define the nature
and structure of the relationship between qualiatiariables, measured on
nominal and ordinal scales. Correspondence andbgdimgs to the group
of incomplete taxonomic methods (Cygler & Wyka, 20fp. 25-45). This
technique, as well as multidimensional scalingp@pal component analy-
sis of factor analysis, which are frequently usedhie validation of scales
and syndromes, leads to an increase in the traamspaof data and simpli-
fies its interpretation, although at the expenséosing some of the infor-
mation. The use of statistics and charts spedfihat method provides the
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researcher with easy, intuitive reasoning on thatiomships between the
analysed categories of variables (Soustadl, 2010, pp. 638—646).

Correspondence analysis is a multi-step procechaedtarts from the
arrangement of the data into the contingency té#imeugh the row and
column profiles. The primary goal of corresponderoalysis is to illus-
trate the most important relationships among théalbes’ response cate-
gories using a graphical representation (Steve®82)2 Interpretation of
the correspondence map allows the researcher dodfirersity within the
analysed variables profiles, as well as the co4veage of different catego-
ries.

The usual purpose of the use of correspondencgsimas to portray
these relative frequencies in terms of the distdreteveen individual row
and column profiles and the distance to the averageand column pro-
file, respectively, in a low-dimensional space [H1974, pp. 340-354).
The distance is measured using the chi-square an@gtiggs, 1991, pp.
183-194). The chi-square distance between row rand” (1 #1") is given
by the equation:

d = ;(pu;&) "

where p and p; are relative frequencies for row i ariahi column j and p

is the marginal relative frequency, or “mass” as italled in correspond-
ence analysis, for column j. The weighted sum ef dsquared chi-square
distance between each row profile and the averageprofile is the total
variance, or “Inertia” (1), of the row variable argddefined as follows:

I *= ZI: pi+di2 (3)

where p. is the marginal relative frequency (or mass) o¥f i@and, di (EqQ.
2) is the chi-square distance between row i's fadind the average row
profile. The closer the points in the corresponéemap, the more similar
the categories and the stronger their mutual cporegdence (Souriat al,
2010, pp. 638-646).
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Results

To test the relationship between explanatory végmbetected in the bank-
ruptcy prediction models developed in Visegrad groauntries and coun-
tries of origin, firstly it was necessary to proid cluster analysis of these
variables. For the purpose of this study, it is ant@nt also to investigate
these explanatory variables in the context of tegqudency of their usage in
the bankruptcy prediction models of Visegrad graquntries. This is
shown in Table 4, where these variables are archimghe basic groups of
financial ratios; ratios of activity, liquidity, pfitability and debt. Also
according to the cluster analysis, we can comgatfeei designed clusters
match with the basic groups of financial ratios.

According to Table 4, we can summarize that thetrimportant and
the most frequently used is the group of profitgbiatios, focusing on the
assessment of a corporate ability to generateregant his is in the mutual
correlation with the bankruptcy prediction, white most countries the en-
terprise which does not generate earnings is ceraildas bankrupt. On the
other hand, the variable with the highest frequeiscyhe current ratio,
which is a liquidity and efficiency ratio that meass a corporate ability to
pay off short-term liabilities by its current assethe fact that the enter-
prise is not able to pay its short term liabilitiggnalizes financial prob-
lems. The second most significant variable is thbillties-to-total-assets
ratio, from the group of debt rations. This vareabkamines how the cor-
porate assets are covered by liabilities. It is alsignal for the enterprise if
the value of this variable is high that there amens potential solvency
problems, which may result in the corporate’s baicry.

Based on Table 4 the cluster analysis was calcukaid the dendogram
was created (Figure 1).

Dendogram presents the results of clustering ah@6t frequently used
explanatory variables and it can be seen that thmasa clusters are identi-
fied. These are presented in Table 5.

Based on the results of cluster analysis, it casuremarized that from
the four basic groups of financial ratios only thrgroups of ratios were
designed and these are grouped differently fronr thréginal classifica-
tion. Therefore, these results — clustered grodpsxplanatory variables
create the input data of the correspondence asalysi

Firstly, the contingency table of the corresponéeanalysis was de-
signed, which represents the frequency of explayatariables and their
use in each country according to designed clugtetsle 6).

To test the basic precondition of the corresponeemalysis, the hy-
pothesis of the independence of selected factagdaeatory variables and
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countries) has to be tested using the Pearsondbrs test of independ-
ence (Table 7).

Based on the p-value of the test, which is appraséty zero, we reject
the hypothesis about the independence of the fagtmymptotic signifi-
cance is lower than the significance level of 1 ®&)rthermore, the de-
pendence between the groups of factors is measiyrdtie Cramer’s V
coefficient, which confirms moderate and statidlycaignificant relation
between the explanatory variables and a countryeravtthe prediction
model was developed (Table 8).

The results show that it makes sense to explorinteenal structure of
the contingency table (Table 6) in the correspondemnalysis. To explore
the mutual relationships among the selected categoso the connection
between row (clusters of explanatory variables) epldmn (countries of
Visegrad group) categories (Table 9).

According to the results presented in Table 9,db@re in dimension
presents the axes of individual correspondence rrapao-dimensional
space (Figure 2a and 2b). The overview of creatadsnis given by the
total inertia, which describes the proportion oluoan (row) points on the
total inertia. The total inertia, in both casesjalg to 1, which proves that
two-dimensional correspondence maps are well ateatel represent the
individual categories appropriately.

The results of the correspondence analysis prdeicter scores for both
row and column points of the contingency table. Therdinates of these
profiles are used to visualize graphically the asgmn between the row
and column elements in the contingency table. Toerethe result is the
individual correspondent map both for row and calyrofiles. If we over-
lay both corresponding maps together, then we hygetsymmetric corre-
spondence map (Figure 3).

The results of the realized cluster and correspacgl@nalyses reveal
that the prediction models developed in the SldRagublic and the Czech
Republic use the explanatory variables groupetierctuster 2, which con-
tains the largest number of variables (11) and istmsf four debt ratios,
three liquidity ratios, three profitability rati@nd one activity ratio. From
the mentioned, mostly current ratio, liabilities&loassets ratio, equity/total
assets ratio, ROA and cash ratio are used. Pi@dictodels developed in
Hungary prefer explanatory variables from clusteain® Poland uses ex-
planatory variables from cluster 1 in the procesthe prediction models
development.

In Hungary, ROE, total revenues/total assets ratia) assets/liabilities
ratio, EBIT/interest expense ratio and quick ratie mostly used. Howev-
er, in the case of Hungary, we have to state thigt ©ix models were ana-
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lysed. Therefore, the sensitivity may be highethi@a case of more models
from this country.

On the other hand, revenues from sales/total asstis (current assets
+ accrued assets)/(current liabilities + accruedatiilities + special funds
+ accrued revenue) ratio, EBT from sales/operatiosts ratio, interest
income/(profit from economic activity + interestcome) ratio and (equity
— share capital)/total assets ratio are used irsiPdlankruptcy prediction
models. The research results confirm that ther@ @gependence between
the explanatory variables and a country in whiaythre designed to pre-
dict the corporate bankruptcy.

Discussion

In spite of the provided extensive review, calaole and analyses, there
are some limitations to the presented research.prfineary focus of this
study was on the role and use of explanatory viasaim the bankruptcy
prediction models of Visegrad group countries. €hae, we limited our
research only to four countries and models develdpere. Thus, it could
be interesting to reveal the importance and sigguifte of explanatory var-
iables also in other European or even American tt@msnand compare the
results mutually. It could be also useful to fihé impact of the statistical
method on the use of the explanatory variable érptiediction models.

On the other hand, respecting gained results, therea lot of studies
and discussions about applicability, usefulnesscaitiue to these models.
The critigues formulated in the bankruptcy predictare focused mainly
on the use of financial variables, sampling methdtie lack of non-
financial variables and the use of the period. Tilve series used is an
important factor in predicting failure. The resdsas did not prove that the
use of time series variables is better than theyeiae variables before
bankruptcy. The time period should be carefullysghobecause if there are
economic changes, besides the financial variabihesmodel should con-
tain important macroeconomic variables, too (F&ealy, 2015).

Various studies try to use financial variables wittn-financial varia-
bles. Constand and Yazdipour (2011, pp. 185-203)eathat most of the
research leaves out the human factor from the bigsa They propose to
use cognitive psychology and neuron science. SilpildAltman et al.
(2010, pp. 1-33) studied the importance of nonriai@ variables in SME
bankruptcy prediction besides the financial ratidheir conclusion re-
vealed that the non-financial variables improveedprtion accuracy by up
to 13%. The same results were concluded in therpap&uptaet al.
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(2014, pp. 1-25). They applied hazard function itrancial and non-
financial variables.

Another feature of bankruptcy prediction modelthis sensitivity to the
industry because most of the models are constrdiotesl specific group of
companies. Sensitivity of models to industry wasestigated by Grice and
Dugan (2001, pp. 151-166); Platt and Platt (1990,31—51), Chava and
Jarrow (2004, pp. 537-569), or most recently bya@se and Osmetti
(2013, pp. 1172-1188) or Karas and Reznakova (2815214-223). Re-
sults of these studies show that a prediction mdesigned for specific
industry gained higher prediction accuracy to a ehadhich does not in-
clude industry-relative variables. Thus, there guastion whether a model
which involves companies from a wide range of itides has a significant
power to detect future potential problems of indixal enterprise. On the
other hand, also the selection of enterprises lagid proportion in the basic
data sample have a substantial impact on the pi@diaccuracy. These
can be removed by the exact proportionate samplingrding to the indus-
try or by the development of the bankruptcy predicimodel focusing on
the particular industry.

Furthermore, the critique also focuses on the sagpdr statistical
method used while constructing the bankruptcy ptedi models. A care-
ful analysis of different methods and models ofpooate bankruptcy pre-
diction can leave the impression that these mogi®snot much different
from each other. Historically, researchers firggasted the use of statisti-
cal models. Availability of computers and technataed) advancements,
particularly since the 1980s, motivated some te@miiechnology-oriented
models. Artificially Intelligent Expert System (A& models, for example,
emerged as an alternative to classical statisticadels, are also popular.
They were the result of technological advancemeeduo transform hu-
man intelligence in computers. Since human intefige was initially in-
spired by conventional statistical techniques, AlB8dels employed the
characteristics of both univariate and multivariatethodologies. There-
fore, the role of statistical models within the dretic approach cannot be
ignored either. The fact is that statistical tegeis have their position and
status within all types of corporate bankruptcydcgon models and are in
use for decades now. Within this category, main®AJ logit and probit
models based on their predictive performance.
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Conclusions

The importance of bankruptcy prediction is indiginlé. Each enterprise
should deal with the potentiality of business difathis can be caused by
various reasons. Management of the enterprise itgthactivities is in
strong correlations with possible default togethéh the financial indica-
tors and statements. Inefficient management cat tliedosses and in the
worst case to bankruptcy. Therefore, it is in vitaportance to pay atten-
tion to this possibility.

The issue of bankruptcy prediction is widely spreadidwide. Various
explanatory variables and techniques have beenindbé construction of
bankruptcy prediction models. In our research, @a@i$ only on bankrupt-
cy prediction models developed in the countrie¥igkgrad four, namely
the Slovak Republic, the Czech Republic, Hungany Boland. Thus, the
main goal of this study was to systematically revand analyse the bank-
ruptcy prediction models developed in these coestnith the emphasis on
explanatory variables used in these models.

Based on the deep literature review which was pexni we analysed
103 bankruptcy prediction models of Visegrad groapntries, focusing on
the research methodology and explanatory varialded. Applying cluster
analysis on these explanatory variables, thredeskusvere created, which
are used as a basis and input of the followingespondence analysis.
Based on the statistical analysis applied, we cmefil that each country
prefers different explanatory variables during phecess of the bankruptcy
prediction model development. The results of tlaized cluster and corre-
spondence analyses unveil that prediction modelsldeed in the Slovak
Republic and in the Czech Republic use mostly ctimaio, liabilities/total
assets ratio, equity/total assets ratio, ROA arsth catio. In Hungary are
mostly used ROE, total revenues/total assets radia) assets/liabilities
ratio, EBIT/interest expense ratio and quick ratbm the other hand, in
Poland bankruptcy prediction models use revenums Bales/total assets
ratio, (current assets + accrued assets)/(cunanitities + accrued of lia-
bilities + special funds + accrued revenue) rdEBT from sales/operating
costs ratio, interest income/(profit from econorativity + interest in-
come) ratio and (equity - share capital)/total &sssio.

Based on the provided calculations, it can be sutiaet that deter-
mined groups of explanatory variables should bel deethe development
of bankruptcy prediction models in countries of Wisegrad group. The
choice of specific financial indicators (predicioirs a specific country may
be very helpful for academicians and researcheenvaeveloping models
in particular economic conditions. Representinghssjecific circumstanc-
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es together with other specificities should leatlordy to the development
of a model with high prediction accuracy, but algth the long prediction
ability.
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Annex

Table 1 Number of prediction modelsinindividual countries

Country V4 Number of studies %
Poland 63 61 %
Czech Republic 23 22%
Slovak Republic 11 11%
Hungary 6 6%
TOTAL 103 100 %

Table 2. Method used for construction of the bankruptcy prediction models

Method Method N l;;ﬂg?er SOf %
Discriminant analysis (MDA+LDA+QDA) DA 51 50%
Conditional probability (Logit+Probit) PP 36 35%
Neural network (NN+ANN+ANFIS+SOM+FUZZY) NN 2 2%
Decision trees (Regression TreestRE-EM+CHAID) Trees 2 2%
DEA DEA 2 2%
Others Other 10 10%
TOTAL 103 100%

Table 3. Number of explanatory variables used in the bankruptcy prediction
models

Number of used factors Number of studies %
0 2 2%
2 9 9%
3 14 14%
4 30 29%
5 14 14%
6 12 12%
7 12 12%
8 4 4%
9 2 2%
11 2 2%
12 1 1%
17 1 1%

TOTAL* 103 100%




Table 4. Explanatory variables with the frequency of their usage in the bankruptcy

prediction models

Activity Ratios Freqg. Liquidity Ratios Freg.
Total Revenues/Total Assets 11 Current ratio 28
Total Sales/Total Assets 10 Quick ratio 19
Cash Flow/Total Assets 6 Working Capital/Total Assets 16
Revenues from Sales/Total Assets 7 Cash rétio 16
Inventory/Revenues from Sales* 365 5 Working Capital/Fixed Assets 5
(Equity - Share Capital)/Total 5
Assets
Total 39 Total 89
Profitability Ratios Freq. Debt Ratios Freq.
ROA 17 Liabilities/Total Assets 26
ROE 12 Equity/Total Assets 18
EBIT/Total Assets 14 Cash Flow/Liabilities 13
Operating Profit/Total Assets 14 Equity/Liabilities 6
EBT from Sales/Operating Costs 6 Total Assetg/Liabilities 6
(Current Assets + Accrued
Assets)/(Current Liabilities +
ROS 6 Accrued of Liabilities + Special 6
Funds + Accrued Revenue)
Interest Income/(Profit from
Retained Earnings/Total Assets 5 Economic Activity + Interest 6
Income)
EBIT/Interest Expense 5 Cash Flow/Total Liabilities 4
EBT/Total Assets 4
EBT/Total Sales 4
EAT/Inventory 4
Total 91 Total 85
Table 5. Contingency table of the correspondence analysis
Cluster Factor * Country Cross tabulation
Czech Slovak
Republic Hungary Poland Republic
Cluster Clusterl 0 0 48 0 48
Factor
Cluster2 47 0 87 26 160
Cluster3 25 1 52 8 96

Total 72 11 187 34 304




Table 6. Created clusters of analyzed explanatory variables

Clusterl Cluster2 Cluster3
Revenues from Sales/Total )
f14 Assels 1 Current ratio 11 ROE
(Current Assets + Accrued
Assats)/(Current Liabilities Liabilities/Total Total Revenues/
+ Accrued of Liabilities + Assets Total Assts
Special Funds + Accrued
f15 Revenue) f2 f12
EBT from Sales/Operating . Total Assets/
f18 Costs f4 EQuity/Total Assets 7 Liabilities
Interest Income/(Profit
from Economic Activity + ROA EB&”Q;&
f20 Interest Income) f5 f23 P
(Equity - Share . . .
f22  Capital)/Total Assets 6 Cash ratio 3 Quick ratio
Working Capital/Fixed Working Capital/ Operating Profit/
f25 Assets f7 Total Assets f9 Total Assets
Inventory/Revenues from S
26 Sales* 365 i8 EBIT/Total Assets 10 Cash Flow/Liabilities
Total Sales/Total Cash Flow/Total
f28 EAT/Inventory f13 Assets f16 Assets
30 EBT/Total Sales f21 Equity/Liabilities 19 ROS
Retained Earnings/
f24  Tot Assts  fzg  Eo1/Totl Assats
Cash Flow/Total
f27 Liabilities

Table 7.Test of independence of selected variables

Chi-Square Tests

Asymptotic Significance

Value df (2-sided)
Pearson Chi-Square 61.078° 6 0.000
N of Valid Cases 304

a. 2 cells (16.7%) have expected count less than 5. The minimum expected count is 1.74.

Table 8.Correlation test between explanatory variables and countries

Symmetric Measures

Value Approximate

Significance
Nominal by Cramer's V 0.317 0.000
Nominal Contingency Coefficient 0.409 0.000

N of Valid Cases 304




Table 9.Overview of row and column points

Overview Row Point$

Scorein
Dimension Contribution
Of Pointto Inertia  Of Dimension to Inertia
of Dimension of Point
Cluster
Factor Mass 1 2 Inertia 1 2 1 2 Total
Clusterl 0.333 0.775 -0.135 0.065 0.621 0.046 0.988 0.012 1.000
Cluster2 0.333 -0.569 -0.363 0.041 0.335 0331 0.857 0.143 1.000
Cluster3 0.333 -0.206 0.497 0.015 0.044 0.623 0.294 0.706 1.000
Tota 1.000 0.121 1.000 1.000

a. Symmetrical normalization

Overview Column Points'

Scorein
Dimension Contribution
Of Point to
Inertia of Of Dimension to Inertia
Dimension of Point
Country Mass 1 2 Inertia 1 2 1 2 Total
Czech 0.250 -0.590 -0.064 0.028 0.271 0.008 0.995 0.005 1.000
Republic
Hungary 0.250 0.016 0.604 0.012 0.000 0.689 0.002 0.998 1.000
Poland 0.250 0909 -0.184 0.068 0.642 0.064 0983 0.017 1.000
Slovak 0.250 -0.335 -0.356 0.013 0.087 0239 0.684 0.316 1.000
Republic
Total 1.000 0.121 1.000 1.000

a. Symmetrical normalization



Figure 1. Dendogram of analyzed explanatory variables

Dendrogram using Ward Linkage
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Figure 2. Individua correspondence analysis (a. Clustered explanatory variables,
b. Individual countries)
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Figure 3. Symmetric correspondence map
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