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1. Introduction

The contemporary practices of a large number of cities indicate that their 
authorities are pursuing new management solutions to enhance the effectiveness and 
integration of marketing communication. This article addresses the challenges 
involved in developing such an approach and responds to the call for a “wholesale or 
partial adoption of the IMC concept by different sectors” (Kitchen and Schultz, 
2009).

Over the past two decades, integrated marketing communication (IMC) has been 
the topic of a considerable volume of scientific publications in the field of marketing 
management (Kitchen and Schultz, 2009; Kliatchko, 2008; Munoz-Leiva et al., 
2015; Schultz, Kerr, Kim, and Patti, 2007; Schultz, Kim, and Kang, 2014). However, 
empirical research on IMC has tended to focus on business entities (Kliatchko, 2008; 
Lee and Park, 2007; Luxton, Reid, and Mavondo, 2015; Munoz-Leiva et al., 2015; 
Schultz et al., 2014; Šerić, 2018). Although some studies on IMC have focused on 
the non-commercial sector (Edmiston-Strasser, 2009; Foroudi, Dinnie, Kitchen, 
Melewar, and Foroudi, 2017; Kerr and Kelly, 2017; Šerić 2018), a neglected area is 
city communication. Previous research findings have indicated the feasibility of 
integrating city marketing communication (Anonymous, 2019). The limitations 
resulting from the specifics of public sector management have not excluded 
undertaking work on adapting the IMC concept to cities.

Whilst conducting a literature review, the authors identified inadequate 
conceptualisation and adaptation of the IMC concept for cities (an exploratory gap), 
and a lack of research guidelines for the identification and evaluation of city integrated 
marketing communication (a methodological gap). This study sought to fill these 
gaps by adapting the IMC concept for cities and developing a measurement 
framework and scale for assessing the integration of city marketing communication.

The research objectives addressed two areas that currently present fundamental 
challenges for managing city marketing communication. The first objective 
(theoretical objective) was to conceptualise and identify specific constructs of city 
integrated marketing communication (CIMC). To achieve this, adaptive work was 
required due to the differences between business management and public sector 
management. The second objective (methodological objective) was to propose  
a framework for the measurement of CIMC. This was achieved through the 
development of a research tool that required the construction of a novel measurement 
scale – which is linked to the need to adapt and operationalise variables – tailored to 
the specifics of cities.

The research design employed both qualitative and quantitative approaches. The 
authors first conducted a review of the literature identified through a search in the 
Scopus and Web of Science databases. The selection of literature was restricted to 
publications over the past two decades (since 2000) that have been crucial for 
developing knowledge on integrated marketing communication, city marketing, 
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place marketing. city branding, and place branding. Key to inferences made regarding 
the state of knowledge and research on IMC were reviews of theoretical and empirical 
studies by Kliatchko (2008), Schultz, Kim and Kang (2014), Munoz-Leiva, Porcu 
and Del Barrio-Garcıa (2015), Porcu, Del Barrio-García and Kitchen (2017), and 
Šerić (2018).

The literature review was supported by an analysis of the content of strategic 
documents derived from Polish cities and the results of studies on city marketing 
communication conducted by the authors in previous years. The qualitative study 
provided the basis for conceptualising CIMC and the construction of a proposed 
measurement tool (CIMC scale). Empirical validation of the measurement scale was 
performed on data collected from a survey conducted with representatives of 
municipal offices responsible for marketing communication in 279 Polish cities.

The value and originality of the paper derive from the development of integrated 
marketing communication theory and its adaptation in the area of city management, 
as well as the proposed measurement framework and new scale for the assessment of 
CIMC.

2. Theoretical background

2.1. The rationale for adapting the IMC concept to cities

According to Kerr and Patti (2015), IMC gained worldwide acceptance as a result 
of “evolving in its understanding and definition, with the exploration of key 
constructs, and some initial work on measurement”. The literature on IMC indicates 
that since its inception as a field of study, theoretical foundations, definitional issues, 
and the development of the concept have been foremost concerns among scholars 
(Kliatchko, 2008; Schultz, Kim and Kang, 2014; Munoz-Leiva, Porcu and Del 
Barrio-Garcıa, 2015; Porcu, Del Barrio-García and Kitchen, 2017; Šerić, 2018). As 
part of the ongoing academic debate, doubts have been voiced as to the merits and 
possibilities of the full practical implementation of the concept (Pettegrew, 2001; 
McGrath, 2005). As early as 2009, Kitchen and Schultz, among other challenges 
involved in developing the IMC concept, indicated the need for “evidence of 
wholesale or partial adoption by different sectors”. This inspired the subsequent 
discussion of the rationale of applying the IMC concept to cities.

The literature review demonstrated that the IMC concept has evolved from 
simplified communication system management (Duncan and Everett, 1993; Duncan 
and Caywood, 1996) to a stakeholder-centred, interactive, and cross-functional 
process (Duncan and Mulhern, 2004; Porcu, Del Barrio-García and Kitchen, 2017). 
Porcu, Del Barrio-García and Kitchen (2017), based on a comprehensive review of 
conceptualisations and theoretical models, defined IMC as ”the stakeholder-centred 
interactive process of cross-functional planning and alignment of organisational, 
analytical and communication processes that allows for the possibility of continuous 
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dialogue by conveying consistent and transparent messages via all media to foster 
long-term profitable relationships that create value” (Porcu, Del Barrio-García and 
Kitchen, 2017, p. 694). This definition of IMC is broad enough to be applied to 
companies and other entities, including cities.

The basic premise underpinning the implementation of the IMC concept for cities 
is the development of city marketing and city branding (Lucarelli and Olof Berg, 
2011; Acharya and Rahman, 2016; Vuignier, 2017). Previous research findings, 
supported by numerous studies demonstrating the links between city branding and 
corporate branding, have indicated the feasibility of IMC implementation in cities 
(Anonymous, 2019). The adaptation of the IMC concept for cities can therefore be 
based on scientific achievements in the field of city branding and city brand 
communication (Parkerson and Saunders, 2005; Kavaratzis and Ashworth, 2006; 
Hankinson, 2007; Kavaratzis, 2009; Kavaratzis and Hatch, 2013; Zenker, 2011; 
Merrilees et al., 2012), citizen engagement and participation (Braun, Kavaratzis, and 
Zenker, 2013; Hereźniak, 2017; Kavaratzis and Kalandides, 2015; Molinillo, Anaya-
Sánchez, Morrison, and Coca-Stefaniak, 2019; Rehmet and Dinnie, 2013), city brand 
partnerships, relationships, networks, and co-branding (Hankinson, 2004; Kavaratzis 
and Ashworth, 2007; Harrison-Walker, 2013; Merrilees, Miller and Halliday, 2016; 
Lucarelli, 2018), and interactive city branding (Florek, 2011; van Gelder, 2011; 
Merrilees, Miller and Halliday, 2016).

Previous research has also identified multiple limitations associated with the 
direct implementation of IMC solutions in cities. These result from the collective 
character of cities (various stakeholders, numerous organisational units, diverse 
objectives and needs); limited control over communication processes; insufficient 
resources and marketing communication capabilities; and lack of flexibility and 
limited possibilities for the long-term implementation of strategic assumptions 
(Anholt, 2004; Skinner, 2005; Moilanen and Rainisto, 2009a; Moilanen, 2015; 
Anonymous, 2019). However, these limitations do not exclude undertaking work on 
the adaptation of the IMC approach to cities.

Although the research identified a few studies on the IMC of places, these referred 
only to tourist destinations. Skinner (2005) focused on the problems with integrating 
place marketing communication and stated that true integration might be impossible 
to achieve. Pike (2008) identified the opportunities and challenges related to  
the integration of marketing communication. His considerations covered five  
areas: customer relationships, stakeholder relationships, cross-functional processes, 
stimulation of dialogue with customers, and message synergy. Wang, Wu and Yuan 
(2009) explored the role of IMC in visitors’ destination choices. However, their 
study was limited to measuring the declared impact of specific communication tools 
on destination decisions. Šerić and Vernuccio (2019) empirically tested a model 
capturing the relationships between consistency and interactivity (two dimensions of 
IMC), and city reputation and consumer brand engagement. Their study focused on 
cities, but only in the tourism sector. Castañeda-García et al. (2020) examined the 
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role of consistent messaging via various communication tools in forming consumer-
based destination brand equity. This notable study was limited to one dimension of 
IMC in the context of tourism.

Cities represent multi-level organisms with diverse stakeholders, different 
objectives, and communication needs. Therefore, the theoretical challenges associated 
with the conceptualisation of city integrated marketing communication (CIMC) 
necessitate the adoption of a full organisational perspective. The study proposes to 
define CIMC as an interactive process involving planning and conducting strategically 
consistent communication activities and ongoing dialogue via various media to 
maintain long-term relations that support city branding and create value for city 
stakeholders. Scientific achievements in the field of city marketing and city branding 
facilitate the development of measuring instruments for their application in cities. 
Notwithstanding the necessary adaptation work, developing a measurement scale  
for CIMC is essential for evaluating and demonstrating the implementation value of 
IMC.

2.2. IMC measurement frameworks

Over the years, scientists have increasingly come to recognise that the key to  
a more widespread adoption of IMC is a clear definition of constructs, operatio-
nalisation and effective empirical measurement and evaluation (Eagle, Kitchen and 
Bulmer, 2007; Kitchen, Kim and Schultz, 2008; Kitchen and Schultz, 2009; Schultz 
and Patti, 2009; Kerr and Patti, 2015; Kitchen and Burgmann, 2015b; Luxton, Reid 
and Mavondo, 2017). Although measurement has often been considered a fundamental 
weakness of IMC (Kitchen, Kim and Schultz, 2008, Šerić, 2018), several proposed 
measurement frameworks for integrated marketing communications have emerged. 
Table 1 provides an overview of the IMC construct dimensions and scales used in 
prior research over the past two decades.

Low (2000) proposed a three-item scale to measure IMC in a cross-sectional 
sample of companies. The IMC construct consisted of integration (1), strategic 
consistency (2), and message consistency (3). By integration, the author intended the 
extent to which the same manager plans all marketing communication tools. The 
second dimension determined the extent of strategic coherence of various elements 
of the marketing communications programmes. The message consistency dimension 
reflected the focus of various marketing communications tools on a shared message.

Based on the previous measurement proposition presented by Phelps and Johnson 
(1996), Ewing, De Bussy and Caruana (2000) developed a four-dimensional 
construct: one voice (1), direct marketing (2), increased responsibility (3), and 
response goals (4). One voice appealed to the central themes in previous theoretical 
approaches: consistency, integration, and synergy. Direct marketing reflected the 
role of one-to-one, direct response, and database marketing (expressed as interactivity 
in conceptualisations of IMC proposed by other authors). The distinction of the 
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increased responsibility dimension resulted from the recognition of the shift in 
communication focus from traditional to below-the-line advertising. By defining the 
dimension of the response goals, the authors related their research to the pragmatic 
and retail-related aspects.

Table 1

IMC construct dimensions and measurement scales (since 2000)

Author/s (year) IMC Construct Dimensions Measurement scales  
(items, type of scale)

Low (2000) 1. Integration (integrated planning)
2. Strategic consistency 
3. Message consistency

 • 3 items 
 • 9-point Likert scale from “strongly 
disagree” (1) to “strongly agree” (9)

Ewing, De Bussy 
and Caruana 
(2000)

1. One voice
2. Direct marketing
3. Increased responsibility (for below-the- 

-line functions)
4. Response goals

 • 14 items 
 • 7-point Likert scale from “strongly 
disagree” (1) to “strongly agree' (7)

Reid (2005) 1. Interactivity
2. Mission marketing
3. Cross-functional strategic planning

 • 15 items 
 • 7-point Likert scale from “not at all” 
(1) to “to a great extent” (7)

Hočevar, Žabkar 
and Mumel (2007)

1. Interactivity 
2. Strategic organisation 
3. Mission communications 
4. Planning

 • 15 items 
 • 7-point Likert scale from “strongly 
disagree” (1) to “strongly agree” (7)

Lee and Park 
(2007)

1. Unified communications for consistent 
message and image

2. Differentiated communications to 
multiple customer groups

3. Database-centred communications for 
tangible results

4. Relationship fostering communications 
with existing customers

 • 18 items 
 • 5-point Likert scale from “strongly 
disagree” (1) to “strongly agree” (5)

Wang, Wu and 
Yuan (2009)

1. Public relations
2. Advertising
3. Direct sales and promotion

 • 21 items
 • 5-point Likert scale from “no influence” 
(1) to “high influence” (5)

Luxton, Reid and 
Mavondo (2015, 
2017)

1. IMC capability  • 12 items
 • 7-point Likert scale from “not at all” 
(1) to “to a great extent” (7)

Porcu, Del 
Barrio-García and 
Kitchen (2017)
Porcu, del Barrio- 
-García, Kitchen,  
et al. (2019)

1. Message consistency 
2. Interactivity 
3. Stakeholder-centred strategic focus
4. Organisational alignment

 • 25 items 
 • 7-point Likert scale from “strongly 
disagree” (1) to “strongly agree” (7)

Source: own elaboration.
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Several researchers have tested or adapted the scale proposed by Duncan and 
Moriarty (1997), which is composed of five dimensions: interactivity, mission 
marketing, strategic consistency, organisational infrastructure, and planning and 
evaluation. Reid (2005) then reduced this to three dimensions: interactivity (1), 
mission marketing (2), and cross-functional strategic planning (3). The interactivity 
measure addresses whether the customer’s voice is the basis of brand-communication 
planning. The mission marketing measure determines the extent to which brand 
communication planning focus derives from the organisation’s mission. The cross- 
-functional strategic planning construct derives from three primary dimensions: 
organisational infrastructure, strategic consistency, and planning and evaluation. 
This dimension incorporates involvement from various functions and departments, 
the level of managerial skills and capabilities in brand communications, an understanding 
of customer contact points, the consistency of brand communication with brand 
positioning, and applying SWOT analysis in planning and strategy development. 

Hočevar, Žabkar and Mumel (2007) proposed limiting the IMC measurement to 
four dimensions: interactivity (1), strategic organisation (2), mission communications 
(3) and planning (4). The interactivity dimension refers to collecting and using 
information gained through dialogue with customers via various brand contact 
points. The second dimension addresses the use of a long-term and common strategy 
to coordinate marketing communications. The third dimension refers to 
communicating the mission to consumers and its consistency with the company’s 
messages. The IMC planning dimension concerns setting measurable goals for the 
entire marketing communication process and its tools.

In 2007, Lee and Park proposed the IMC measurement tool based on a four- 
-dimensional conceptualisation of integrated marketing communication: unified 
communications for a consistent message and image (1), differentiated communica-
tions to multiple customer groups (2), database-centred communications for tangible 
results (3), and relationships fostering communications with existing customers (4). 
The first dimension refers to delivering a consistent message to create a single brand 
identity via various channels. The second dimension addresses the importance of 
developing different marketing communications campaigns for customers in different 
phases of the purchasing process. The third dimension represents the communicational 
role of databases in achieving tangible results. The fourth dimension underlines the 
importance of marketing communications in building long-lasting relationships with 
customers.

As the concept of IMC has evolved, there has been an increasing shift away from 
measurements based solely on tool-based approaches. However, some researchers 
have still based the measurement on marketing communication tools. An example is 
the research of Wang, Wu and Yuan (2009), who used three dimensions: public 
relations, advertising, and direct sale and promotion. The proposed scale was quite 
simple and the items represented marketing communication tools and channels.
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Over the past two decades, a considerable part of the research on IMC has adopted 
a broader organisational perspective. Measures used in previous research by Duncan 
and Moriarty (1997) and by Low (2000) and Reid (2005) became the basis for the 
IMC capability construct proposed by Luxton, Reid and Mavondo (2015, 2017). The 
construct was reflected in a 12-item scale examining organisations’ ability to 
undertake marketing communication activities that affect their brands. In their 
measurement, they referred to the use of a set of communication tools to achieve 
overall brand goals, the capacity of a creative theme to use in campaigns aimed at 
different stakeholders, linking the strategy and its objectives to building relationships 
with key stakeholders, planning based on target market insights and SWOT analysis, 
understanding all brand touchpoints, evaluation of all campaigns, maintaining highly 
skilled personnel, and devoting adequate time to manage brand communications.

Porcu, Del Barrio-García and Kitchen (2017) developed a conceptual framework 
and operationalisation of IMC by elaborating and validating the new IMC scale. The 
authors introduced a four-dimensional IMC construct: message consistency (1), 
interactivity (2), stakeholder-centred strategic focus (3), and organisational alignment 
(4). Their proposition responds to the need for a broad organisational approach and 
provides the basis for the adaptation of the measurement framework to entities 
representing various sectors.

The message consistency (1) dimension refers to strategic and coherent posi-
tioning, consistency in visual communication, and the coordination of all messages 
originated by all departments and functions (Porcu, Del Barrio-García and Kitchen, 
2017). Such coordination is intended to lead to communication efficiency based on 
synergy (Kitchen, Brignell, Li and Jones, 2004; Lee and Park, 2007; Moriarty and 
Schultz, 2012). The value of message consistency is challenging to test in the 
marketplace (Moriarty and Schultz, 2012). Therefore, measurements within this 
dimension focus primarily on the coordination and coherence of various commu-
nication tools and channels.

Interactivity (2) involves collecting stakeholders’ information, monitoring 
stakeholder-generated messages, and adapting throughout the organisation a respon-
sive attitude towards establishing a trust-based and ongoing dialogue (Porcu, Del 
Barrio-García and Kitchen, 2017). The rise of interactivity in integrated marketing 
communication is strongly linked to the development of digital technology and 
media (Peltier, Schibrowsky and Schultz, 2003; Peltier et al., 2006; Manser Payne, 
Peltier and Barger, 2017). The use of ICTs enhances the ability to obtain consumer 
data and monitor consumer insight (Mulhern, 2009), increasing the chance of 
achieving a better mutual understanding and strengthening relations.

The stakeholder-centred strategic focus dimension (3) concerns working towards 
the strategic goals of creating value for stakeholders. Since its inception, numerous 
researchers have viewed ongoing relations between organisations and various 
stakeholder groups as the foundation of IMC (Duncan and Moriarty, 1998; Reid, 
2005; Finne and Grönroos, 2009; Mulhern, 2009; Tafesse and Kitchen, 2017). 
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Measuring IMC should therefore address the strategic use of stakeholder insight in 
providing and achieving high-value stakeholder-centred solutions. Stakeholders 
should be knowledgeable about the organisation’s strategic direction, which requires 
raising their awareness of its mission (Porcu, Del Barrio-García and Kitchen, 2017).

The organisational alignment dimension (4) refers to the horizontal and vertical 
communication processes, Developing and deploying IMC capability requires the 
sharing of corporate values and goals, and firm-wide commitment and cooperation 
across various functional areas (Abratt and Kleyn, 2012; Zahay et al., 2014; Luxton, 
Reid and Mavondo, 2017). The horizontal and vertical cooperation and coordination 
of communicational activities are crucial because all organisational units and partners 
affect the corporate reputation (Porcu, Del Barrio-García and Kitchen, 2017).

3. Methodology

This study was conducted to develop a framework and new measurement scale 
for CIMC. The research design employed both qualitative and quantitative 
approaches. The literature review was supported by an analysis of the content of 
strategic documents obtained from Polish cities and previous studies on city 
marketing communication conducted by the authors in the period 2015-20171. The 
qualitative study formed the basis for the conceptualisation of CIMC and the 
construction of a measurement tool proposal (CIMC scale). Questionnaire items 
were translated and adapted in Polish. The scale items were discussed with experts 
(scholars and practitioners) with experience in city marketing communication and 
research on city marketing and branding. The purpose of this stage was to review the 
adapted constructs and items and ensure they were appropriate for research regarding 
cities. The study also addressed concerns regarding the respondents’ ability to 
understand questionnaire items and provide relevant answers.This stage resulted in 
revisions to several items and the questionnaire layout.

To empirically validate the proposed measurement scale, the authors conducted  
a survey on a representative sample of Polish cities2. According to Statistics Poland 
(Polish National Statistical Office), there are 398 Polish territorial units with city 
rights that have more than 10,000 inhabitants (as of December 2020). The respondents 
were representatives of municipal offices responsible for decisions in the field of city 

1 These studies include a case study of the city of Wrocław, based on an analysis of the content of 
strategic documents of the city published in 1998-2017, research reports and materials related to 
communication activities of the city, and in-depth interviews with representatives of Wrocław City 
Council and municipal companies responsible for communication activities, city promotion, the 
implementation of large city events, and coordination of CRM projects. In previous research, the authors 
also conducted a comparative analysis of the communication activities of selected large European cities 
(Amsterdam, Copenhagen, Berlin, Edinburgh) and three Polish cities (Wrocław, Szczecin, Poznań).
2 The definition of a city varies from country to country and is based on various criteria (population 
size, population density, functional and historical criteria).
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marketing communication. Due to the respondents’ availability, it was impossible to 
survey representatives of all municipal offices in 398 cities. The initial sample 
consisted of 361 cities, but the analysis only included responses from cities with  
a unit responsible for marketing communication. The respondents were representatives 
for whom marketing communication was a core competency3. Thus, the final sample 
consisted of 279 cities.

Table 2

The sample and population by number of inhabitants

Polish territorial units with city rights
Sample Population

n % n %

Number of inhabitants
10,000 to 19,999 131 47 180 45
20,000 to 99,999 118 42 180 45
100,000 and more 30 11 38 10
Total 279 100 398 100

Source: Statistics Poland, 2020.

The sample was selected from three categories of territorial units with city rights 
defined by the number of inhabitants (based on the Statistics Poland classification 
system). To a large extent, the sample structure reflects the population structure 
(Table 2). A description of the sample, including other characteristics, is presented in 
Appendix 1.

The study used triangulation of research techniques (CATI, CAWI), which 
resulted from the different preferences of the respondents regarding the form of 
contact and interviewing, and the need to ensure an appropriate response rate. The 
survey was administered by a research agency with experience in research on public 
entities. A preliminary pilot study on representatives of 10 cities was conducted to 
ascertain the clarity and acceptability of the questions. After ensuring that the 
respondents had no problems answering the questions, the survey was conducted on 
a larger sample.

The data gathered via the survey enabled validation of the proposed CIMC scale 
through the application of Exploratory Factor Analysis (EFA) and Confirmatory 
Factor Analysis (CFA). The sample size is crucial for EFA and CFA methods, 
although researchers represent different approaches in this regard. Tabachnick and 
Fidell (2007) suggested a sample with at least 300 cases, Cattell (1966) – 250, Hair 
et al. (1998) – 100, Sapnas and Zeller (2002) – even 50 objects. MacCallum et al. 

3 The study excluded the responses of persons performing various administrative functions, or whose 
scope of duties included tasks related to marketing communication but did not constitute their primary 
scope of responsibilities.
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(1999) proved that the necessary sample size depends on several specific aspects of 
a given study, most notably the level of commonality. When commonalities are over 
0.6, the factors are well determined, and computations converge to a proper solution, 
even for the smaller sample size.

Luxton, Reid and Mavondo (2017), defining directions for research on IMC, 
suggested that future studies should adopt a specific lens, such as examining different 
organisation sizes. Based on this, the authors assumed it would be reasonable to 
conduct research and analyses for subgroups according to city size. Therefore, it was 
decided to validate the scale regarding separate categories of territorial units.

4. CIMC measurement framework and scale development

4.1. CIMC measurement framework

Based on the literature review, supported by an analysis of the content of strategic 
documents obtained from Polish cities and the results of previous studies on city 
branding and city marketing communication, the authors assumed that the construct 
dimensions proposed by Porcu, Del Barrio-García and Kitchen (2017) would form 
the basis for developing a measurement framework for the assessment of CIMC. 
However, the development of constructs and measurement scales required adaptive 
work due to differences between business management and public sector management. 
On the basis of qualitative studies, the study proposed a measurement framework 
and operationalisation of the CIMC construct based on three dimensions: strategic 
consistency (SC), interactivity (IN), and stakeholder-centred focus (SF).

Strategic consistency. The two constructs, “message consistency” and “orga-
nisational alignment” proposed by Porcu, Del Barrio-García and Kitchen (2017), 
were linked into one overarching definition as “strategic consistency”. This is  
a logical connection grounded in IMC theory. The notion that messages and their 
multiple sources must be strategically coordinated (‘one sight, one sound’, ‘one 
view’) has its roots in the origins of the IMC concept (Duncan and Everett, 1993; 
Moriarty, 1996; Thorson and Moore, 1996; Caywood et al., 1991). By “strategic 
consistency”, Duncan and Moriarty (1998) referred to the consistent presentation of 
organisational values and the coherent brand positioning.

Therefore, strategic consistency refers to sharing common brand meaning and 
content among multiple communication channels and tools (Duncan and Moriarty, 
1998; Navarro, Delgado and Sicilia, 2010; Šerić and Vernuccio, 2019). This 
highlights the need for consistent marketing communication between various sources 
and media (online and offline) and achieving intra-channel and cross-channel synergy 
(Batra and Keller, 2016; Pauwels et al., 2016). From a strategic point of view, 
consistency involves sharing values and goals within all organisational units and 
requires the alignment of horizontal and vertical communication processes.
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To ensure consistent positioning, it is essential to coordinate messages reaching 
diverse audiences through various channels. Hence, it is helpful to establish a clear 
key message as this will facilitate communication with different stakeholders from  
a long-term perspective and establish coherent communication programmes. 
Hankinson (2007) suggested that one of the fundamental shortcomings of place 
marketing is the failure to communicate a consistent message across the various target 
groups. However, as previous case study-based research shows, there are numerous 
examples of cities conducting communication activities based on a consistent message 
derived from the city brand strategy (Anonymous, 2016). Strategic consistency allows 
the continuation of the adopted path of marketing communication activities, even in 
the face of problems that stem from the terms of office of the city authorities.

Consistency also refers to coherency in the use of brand identity elements. As 
Govers (2013) observed, city marketing communication efforts often focus on 
spending time and money on slogans and logos. While these identity elements are 
essential in the marketing communications of commercial brands, multiple authors 
have repeatedly claimed their relative insignificance in place branding (Govers, 
2013). Conversely, place marketing researchers indicate the importance of symbols 
in forming local identity and place image (Mueller and Schade, 2012). The consistent 
use of city identity elements is also facilitated by fostering commitment, engagement, 
and a sense of belonging among stakeholders and internal audiences (Mueller and 
Schade, 2012; Govers, 2013).

An important aspect related to strategic consistency is organisational alignment. 
This includes solutions and mechanisms for the communication and cooperation  
of various city units in ways that are consistent with the city’s values and support  
its long-term goals. In city marketing, maintaining consistency is difficult if 
communication programmes are run independently by multiple entities with differing 
objectives, resources, and capabilities (Skinner, 2005; Moilanen and Rainisto, 2009a). 
To address the problems with multi-organisational coordination, the municipal office 
should create opportunities to increase the strategic consistency of city communication 
and initiate long-term cooperation programmes for various entities operating in the 
city (Moilanen and Rainisto, 2009b; van Gelder, 2011; Anonymous, 2016).

Interactivity. Interactivity is an essential dimension in contemporary constructs 
of IMC (Reid, 2005; Moriarty and Schultz, 2012; Luxton, Reid and Mavondo, 2015; 
Porcu et al., 2017; Porcu, del Barrio-García, Alcántara-Pilar et al., 2019). This refers 
to ongoing dialogue involving various stakeholders in which the key is reciprocity, 
speed of response and responsiveness (Johnson, Bruner and Kumar, 2006; Moriarty 
and Schultz, 2012; Porcu, del Barrio-García, Alcántara-Pilar et al., 2019). Interactivity 
relies on exchanging messages and co-creating shared meaning by marketers and 
audiences (Kliatchko, 2008; Finne and Grönroos, 2009; Tafesse and Kitchen, 2017). 
By encouraging mutually beneficial dialogue, interactivity is considered crucial for 
initiating, maintaining, and nurturing stakeholder relations (Reid, 2005; Lucia Porcu, 
del Barrio-García and Kitchen, 2012; Tafesse and Kitchen, 2017).



 City integrated marketing communication – identification and measurement framework 17

Recently, researchers involved in marketing and place branding have exhibited an 
increased interest in interactive communication. Several researchers reported the role 
of interactive tools and channels of marketing communication in place brand co-
creation (Florek, 2011; Kavaratzis, 2012; Hanna and Rowley, 2015; Merrilees, Miller 
and Halliday, 2016) and building place reputation (Šerić and Vernuccio, 2019).

In the context of cities, interactivity is about finding and providing different ways 
to conduct and stimulate dialogue with city stakeholders, respond to their inquiries 
and comments, and collect and monitor information generated by stakeholders. 
Interactivity is now linked strongly to the use of digital media, which enhance the 
capability to engage in dialogue, acquire stakeholder data, and monitor stakeholder-
generated messages. According to Kavaratzis (2012), user-generated content is the 
critical change in modern communication. Therefore, it is important to systematically 
monitor the information generated by city stakeholders in their online word-of-
mouth communications. Moreover, an increasing number of cities are engaged in the 
intensive development and use of interactive tools (platforms, applications, etc.), 
allowing for dialogue between various stakeholders.

Stakeholder-centred focus. Putting stakeholders at the centre of marketing 
communication processes to create shared value and build long-term and profitable 
relations is seen by many researchers as crucial to the implementation of IMC 
(Duncan and Moriarty, 1998; Reid, 2005; Kliatchko, 2008; Finne and Grönroos, 
2009; Mulhern, 2009; Tafesse and Kitchen, 2017).

City marketing communication requires thinking about the complex system of 
diverse stakeholders,  where the actions of some have an impact on others (Jamal and 
Getz, 1995; Moilanen, 2015). In addition, the city’s brand depends not only on the 
actions of the authorities but also (and in particular) on the activities and commu-
nication of the city’s stakeholders (Braun et al., 2018). According to Moilanen 
(2015), modern cities face problems such as conflicting stakeholders’ interests, lack 
of leadership and insufficiently effective communication within loosely structured 
networks. This implies the need to disseminate knowledge about the strategic 
directions of city development among stakeholders and involving them in the 
planning and evaluation processes.

The basis for creating value for the city and its stakeholders is the identification 
of multiple recipients and understanding their needs and preferences. Stakeholder 
insights are used to plan marketing communication and other city activities.
Stakeholders should be knowledgeable about the city’s strategic direction (vision, 
mission) and may be included in the planning and evaluating of its activities through 
systematic surveys. Furthermore, the engagement of city staff and an efficient 
information flow between city units are essential in developing and implementing 
stakeholder-focused solutions.

The proposed three dimensions (strategic consistency, interactivity, stakeholder-
centred focus) were the conceptual basis for the development of a scale for the 
measurement of CIMC.
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4.2. Proposed CIMC measurement scale

The authors proposed a CIMC measurement tool consisting of 20 items: eight 
items for “strategic consistency”, six items for “interactivity”, and other six for 
“stakeholder-centred focus” (Table 3).

Table 3
City Integrated Marketing Communication Scale (CIMC scale)

The CIMC scale
Strategic consistency (SC)

SC_1. We coordinate the messages of the city marketing communication to maintain consistency of 
city positioning and image.
SC_2. We maintain consistency in all visual components of city communication.
SC_3. We care for the consistency of marketing communication in traditional and modern media.
SC_4. Communication with various recipient groups share a key message.
SC_5. We periodically analyse our city communication messages to assess their consistency level.
SC_6. Due to internal communication, employees of various organisational city units are aware of the 
values and goals resulting from the city’s strategy.
SC_7. Well-developed mechanisms of cooperation and teamwork within various organisational units 
that serve the implementation of strategic goals exist in the city.
SC_8. The municipal office is the initiator of long-term cooperation programmes for various entities 
operating in the city.

Interactivity (IN)
IN_1. Our city offers various ways to facilitate dialogue with city stakeholders (obtaining information, 
submitting comments etc.).
IN_2. In our city, we systematically collect information from stakeholders in a database used by 
various organisational units.
IN_3. Our city uses information and communication technologies intensively to respond quickly to 
inquiries and comments submitted by stakeholders.
IN_4. Our city proactively uses social media to engage in dialogue with stakeholders.
IN_5. Our city is intensely developing interactive tools that allow for dialogue between various 
stakeholders (platforms, applications, etc.).
IN_6. In our city, we systematically monitor the information generated by stakeholders through their 
online word-of-mouth communications.

Stakeholder-centred focus (SF)
SF_1. The city vision/mission is actively promoted among stakeholders, particularly among residents 
and entities operating in the city.
SF_2. The insights of marketing research and analysis of stakeholders’ needs are the basis for planning 
city marketing communication.
SF_3. The choice of city communication tools and channels is based on an analysis of the needs and 
preferences of our stakeholders.
SF_4. The staff of all city organisational units actively pursue stakeholder-centred solutions.
SF_5. In our city, we systematically conduct stakeholder surveys to evaluate and plan the city’s activities.
SF_6. The adopted organisational solutions affect the efficient flow of information between various 
organisational units of the city.

Note: The respondents were asked to indicate their level of agreement with each statement on  
a 5-point Likert scale ranging from “strongly disagree” (1) to “strongly agree” (5).

Source: developed based on the firm-wide IMC scale proposed by Porcu, Del Barrio-García and 
Kitchen (2017).
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With regard to specifying the number of points on the Likert scale, the study 
considered that each respondent must have a relatively precise and stable 
understanding of the meaning of each point (Krosnick and Presser, 2010). Thus, it 
was decided to use a 5-point Likert scale (from “1, strongly disagree” to “5, strongly 
agree”) to make it easier for the respondents to read and understand the options and 
facilitate completion of the questionnaire. The authors also acknowledged that it was 
quite simple to read out the list of scale descriptors when using the CATI technique. 
In a study comparing data obtained from using 5-point, 7-point and 10-point scales, 
Dawes (2008) found that the three options are comparable for analytical tools such 
as CFA or structural equation models. Furthermore, both 5- and 7-point scales can be 
easily rescaled, and the resulting data will be reasonably comparable.

5. Empirical CIMC scale validation

The CIMC scale composed of 20 items was then subjected to empirical validation. 
EFA was used to verify the latent factors of the set of items using the STATISTICA 
13.0 statistical programme (StatSoft Power Solutions. Inc.). CFA was applied to 
verify the underlying factor structure derived from the EFA. Descriptive statistics 
and a correlation analysis of the different items and Cronbach’s alpha were then 
calculated. Composite reliability (CR) and average variance extracted (AVE) were 
estimated to ensure reliability of the CFA results following the suggestion of Hair  
et al. (2014). To ensure the feasibility of the factor analysis, the correlation matrix 
was evaluated. Bartlett’s sphericity test (χ2 = 441.24; df = 190; p < 0.001) affirmed 
that the matrix was not an identity matrix, while the Kaiser-Meyer-Olkin sampling 
adequacy measure (KMO = 0.765) yielded a value of almost 0.8. Both results indicate 
that it is possible to extract factors from the matrix of observed correlations.

The statistical analysis was then conducted for cities with 100,000 or more 
inhabitants. EFA was applied to the data to determine the dimensionality of the IMC 
scale. It revealed three factors explaining 71.4% of the total variance. Four questions 
with values lower than 0.6 were excluded from the analysis (SC_3; IN_2; SF_1, 
SF_3). To test the dimensionality of the scale, CFA was applied. Following Porcu, 
Del Barrio-García and Kitchen (2017), three diagnostic measures were implemented 
to estimate construct reliability and assess the degree of consistency between multiple 
measurements of a variable. The item-to-total correlation and the inter-item corre-
lation of each dimension were analysed and both exceeded the suggested cut-off 
values (0.5 and 0.3, respectively).

Internal consistency coefficients were then assessed to check the reliability of the 
three factors. Cronbach’s scores were 0.91 for  SC; 0.90 for IN; and 0.87 for SF. All 
these values exceeded the most conservative threshold of 0.8 (Table 4) recommended 
for purified scales. In addition, the computed average variance extracted (AVE) and 
the composite reliability (CR) exceeded the recommended thresholds of 0.5 and 0.7, 
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respectively (Fornell and Larcker, 1981a; Hu and Bentler, 1999). As indicated in 
Table 4, the composite reliability of every factor ranged from 0.87 to 0.91, whereas 
the statistical value of AVE for every loaded construct extended from 0.6 to 0.64.

Table 4

Results of the confirmatory factor analysis for cities with 100,000 or more inhabitants

Cities with 100,000 and more inhabitants

Items Standardised 
coefficients t-value p-value R2 M SD α AVE CR

Construct I (SC)
SC_1 0.78 9.65 0.000 0.61 4.37 0.61 0.91 0.60 0.91
SC_3 0.76 8.89 0.000 0.58 4.23 0.77
SC_4 0.68 6.37 0.000 0.47 4.20 0.76
SC_5 0.74 7.91 0.000 0.54 4.20 0.61
SC_6 0.77 9.21 0.000 0.60 4.23 0.68
SC_7 0.83 11.99 0.000 0.68 3.87 0.68
SC_8 0.84 12.75 0.000 0.70 4.20 0.71

Construct II (IN)
IN_1 0.87 15.20 0.000 0.76 4.30 0.70 0.90 0.64 0.90
IN_3 0.71 6.96 0.000 0.50 4.10 0.66
IN_4 0.73 7.52 0.000 0.53 4.27 0.69
IN_5 0.83 11.89 0.000 0.68 4.23 0.63
IN_6 0.86 14.78 0.000 0.75 4.07 0.74

Construct III (SF)
SF_2 0.83 11.21 0.000 0.69 3.97 0.76 0.87 0.64 0.87
SF_4 0.77 8.40 0.000 0.59 4.07 0.74
SF_5 0.75 7.97 0.000 0.57 4.10 0.66
SF_6 0.84 11.49 0.000 0.70 4.13 0.63

Estimation model
CIMC→SC 0.84 1.98 0.048 0.70 0.65 0.85
CIMC→IN 0.82 2.14 0.032 0.67
CIMC→SF 0.76 2.68 0.007 0.58

Notes: M – mean, SD – standard deviation, α – Cronbach’s alpha, AVE – average variance extrac-
ted, CR – composite reliability.

Source: own elaboration.

Three widely applied model-fit indices are used in this article, all of which are 
based on a fit function given a specific estimation method, such as: the root mean 
square error of approximation (RMSEA; Steiger and Lind, 1984; Steiger, 1990), 
comparative fit index (CFI; Bentler, 1990), and Tucker–Lewis index (TLI; Tucker 
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and Lewis, 1973; Bentler and Bonett, 1980). The results provided evidence for the 
adequate dimensionality of the IMC scale and thus the 16 items could be considered 
appropriate. The results indicated that the model (

2

1.30df
χ = ; RMSEA = 0.04; 

TLI = 0.87; CFI = 0.90) provided an acceptable overall goodness-of-fit. Standardised 
parameter estimates are provided in Table 4 and all are statistically significant at the 
alpha level of 0.001. The R2 values indicate the amount of variance of the items 
explained by the respective constructs.

To assess discriminant validity, the criterion suggested by Fornell and Larcker 
(1981b) was applied by calculating the square root of the AVE. The authors suggested 
that the AVE of each factor should be greater than the squared correlation between 
that factor and any other. This means that the square root of the AVE should be 
greater than the correlation shared among the constructs. The results (Table 5) 
indicated that the correlation coefficients (off-diagonal) between each pair of 
constructs were less than the square root of each AVE in the diagonal; hence, this 
measurement model supports discriminant validity between the constructs.

Table 5

Square root of AVE and correlations between constructs for cities with 100,000 or more inhabitants

CONSTRUCT SC IN SF
SC 0.77
IN 0.75 0.80
SF 0.69 0.73 0.80

Notes: Values in bold are square roots of AVE showing discriminant validity.

Source: own elaboration.

Based on these findings, the proposed measurement scale demonstrated adequate 
reliability for cities with 100,000 or more inhabitants. Therefore, a useful tool for 
assessing CIMC had been obtained.

An analogous analysis was then performed for cities with fewer than 100,000 
inhabitants. The results are presented in Table 6, which contains all the measures 
described earlier. Bartlett’s sphericity test for cities with 20,000 to 99,999 inhabitants 
(χ2 = 979.11; df = 190; p < 0.000), and the Kaiser-Meyer-Olkin sampling adequacy 
measure (KMO = 0.87) for cities with 10,000 to 19,999 inhabitants: (χ2  = 1189.70; 
df = 190; p < 0.000); KMO = 0.92, indicated that it was possible to extract factors 
from the matrix of observed correlations. The EFA indicated two factors, which were 
then validated by confirmatory analysis.

Finally, the constructs included items for which the item-to-total correlation and 
the inter-item correlation of each dimension exceeded the values of 0.5 and 0.3, 
respectively. Based on Hair et al. (2010), all standardised coefficients were statistically 
significant (p < 0.0001) and greater than 0.7. The results indicated that the model for 
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cities with 20,000 to 99,999 inhabitants (
2

1.19df
χ = ; RMSEA = 0.04; TLI = 0.99; 

CFI=0.99) and for cities with 10,000 to 19,999 inhabitants (
2

1.10df
χ = ; RMSEA=0.02; 

TLI = 0.99; CFI = 0.99) provided an acceptable overall goodness-of-fit.

Table 6

Confirmatory factor analysis for cities with fewer than 100,000 inhabitants

Cities with population of 20,000 to 99,999 inhabitants

Items Standardised 
coefficient t-value p-value R2 M SD α AVE CR

Construct II (IN)
IN_1 0.77 14.41 0.000 0.59 3.80 0.75 0.79 0.55 0.79
IN_2 0.74 13.23 0.000 0.55 3.68 0.75
IN_5 0.72 12.30 0.000 0.52 3.80 0.79

Construct III (SF)
SF_1 0.703 11.68 0.000 0.49 3.81 0.65 0.78 0.54 0.78
SF_2 0.721 12.32 0.000 0.52 3.67 0.83
SF_5 0.782 14.74 0.000 0.61 3.67 0.80

Estimation model
CIMC→IN 0.71 12.33 0.000 0.51 0.65 0.76
CIMC→SF 0.86 10.52 0.000 0.74

Cities with population of 10,000 to 19,999 inhabitants

Items Standardised 
coefficient t-value p-value R2 M SD α AVE CR

Construct II (IN)
IN_1 0.66 8.91 0.000 0.43 3.85 0.74 0.72 0.46 0.71
IN_2 0.68 9.39 0.000 0.47 3.73 0.65
IN_3 0.69 9.45 0.000 0.47 3.66 0.72

Construct III (SF)
SF_3 0.70 10.52 0.000 0.49 3.534 0.70 0.75 0.50 0.75
SF_4 0.69 10.20 0.000 0.47 3.649 0.74
SF_5 0.72 10.89 0.000 0.52 3.618 0.72

Estimation model
CIMC→IN 0.81 4.58 0.000 0.65 0.73
CIMC→SF 0.71 15.00 0.000

Notes: M – mean, SD – standard deviation, α – Cronbach’s alpha. AVE – average variance extracted, 
CR – composite reliability.

Source: own elaboration.
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An EFA made it possible to hypothesise the existence of up to three dimensions 
representing CMIC:
 • strategic consistency (SC),
 • interactivity (IN),
 • stakeholder-centred focus (SF). 

According to an assumption related to the possibility of measurement differences 
for subgroups of cities, the number of dimensions depends on the size of the city. The 
three dimensions listed above comprise the CIMC for cities with 100,000 and more 
inhabitants. For cities with fewer than 100,000 inhabitants, CIMC is described by 
two unobserved factors: interactivity (IN) and stakeholder-centred focus (SF).

CFA was performed to corroborate the factor structure obtained following EFA of 
the scale. The results indicated the existence of adequate values higher than 0.87 in 
the CFI and TLI indices, as well as values between 0.02 and 0.04 in RMSEA and 
RMR. Concerning the

2

df
χ  ratio, a value of 1.30 for cities with 100,000 and more 

inhabitants (1.19 for cities with 20,000 to 99,999 inhabitants and 1.10 for cities with 
10,000 to 19,999 inhabitants) was obtained, which is considered good as it was lower 
than three (values below 2.0 are deemed to be indicators of a very good model fit). 
The scale’s internal consistency was excellent, with Cronbach’s values between  
0.72 and 0.91. To reaffirm the internal consistency, the CR of all the factors was 
higher than 0.8 (see Tables 4 and 6), exceeding the minimum values stipulated by 
Hair et al. (2014), who set the value of the statistic at 0.7. For the AVE, all the values 
exceeded the minimum requirement of 0.5.

The statistical analysis also identified differences in the composition of CIMC 
scale items for sub-categories of cities. For cities with the largest population (100,000 
and more inhabitants), after validation the measurement scale included 16 items 
encompassing three constructs: seven items for “strategic consistency” (SC), five 
items for “interactivity” (IN) and four items for “stakeholder-centred focus” (SF) 
(Table 4). Initially, the proposed scale consisted of 20 items (Table 3), four of which 
were eliminated after the validation process. All items except one regarding the 
consistency of visual identity (SC_2) formed the strategic consistency construct. 
This aligns with the views of authors who have already raised their relatively low 
importance in place branding (Govers, 2013). The interactivity construct lacked one 
item of the initial scale related to the collective usage of stakeholder information 
collected systematically in the database (IN_2). In the stakeholder-centred focus 
construct, two items were eliminated after the validation process. These concerned 
city vision/mission promotion among stakeholders (SF_1) and the choice of city 
communication tools and channels based on an analysis of the needs and preferences 
of our stakeholders (SF_3).

For cities with fewer than 100,000 inhabitants, CIMC was based on two constructs: 
interactivity (IN) and stakeholder-centred focus (SF). The surprising aspect of the 
statistical analysis was that the strategic consistency construct was not distinguished 
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for the two sub-categories of smaller cities. After validation, CIMC was based on six 
items: three items for “interactivity” (IN) and other three for “stakeholder-centred 
focus” (SF). Notably, there were also differences in the composition of items forming 
the distinct constructs (Table 5).

For the two sub-categories of cities, the interactivity construct includes items 
concerning various ways to facilitate dialogue with stakeholders (IN_1) and related 
to the collective usage of stakeholder information collected systematically in the 
database(IN_2). Within interactivity, the set of scale items differed by one item. 
Regarding cities with 20,000 to 99,999 inhabitants, the third item concerned the 
development of interactive tools (platforms, applications) to enable dialogue with 
stakeholders (IN_5). In the context of cities with fewer than 20,000 inhabitants, there 
is an item relating to the intensive use of ICTs to respond to stakeholders’ inquiries 
and comments (IN_3). More considerable differences relate to the composition of 
scale items for “stakeholder-centred focus”, because the scale positions in the two 
categories of smaller cities did not coincide.

Discussion and conclusions

This article addressed the challenges of developing the IMC concept for cities 
and responds to the call for the “wholesale or partial adoption of the IMC concept by 
different sectors” (Kitchen and Schultz, 2009). The study adapted the IMC concept 
for cities based on the company-wide conceptualisation of IMC (Porcu, Del Barrio-
-García and Kitchen, 2017) and by considering the differences between business and 
public sector management. This study provided a conceptualisation and measurement 
framework of CIMC.

The value and uniqueness of this article lies in the development of a conceptual 
and measurement framework to assess the integration of city marketing communi-
cation. The authors proposed a new measurement framework and operationalisation 
of the CIMC construct based on three dimensions: strategic consistency (SC), 
interactivity (IN), and stakeholder-centred focus (SF).

Strategic consistency (SC) refers to sharing brand meaning and content among 
different communication channels and tools used by cities to achieve intra-channel 
and cross-channel synergy. It requires the alignment of horizontal and vertical 
communication processes and the existence of mechanisms to facilitate the 
communication and cooperation of various city units in ways that are consistent with 
the city’s values and support its long-term goals. Strategic consistency also refers to 
the multi-organisational coordination and long-term cooperation programmes for 
various entities operating in the city.

Interactivity (IN) concerns the ongoing dialogue that is crucial for building 
mutually beneficial relations with and between city stakeholders. It is about providing 
different methods of contact, responding to inquiries and comments, and collecting 
and monitoring information generated by stakeholders. The ability to engage in 



 City integrated marketing communication – identification and measurement framework 25

dialogue, obtain stakeholder data, and monitor stakeholder-generated messages is 
enhanced by the use of ICTs and digital media.

Stakeholder-centred focus (SF) places city stakeholders at the centre of marketing 
communication processes to create shared value and build long-term and profitable 
relations. This dimension implies the need to disseminate knowledge about the 
strategic directions of city development among stakeholders and involving them in 
the planning and evaluation processes. It also requires the engagement of city staff 
and efficient information flow between city units in developing and implementing 
stakeholder-focused solutions.

Initially, the authors proposed a CIMC measurement tool consisting of 20 items: 
eight items for “strategic consistency”, six items for “interactivity”, and other six for 
“stakeholder-centred focus”. The scale was validated according to the adopted 
assumptions for subcategories of cities of different sizes (measured by the number of 
inhabitants).

The statistical analysis for cities with 100,000 or more inhabitants provided 
evidence for the adequate dimensionality of the IMC scale and enabled to classify 
the 16 items as appropriate. Based on the findings, the proposed measurement scale 
demonstrated adequate reliability. Hence, a useful tool for assessing CIMC has been 
developed. For cities with the largest populations (100,000 and more inhabitants) 
after validation, the measurement scale included 16 items spanning three constructs: 
seven items for “strategic consistency” (SC), five items for “interactivity” (IN), and 
four items for “stakeholder-centred focus” (SF).

For cities with fewer than 100,000 inhabitants, CIMC is described by two 
dimensions: interactivity (IN) and stakeholder-centred focus (SF). Isolating these 
two dimensions for all cities has a strong theoretical basis, because IMC is increasingly 
seen as the stakeholder-centred interactive process of brand communication that 
leads to mutual profitable relations (Duncan and Mulhern, 2004; L. Porcu, del Barrio-
García and Kitchen, 2012; Porcu et al., 2017).

The surprising aspect of the statistical analysis is that the strategic consistency 
(SC) construct was not distinguished for the two subcategories of smaller cities. The 
reasons for this may be found in the scale of the activities or competencies within 
marketing communications. However, empirical research is needed to move beyond 
mere speculation. Notably, this study identified differences in the composition of 
items forming the distinct constructs of IMC for various city subcategories, the 
explanation of which may pose a topic for further research.

The utilitarian aspect of the achievement of constructing an innovative 
measurement scale can also be pointed out. It forms the basis for the development of 
model solutions that are relevant to the further implementation of the concept of 
integrated marketing communications in the field of city marketing. The CIMC scale 
can also assist city practitioners in their decision-making processes and enable them 
to detect areas that require support or adjustments. The proposed measurement tool 
also provides subscales that can be employed in research on CIMC and specific 
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dimensions of marketing communications. Managers can use the subscales to assess 
the degree of implementation of each of the three CIMC dimensions. The new 
measurement scale may also facilitate comparisons of cities in a local and international 
context.

There are, nevertheless, some limitations to this study, and these offer scope for 
future research. For instance, the research was conducted exclusively in Poland, thus 
further studies are necessary to test the proposed scale in other geographical contexts 
to enhance its generalisability and strengthen the theoretical basis of CIMC research.

The proposed CIMC scale resulted from adapting a measurement framework 
suitable for business entities to cities; however, researchers may wish to work on 
expanding dimensions and modifying scale items for cities or their subcategories. 
The research focused on the marketing communications of municipal offices and did 
not take into account the point of view of other city entities. Hence, a particular 
direction for developing CIMC research may be a broader consideration of co-
creation processes and stakeholder engagement.

Notwithstanding these limitations, the present research makes a significant 
contribution to IMC knowledge by developing a measurement framework essential 
for evaluating and demonstrating the implementation value of CIMC. This study 
focused on developing and testing a new CIMC measurement scale. The next 
challenge is to link such a measure to the antecedents supporting CIMC implementation 
and its effects.The proposed measurement framework also provides a basis for 
further research, development, and empirical verification of conceptual model 
solutions in the area of CIMC.
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Appendix 1

Table A1.

Characteristics of the sample and the population

Polish territorial units  
with city rights

Sample Population

n % n %

Number of inhabitants

10,000 to 19,999 131 47 180 45
20,000 to 99,999 118 42 180 45
100,000 and more 30 11 38 10
Total 279 100 398 100

Key city functions(each city has an administrative function)
Respondents could select 1-3 options

Tourist 142 51

n.a. n.a.

Business 33 12
Industrial 96 34
Cultural 111 40
Academic 8 3
Sport 4 1
Trade and service 86 31
Total 279 100

Organisational unit responsible for city marketing communication

Marketing communication/promotion department 260 93
n.a. n.a.Marketing department 19 7

Total 279 100

Document containing guidelines for city marketing communication

Separate document on marketing communication/ 
brand strategy/promotion 84 30

n.a. n.a.Part of the city development strategy 156 56
No document in this regard 39 14
Total 100 100

Note: n.a. = not available

Source: own elaboration.
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1. Introduction
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source markets and are mediated by tourism flows. Typical travel destinations, as 
small open economies, are prone to growth volatility. In this study, the authors 
examine two of the world’s largest gaming and tourism cities: Macao and Las Vegas. 
As demonstrated by periods of rapid expansion and sharp contraction, the casino 
gaming industry is characterised by wild volatility in both regions. With the aim of 
promoting sustainable tourism development in these two small open economies, the 
study attempted to identify effective policy solutions to facilitate the creation of 
stable growth in the hospitality sector.

The hospitality cycle in Las Vegas is a notable example of how business cycles 
affect the hospitality sector. Excluding the current restrictions due to the Covid-19 
pandemic, casino tourism in Las Vegas is a long-term success story. However, the 
city has dealt with two major disruptions. Nevada’s rapid growth in tourism and 
hospitality made it one of the top three fastest growing states in the US throughout 
the last four decades of the 20th century (Eadington, 1999). Until 11 September 
2001, the industry was booming in Las Vegas and elsewhere in Nevada. Yet, despite 
once being considered recession-proof, the tourism and hospitality industries were 
vulnerable to this adverse event, with casinos becoming quiet and hotel rooms largely 
vacant. It took until 2005 for the city to regain its footing as the nation’s favourite 
playground thanks to efforts by the state and local governments (Schwartz, 2006). 
The terrorist attack caused the strong recession, which lingered for years, and during 
this time net losses by their companies forced many employees to take early 
retirement. Numerous casino hospitality projects were cancelled or postponed, and 
some that continued faced financial difficulties. In 2010, the local economy improved, 
and this growth accelerated after 2013 as the number of visitors from international 
sources grew, especially visitors from China and other Asian countries (Sheng and 
Zhao, 2016).

Macao is a successful example of the casino hospitality industry in China, 
however it has also had bitter experiences with the pitfalls inherent in gambling 
tourism (Hao et al., 2017). In 2003, the Free Travel Policy (FTP) of mainland China 
(MC) began to spur economic growth in Macao. The FTP entitles mainland Chinese 
to visit Macao to partake in gambling (which is prohibited in the rest of the country). 
Over a three-year period, Macao became the top casino destination in the world, 
surpassing Las Vegas in terms of gross gaming revenue (GGR). A steep GGR growth 
of 28.2% per year throughout the 2002–2013 period drove Macao’s GDP growth to 
13.0% per year on average. At the time, the GGR of Macao was seven times that of 
Las Vegas (US$ 45.2 billion). Consequently, Macao’s GDP per capita rose to within 
the top three globally and was more than twice that of Hong Kong (Sheng, 2014). 
However, a 49.4% drop in GGR and a 28.9% decline in GDP occurred between 
2013Q4 and 2016Q2, resulting in massive unemployment among migrant workers 
and large wage reductions among resident workers (Sheng, et al., 2017). This 
dependence on the casino hospitality industry makes Macao susceptible to external 
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shocks. Several events demonstrate this, such as the tightening of the FTP during the 
2008–2009 period and the anti-corruption campaign during the 2014–2016 period 
under Xi Jinping’s administration. Two severe economic recessions followed these 
exogenous tourism shocks, with the second being far worse than the first (Li and 
Sheng, 2018). Despite the economic recovery that has been ongoing since 2016Q3, 
the instability of Macao’s economy continues to be a concern, given the vulnerability 
of the city’s gaming industry to external shocks.

This study used Macao and Las Vegas, which are fast growing but volatile 
economies, as case studies of hospitality cycles. While Markov switching models 
(MSM) are widely used in macroeconomics to study business cycles, few studies 
examine the effect of a single industry on an economy. In particular, there is a lack 
of research on the tourism industry and hospitality cycle and a dearth of knowledge 
about the gaming industry cycle. This paper discusses Las Vegas and Macao from  
a new perspective (Deng et al., 2020). Most other studies, such as Moore and 
Whitehall (2005) and Merida et al. (2016), applied vector autoregressive (AR) 
methods to examine local and external cycles. Using data simulations, these 
theoretical studies investigated the effect of business cycle fluctuations in source 
markets on hospitality cycles in destination markets. In contrast, this study examines 
the specific effects of multiple factors characterising external business cycles on 
local hospitality cycles.

Some studies employ this two-stage treatment to detect the channels, such as 
international trade and exchange rates, through which external factors affect the local 
hospitality industry (Sheng, 2011). By incorporating both external and internal 
factors, the authors identified more factors that drive local hospitality cycles, the 
model used in this study also accounts for cyclical factors. In the panel data regression 
of gaming hospitality cycles, system estimation rather than a fixed-effect model was 
used, which allowed to compare the two destinations in a heterogeneous manner 
even though they share some customers.

The gambling and hospitality sectors in Macao and Las Vegas constitute a large 
share of their regions’ GDPs, making them ideal settings for the analysis of business 
cycles. This study should help to fill the gaps in the literature. A thorough analysis of 
the hospitality cycles and the potential determinants of gaming hospitality cycles in 
the two largest gaming hospitality destinations in the world provides local tourism 
bureaus and hospitality managers with much needed evidence of the effects of 
specific strategies. The empirical results will be useful to local governments seeking 
to address the vulnerability of their tourism sectors. Economic volatility can be 
studied in other industries using the same method (Sheng and Wan, 2017).

In Section 2, the authors briefly review the relevant literature. The MSM analysis 
is presented in Section 3. The paper concludes by providing policy recommendations 
in Section 4.
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2. Literature review

After briefly reviewing the literature on hospitality and economic cycles, the 
relevant studies in tourism and hospitality (Croes and Ridderstaat, 2017) and 
economics (Sheng and Nascimento, 2021) are examined in more detail. Although the 
trend is largely stable, policymakers and macroeconomic theorists are often concerned 
by the fluctuations, which are often characterised by business booms and recessions. 
Approaches to business cycles can be divided into two broad categories. Heterodox 
economists distrust smooth growth trends and consider them to be prone to large and 
frequent shocks that permanently alter GDP. Traditional and neo-Keynesian models 
emphasise supply shocks (Sheng, 2012), whereas real business cycle models focus 
on demand shocks because of their propagating effects.

AR integrated moving averages and Kalman filter models (Campbell and Mankiw, 
1987). Despite their computational convenience, both approaches fail to fully capture 
the observed asymmetrical characteristics of business cycles due to their use of linear 
modelling. MSM can address this challenge of time-series analysis (Hamilton, 1989) 
using regime switching regression. Non-linear filters can be used to estimate non-
stationary series with AR processes. AR can traverse through unknown states and 
change over time according to the state in which it occurs. It is assumed that the time 
it takes to switch from one state to another and the duration of each state are both 
determined by a Markov probability matrix. MSM are used to study asymmetric 
behaviour in economics, finance, social science, and political science.

Due to their lack of importance to large economies, hospitality cycles have 
attracted limited research attention. Prior to 2010, relatively few studies explored the 
business cycles of national economies (e.g. Gonzalez and Morales, 1996; Greenidge, 
2001; Sheng, 2018). More recently, travel destinations have been treated as small 
open economies and a growing number of studies examined their cyclical movements. 
In these economies, local hospitality development drives growth, but cross-border 
tourism promotion also affects business cycles due to the cyclical nature of the 
economy in the source market (Sheng, Li, and Gao, 2019; Sheng, Yin and Zhang 
2022). This study focuses on the links between a local tourism and hospitality 
industry and movements in its source market.

A growing number of studies discuss the cyclical nature of tourist flows (Guizzardi 
and Mazzocchi, 2010; Papatheodorou et al., 2010). Most of these studies focus on 
the tourism demand in specific destinations (Smeral, 2012; 2016). This kind of 
demand is driven largely by tourists’ income, which is influenced by business cycles 
in their home markets. Furthermore, given the slow reaction of the travel cycle to the 
business cycle, the past value of the source country’s business cycle might provide  
a useful guide when forecasting the current value of tourism at tourist sites. According 
to Smeral (2012), fluctuations in economic activity can be viewed as the cause of 
fluctuations in travel demand.
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Empirical studies show that business cycles and tourism demand cycles are 
strongly correlated. Guizzardi and Mazzocchi (2010) argued that the broader 
economic cycle significantly influences the tourism cycle. As they noted, there is 
always a recurring gap between the turning point of the business cycle and the cycle 
of tourism demand. More recent studies (Kozic, 2014, Sheng, Gu and Guo in press) 
looked at the lagged effects of hospitality cycles (asymmetry, amplitude, and 
diffusion). These patterns allow the managers of tourism destinations to benefit from 
global economic slowdowns if they predict them in due time. A tourism location can 
experience cycles resulting from various factors (such as maturity). The life cycle 
theory provides a more comprehensive explanation of these phenomena (Moore and 
Whitehall, 2005). Considering such findings, policy makers might be able to 
introduce countercyclical policies to mitigate the effects of external shocks on local 
economies. Several of these studies are empirical but need further development in 
terms of the model specifications and the techniques used for estimation. Moreover, 
theoretical models of the underlying economics are necessary for such investigations.

3. MSM discussion

This section presents a brief overview of Hamilton’s (1989) two-state MSM. As 
it is commonly assumed that empirical data sets contain random errors, the analysis 
of a time series of financial data is usually nondeterministic. This phenomenon may 
be influenced by observed and unobserved variables, the latter are referred to as state 
variables. Institutional transition dynamics are caused by the transformation of 
related states over time according to deterministic or stochastic laws. The discrete 
state-space model, which considers the Markov transformation of a specific financial 
framework, is the only model used in this study. This analysis is intended to evaluate 
the stochastic growth process from a rough time series acquired over period t. MSM 
can provide reliable projections of the economic state under a business cycle and 
yield the growth rate associated with expansions and contractions. Among the many 
advantages of MSM is their ability to identify patterns over time and to guarantee 
regime permanence and their flexible implementation, all of which mitigate the 
difficulties associated with using linear AR models to forecast and perform 
specification tests.

In this paper, the time-series properties of a gaming hospitality cycle are studied 
using an econometric model. TR, the total revenue generated from operations in  
a casino resort, is seen as a comprehensive indicator of the state of the business cycle 
of the industry. It is a key variable, as it represents the market interactions between 
the supply and demand forces in cross-border gaming markets. 

The selected economic model also explains how shocks originating in source 
markets are transmitted through tourist flows into destination markets in the form of 
tourism revenues. The study’s findings suggest that external business cycles 
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propagate so strongly (or weakly) that the shock to the external cycle can affect local 
business cycles and have strong or long-lasting (or slight and transient) effects.

A two-state MSM is developed as growth and revenue TR in the first stage of the 
estimation:

 1

,
t t
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t S k t S t
k

Z L Zµ Θ σ ε
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= + +∑  (1)

where ϕk’s are coefficients of an order-q autoregressive process AR(q), L is the lag 
operator, St = {0,1} denotes two unobserved states of the hospitality cycle, and  
εt ~ i.i.d. N(0,1) is the white noise.

Two statistical rules are used to select a time lag length that is appropriate for  
the AR(q) process of Equation (1). To test whether a regime shift has taken place,  
H0: μ0 = μ1 is derived from the Wald statistic:
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Conclusion

The authors studied the effects of business cycles on the casino tourism industry 
in the two largest gambling cities in the world. Using a two-state MSM, the study 
first estimated hospitality cycles, and then examined the determinants of hospitality 
cycles using a structural regression model. The findings are consistent with the 
literature on this point. Similarly, small tourism-dependent economies show evidence 
of linked source-destination cycles. This study examines Las Vegas and Macao as 
distinct but somewhat integrated markets. The findings have implications for policy 
makers seeking to mitigate tourism vulnerability and economic volatility in both 
cities. However, local pull factors, such as service offerings, also play a key role. To 
maintain a high-growth state, Las Vegas must provide marketing campaigns that 
target Chinese and other Asian customers. Since Macao’s economy would otherwise 
continue to suffer large fluctuations leading to an eventual long-term low growth 
state, it must diversify its industrial base and pursue sustainable tourism development.

The study provides the following main policy recommendations for the benefit of 
local tourism authorities and hospitality business managers. Although Las Vegas and 
Macao have similar hospitality cycles, in particular baccarat players constitute the 
core of customers in both locations, boosting the casino gaming industry in Las 
Vegas requires different approaches that boosting the industry in Macao due to three 
structural differences. First, the Las Vegas hospitality cycle is less volatile, and its 
two-state asymmetry is more favourable than Macao’s; gambling receipts represent 
only 37% of casino revenue in Las Vegas compared to more than 90% in Macao. 
Second, in Las Vegas, slot machines generate revenue, whereas Macao relies on 
table games for its success (Sheng and Gao, 2018). Third, even though Las Vegas 
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baccarat games made up 47% of table game revenue in 2013 (up from 13% in 1985), 
this proportion remains lower than that in Macao. During domestic business-cycle 
downturns, Las Vegas might need to increase its marketing efforts (albeit at a cost) 
around the globe to smooth gaming hospitality cycles. This should be accomplished 
by focusing promotion efforts on Chinese investors and new Asian markets. Macao 
must learn from Las Vegas about mass-market gaming and economic diversification, 
whereas Las Vegas might benefit from implementing something akin to Macao’s 
offshore tourism marketing programme for VIP hospitality operations (Sheng, 2017a; 
Sheng et al., 2022).

The lack of natural surroundings and amenities in Macao prevents it from 
becoming a destination for outdoor/adventure tourism. As such, developing high 
value-added industries that use a minimal amount of land is a realistic solution to 
industrial diversification. There are three industries that Macao could take advantage 
of: (i) meetings, incentives, conferences/conventions, and events/exhibits/expositions 
(MICE), (ii) sea-boat tourism, and (iii) offshore RMB finance. The city has been 
building hospitality facilities to allow MICE industry activities, making Macao 
competitive with nearby cities. Local casino hotels will also benefit from increasing 
MICE industry activity. South China’s Greater Bay Area development plan is likely 
to generate new MICE business (Sheng, 2016). The Chinese government granted 
Macao 85 square kilometres of sea territory in 2015 (more than twice its land area); 
setting up sea-boat hospitality services would be a profitable way to utilise this new 
natural resource to attract curious tourists. There have been several riverboat casino 
licences issued by different states in the US to enable gambling, however there are a 
limited number of regions where this industry is feasible. Although VIP gambling 
could be extended to sea-boat casino hotels, Macao’s sea-boat tourism industry could 
be expanded beyond traditional gambling tourism (Sheng, 2017b). In addition, RMB 
transactions outside of MC are now permitted under offshore financing rules. In 
addition to attracting tourists to Macao for recreational and financial reasons, this 
non-gaming business could attract many tourists. The fact that Macao has accumulated 
a huge amount of public savings suggests the need to offer tax incentives to promote 
the growth of the three industries discussed above, effectively diversifying the 
economy. To increase the overall stability of the local economy, it will be necessary 
to develop industries that are less susceptible to adverse conditions, thereby enabling 
growth to become less volatile and more sustained.
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1. Introduction

The work intensity (WI) of households is an indicator that is monitored within the 
framework of sustainable development strategies in the EU, e.g. in the Europe 2030 
strategy. Households with very low work intensity are referred to as (quasi-)jobless 
households and members of such households are considered to be excluded from the 
labour market. The active participation in the labour market plays an important role 
in the fight against poverty and social exclusion, hence (quasi)joblessness is one of 
the three components of the composite indicator AROPE (at risk of poverty or social 
exclusion), which monitors the EU’s progress on social inclusion. Although in 2019 
the share of persons living in (quasi-)jobless households in Slovakia (4.8%) was 
slightly lower than in the EU (6.1%), it is important to identify factors that increase 
the risk of exclusion from the labour market, also regarding the unfavourable events 
in the early 2020s. It is a realistic assumption that the COVID-19 pandemic, the 
energy crisis, inflation, and the war in Ukraine will increase the share of the population 
in Slovakia (as in other EU countries) that will have to face social exclusion (including 
exclusion from the labour market).

The above-mentioned facts and presumptions motivated the author to analyse the 
work intensity in the Slovak Republic. This paper is not limited only to the very  
low work intensity but focuses on the labour intensity index. This index is a target 
continuous numerical variable, which was analysed depending on various factors via 
the analysis of marginal means and contrast analysis, which are based on a general 
linear model. The aim of the paper was to assess the influence of the most fundamental 
socio-economic and socio-demographic factors on work intensity, while assessing 
the influence of other relevant factors. The following research tasks are also oriented 
on the most relevant factors:
 • to assess whether the impact of factors on work intensity is different or the same 

for different statuses of economic activity,
 • for each factor, identify categories between which there are no significant 

differences and identify those categories or clusters of categories between which 
there are demonstrable differences in work intensity,

 • to quantify the mean of work intensity for individual groups of persons and 
identify risk groups of persons in terms of exclusion from the labour market.

2. Literature review

Exclusion from the labour market significantly increases the risk of material 
deprivation and income poverty. De Graaf-Zijl and Nolan (2011) stated that the 
dependence between these three dimensions does not have a consistent pattern in 
groups of countries classified together in terms of welfare regime or geographically. 
García-Gómez et al. (2021) found that this dependence increased significantly in the 
countries most affected by the economic crisis in the period 2008-2014. Duiella and 
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Turrini (2014) came to a similar conclusion, and also identified a positive relationship 
among them, which became stronger after 2010 in countries most severely hit by the 
crisis. Based on the above, it was supposed that this relationship will also intensify 
due to the COVID-19 pandemic and the deteriorating economic situation caused  
by the energy crisis, inflation, and the war in Ukraine. Verbunt and Guio (2019) 
confirmed that work intensity is very effective in explaining within-country 
differences in the risk of income poverty/material deprivation in some CEE countries 
(including Slovakia). In Slovakia, after the period of financial and economic crisis, 
unemployed persons living in households with a high and medium level of work 
intensity had markedly higher chances to move to employment, compared to the 
unemployed in households with low work intensity (Gerbery and Miklošovic, 2020). 
Fabrizi and Mussida (2020) found that living in a work-poor household is associated 
with living in consistent poverty (people at consistent poverty are those who are both 
at risk of poverty and simultaneously experiencing enforced deprivation).

In addition, labour market exclusion also has a negative impact on the population 
of children and young people and on their social exclusion in the future. Guio and 
Vandenbroucke (2019) stated that (quasi)joblessness is an important driver of child 
deprivation in Belgium, even when income is controlled for. Analyses by Cantó et al. 
(2022) revealed that other household members’ employment levels and economic 
difficulties have strong effects on youth economic outcomes.

This paper does not deal only with low (or very low) work intensity, as other 
degrees of work intensity can also be associated with poverty and social exclusion. 
For example, Kis and Gábos (2016) showed that in the new member states of the EU 
not only low and very low household work intensity is positively associated with a 
higher risk of consistent poverty, but also medium work intensity. Naturally, higher 
work intensity is positively correlated with social inclusion. Fabrizi and Mussida 
(2020) showed that higher work intensity of Italian households with dependent 
children significantly reduces the probability of falling into poverty and social 
exclusion. Although having a job is not a sufficient condition to avoid poverty, either 
in terms of (monetary) objective or subjective poverty (Filandri et al., 2020), low 
work intensity is a crucial micro-determinant of in-work poverty. Hick and Lanau 
(2017) stated that work intensity of the household is a very strong predictor of in-
work poverty. Colombarolli (2021) confirmed that work intensity is negatively 
associated with in-work poverty, but the relation is stronger with the objective in-
work poverty rather than subjective one. Research of work intensity is therefore of 
great importance also in terms of in-work poverty, the prevention of which is very 
important for raising living standards and ensuring its convergence in the EU member 
states.

Poverty and social exclusion analyses use statistical modeling intensively, using 
different types of generalised linear models. Among the most commonly used are 
binomial logit models applied by e.g. Ćwiek and Ulman (2019), Šoltés and Ulman 
(2015), Mysíková et al. (2019), and multinomial logistic models applied by e.g. 
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Sanchez-Sellero and Garcia-Carro (2020), Calegari et al. (2021), Verbunt and Guio 
(2019). This study used a general linear model, which is also a special case of  
a generalised linear model. Unlike other analyses in the field of poverty and social 
exclusion, the paper focuses on the analysis of marginal means and the contrast 
analysis.

In selecting the explanatory factors, the author relied on the results of the previous 
research and the work of other researchers. These factors include the status of 
economic activity, education, type of household, age, marital status, health condition, 
region, and degree of urbanisation. The study focused especially on the impact of the 
first four factors on work intensity, whose significant impact on poverty and social 
exclusion was confirmed by, among others, Nieuwenhuis and Maldonado (2018) and 
Peña-Casas et al. (2019).

3. Method

This paper proceeded from the general linear model GLM (Littell et al., 2010), 
based on which the influence of categorical factors and their interactions on a continuous 
numerical response variable characterising work intensity were assessed. In terms of 
interpreting the results, it is important to note that in the research used factors with 
fixed effects (Searle and Gruber, 2017), and for categorical factors, the author used 
indicator (dummy) coding (Darlington and Hayes, 2016). The interaction was based 
on the crossed classification structure (Littell et al., 2010).

The general linear model can be written in matrix form as follows:

 y = Xβ + ε. (1)

Matrix X is not full rank, and a generalised inverse method is used to estimate the 
vector of parameters β, the result of which is an estimate

 b = (XTX)– XTy, (2)

where matrix (XTX)–  is a generalized inverse matrix that must satisfy at least the first 
of the Penrose conditions (Searle and Gruber, 2017). The estimation of the vector of 
parameters β obtained by the generalised inverse method is not unique, but there is a 
group of linear functions of the parameters, referred to as estimable functions Lβ  
(Elswick et al., 1991), for which there is a single solution ( for more detail see e.g. 
Agresti, 2015 and Littell et al., 2010).

As the aim of the paper was, among other things, to assess between which catego-
ries of relevant factors there is a significant difference, the subject of interest was the 
testing of general linear hypotheses. To test the general linear hypothesis H0: Lβ = 0  
(cf. McFarquhar, 2016, Poline et al., 2007, Searle and Gruber, 2017), the following 
test statistic was used
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where l is the number of independent rows of matrix L, SSE is the sum of the squared 
residuals, n is the sample size, and p is the number of parameters of the GLM. Thus 
the null hypothesis is rejected if the value of the test statistic satisfies the inequality

 F > F1–α(l; n – p). (4)

The above test was used to test simple hypotheses (if l = 1) and to simultaneously 
test multiple hypotheses (if l ≥ 2). To test simple hypotheses, a t-test was also used, 
or alternatively, an interval estimate was also constructed (cf. Kuznetsova et al., 
2017, Littell et al., 2010, and Westfall and Tobias, 2007).

The analyses presented in the paper were based on unbalanced data, while the 
author assessed the impact of several effects. In such a situation, group arithmetic 
means do not provide an adequate picture of the response of the target variable for 
the particular factor because they do not take into account other effects, which may 
lead to the Simpson paradox (Wang et al., 2018). Cai (2014) stated that if the data are 
unbalanced, arithmetic means are not appropriate because they do not consider that 
not all factors have the same chance of influencing the target variable. In such cases, 
it is appropriate to estimate the marginal means, which are based on the model (in 
this case on the GLM). The marginal mean is also referred to as the LS-mean (Least 
Squares mean; Goodnight and Harvey, 1997) or the EM-mean (Estimated Marginal 
mean; Searle et al., 1980). The estimated marginal means or least squares means are 
predicted means that are calculated from the fitted model and are adjusted appropri-
ately for any other variable (Suzuki et al., 2019).

This study employed marginal mean analysis using the LSMEANS statement and 
contrast analysis (Dean et al., 2017, Kim and Timm, 2006, Schad et al., 2020) using 
the CONTRAST and ESTIMATE statements within PROC GLM (SAS Institute 
Inc., 2018b) and PROC GENMOD (SAS Institute Inc., 2018a) in the SAS program-
ming language. The procedures in SAS presented in this paper are largely universal 
and are also used in other software and open-source systems (Lenth, 2016, Tabach-
nick and Fidell, 2013).

4. Database

The author analysed work intensity (WI) in Slovakia using a general linear model 
with explanatory variables listed in Table 1. The analyses were based on the EU-SILC 
2020 database (with the reference year 2019) provided by the Statistical Office of the 
Slovak Republic. The statistical unit is the person to whom the WI of the household in 
which this person lives is assigned.
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Table 1

Description of input explanatory variables

Original variables (EU-SILC) – categories and description Names of new dummy variables 

1 2
RB210 – Economic activity status EAS
Other inactive person IP
Unemployed person UP
Employed person EP
HT – Household type HT
Single-person household 1A_0Ch
Single parent household with at least 1 dependent child 1A_1+Ch
2-adult household, at least 1 aged 65+ 2A(1+R)
2-adult household without dependent children 2A_0Ch
2-adult household with 1 dependent child 2A_1Ch
2-adult household with 3+ dependent children 2A_3+Ch
Other households without dependent children Other_0Ch
Other households with dependent children Other_1+Ch
2-adult household with 2 dependent children 2A_2Ch

PE040 – The highest level of education achieved (ISCED) Education

Pre-primary (ISCED 0)
ISCED 0-2Primary (ISCED 1)

Lower secondary (ISCED 2)
Upper secondary (ISCED 3)

ISCED 3-5Post-secondary (not tertiary) (ISCED 4)
Short cycle of tertiary education (ISCED 5)
Bachelor or equivalent (ISCED 6)

ISCED 6-8Master‘s or equivalent (ISCED 7)
Doctorate or equivalent (ISCED 8)

RX010 – Age Age

Age at the end of income reference period

<30
30-40
40-50
50-60

PH010 – General health Health

Very bad
Bad

Bad
Fair Fair
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1 2
Good

Good
Very good
PB190 – Marital Status Marital status
Single Single
Married Married
Widowed Widowed
Divorced Divorced
Region Region
Banská Bystrica BB
Prešov PO
Košice KE
Žilina ZA
Trenčín TN
Trnava TT
Nitra NR
Bratislava BA
DB100 – Degree of urbanisation Urbanisation
Thinly populated area Sparse
Intermediate area intermediate
Densely populated area Dense

Source: own elaboration based on EU-SILC data.

The definition of the target variable WI is given by the methodology used by 
Eurostat to monitor exclusion from the labour market. For the EU-SILC 2020 
database, the definition used in the Europe 2020 Strategy was applied. Based on this, 
the household work intensity was defined as the proportion of the total number of 
months during which in the course of the income reference year all members of the 
productive-age household worked, and the total number of months that the same 
household members could theoretically work, under state legislation, during the 
same period. A person of productive age means a person aged 18-59 with the 
exclusion of students in the 18-24 age group. Note that from 2021 onwards, a 
modified definition was applied, as used in the Europe 2030 Strategy (Eurostat, 
2022). As by definition, the WI is not assigned to some persons, information from 
7,424 persons was entered in the analysis, although 13,800 persons were included in 
the EU-SILC 2020 survey.

In the analyses, a continuous numerical variable WI was applied in the sense of 
the above definition, but also interpreting the results of the analyses with respect to 
the degrees of work intensity. According to the Eurostat methodology, for work 
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intensity of households from intervals )0%; 20% , )20%; 45% , 45%; 55% , 
(55%; 85% , and (85%;100% , the degrees of very low work intensity (VLWI), 
low work intensity (LWI), medium work intensity (MWI), high work intensity 
(HWI), and very high work intensity (VHWI), respectively, were assigned.

5. General linear model for work intensity

5.1. Regressor selection

Using the stepwise regression method (Agresti, 2015), the regressors listed in 
Table 2 were included in the model. Naturally, the WI is fundamentally influenced 
by economic activity. The EAS variable alone explains more than 1/4 of the WI 
variability (i.e. 28.09%). The impact of the other variables listed in Table 1 (excluding 
the urbanisation variable) also proved to be significant. Originally, these variables 
were considered separately (not in interaction), in which case the model explained 
the WI variability to about one-third. In fact, the above variables affect the WI 
differently for different statuses of economic activity, which confirms the significance 
of the individual interactions (Table 2). Thanks to the consideration of interactions, 
it was possible to substantially increase the explained variability of the WI to more 
than 50% (i.e. 50.45%).

Table 2

Verification of statistical significance of the model and the influence of factors on WI

Source DF Sum of squares Mean 
square F value Pr > F

Model 77 309.633 4.021 97.12 <.0001
Error 7 346 304.163 0.041
Corrected total 7 423 613.796

R-square Coeff var Root MSE WI mean
0.5045 25.121 0.203 0.810

Source DF Partial 
R-square

Model 
R-square

Type III
SS

Mean 
square F value Pr > F

EAS 2 0.2809 0.2809 33.113 16.556 399.86 <.0001
EAS*HT 24 0.1271 0.4080 19.040 0.793 19.16 <.0001
EAS*AGE 9 0.0462 0.4543 8.979 0.998 24.10 <.0001
EAS*EDUCATION 6 0.0267 0.4809 13.564 2.261 54.60 <.0001
EAS*REGION 21 0.0120 0.4929 6.657 0.317 7.66 <.0001
EAS*HEALTH 6 0.0062 0.4991 4.043 0.674 16.27 <.0001
EAS*MS 9 0.0053 0.5045 3.258 0.362 8.74 <.0001

Source: EU-SILC 2020, own processing in SAS EG.
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In Table 2, the regressors are ranked/classified/sorted according to their 
contribution to explaining the variability of the WI variable. After the EAS variable, 
the WI is most strongly influenced by household type (HT), age and education, 
which in interaction with economic activity contributed to the explanation of the WI 
variability at 12.71%, 4.62%, and 2.67%, respectively. The other three interactions 
had a significant effect on the WI, but their contribution to the explanation of the WI 
variability was less than 2%.

This paper, in addition to the impact of economic activity itself, focused on 
quantifying the impact of the other three most important factors, namely the type of 
household, age and education.

5.2. Analysis of LS means and contrast analysis in GLM

In this section, the author applied the analysis of marginal means, in order to find 
out between which pairs of categories of individual factors (HT, age, and education) 
there is a significant difference in terms of WI, when assessing the influence of other 
factors. Given the interaction of these factors with economic activity, this comparison 
was made separately for each economic activity. Contrast analysis served to create 
clusters of several categories of the relevant factor, so that from the WI perspective, 
there was no significant difference between the categories belonging to the cluster, 
and at the same time there was a demonstrable difference between the clusters. For 
such clusters of categories, the study estimated the mean of WI, providing a picture 
of the impact of individual factors on the WI and allowing to identify the most 
vulnerable persons in terms of exclusion from the labour market.

5.2.1. Analysis of the impact of interaction EAS×HT

Since the type of household has the greatest influence on the WI of the assessed 
factors, it was possible to illustrate the procedure with the example of this factor. In 
Table 3, there are estimated LS-means of the WI for individual types of households, 
especially for three statuses of economic activity (since the WI is assigned only to 
persons under 60 years of age, the status of economic activity Retired was not 
considered).

The p-values matrices for LS-means equality tests show between which types of 
households there is no significant difference from the WI point of view. Originally, it 
was one matrix, which, due to its size, was divided into three submatrices belonging 
to the individual statuses of economic activity. Therefore, the author did not report 
test results between individual statuses, but confirmed that the WI means for 
employees (EP) were significantly higher (p < 0.0001) than for the other two statuses, 
and this applied to all types of households. Next, the study looked at the influence of 
HT only within the individual statuses of economic activity. While for inactive 
persons (IP), the differences were insignificant only between pairs of household  
types,  in   the  case of  the  other  two   statuses  of  economic   activity,  the  similarity
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Table 3

Comparison of LS-means of WI for effect EAS×HT

EAS = IP

HT WI LSMEAN i

1A_0Ch 0.0542 1

1A_1+Ch 0.5560 2

2A(1+R) 0.0266 3

2A_0Ch 0.2936 4

2A_1Ch 0.4881 5

2A_3+Ch 0.4618 6

Other_0Ch 0.3445 7

Other_1+Ch 0.4373 8

z_2A_2Ch 0.5653 9

Least Squares means for effect EAS*HT
Pr > |t| for H0: LSMean(i) = LSMean(j)

Dependent variable: WI (EAS = IP)

i/j 1 2 3 4 5 6 7 8 9

1 <.0001 0.5901 <.0001 <.0001 <.0001 <.0001 <.0001 <.0001

2 <.0001 <.0001 <.0001 0.0065 0.0011 <.0001 <.0001 0.7009

3 0.5901 <.0001 <.0001 <.0001 <.0001 <.0001 <.0001 <.0001

4 <.0001 <.0001 <.0001 <.0001 <.0001 0.0538 <.0001 <.0001

5 <.0001 0.0065 <.0001 <.0001 0.2628 <.0001 0.0022 <.0001

6 <.0001 0.0011 <.0001 <.0001 0.2628 <.0001 0.2605 <.0001

7 <.0001 <.0001 <.0001 0.0538 <.0001 <.0001 <.0001 <.0001

8 <.0001 <.0001 <.0001 <.0001 0.0022 0.2605 <.0001 <.0001

9 <.0001 0.7009 <.0001 <.0001 <.0001 <.0001 <.0001 <.0001

EAS = UP

HT WI LSMEAN i
1A_0Ch 0.4063 1

1A_1+Ch 0.0475 2
2A(1+R) 0.1531 3
2A_0Ch 0.4091 4
2A_1Ch 0.4313 5

2A_3+Ch 0.4676 6
Other_0Ch 0.4442 7

Other_1+Ch 0.4239 8
z_2A_2Ch 0.5120 9

Least Squares means for effect EAS*HT
Pr > |t| for H0: LSMean(i) = LSMean(j)
Dependent variable: WI (EAS = UP)

i/j 1 2 3 4 5 6 7 8 9
1 0.0049 <.0001 0.9565 0.6438 0.3735 0.4153 0.7073 0.0826
2 0.0049 0.4108 0.0035 0.0020 0.0015 0.0011 0.0021 0.0003
3 <.0001 0.4108 <.0001 <.0001 <.0001 <.0001 <.0001 <.0001
4 0.9565 0.0035 <.0001 0.5994 0.3437 0.2903 0.6606 0.0363
5 0.6438 0.0020 <.0001 0.5994 0.5557 0.7248 0.8369 0.0929
6 0.3735 0.0015 <.0001 0.3437 0.5557 0.6860 0.4389 0.5067
7 0.4153 0.0011 <.0001 0.2903 0.7248 0.6860 0.4460 0.1274
8 0.7073 0.0021 <.0001 0.6606 0.8369 0.4389 0.4460 0.0426
9 0.0826 0.0003 <.0001 0.0363 0.0929 0.5067 0.1274 0.0426

EAS = EP

HT WI LSMEAN i
1A_0Ch 0.8923 1

1A_1+Ch 0.8738 2
2A(1+R) 0.9098 3
2A_0Ch 0.8600 4
2A_1Ch 0.8277 5

2A_3+Ch 0.7389 6
Other_0Ch 0.8371 7

Other_1+Ch 0.7913 8
z_2A_2Ch 0.8196 9

Least Squares means for effect EAS*HT
Pr > |t| for H0: LSMean(i) = LSMean(j)

Dependent variable: WI (EAS = EP)

i/j 1 2 3 4 5 6 7 8 9
1 0.4188 0.3803 0.0151 <.0001 <.0001 <.0001 <.0001 <.0001
2 0.4188 0.1748 0.5274 0.0412 <.0001 0.0914 0.0002 0.0165
3 0.3803 0.1748 0.0063 <.0001 <.0001 <.0001 <.0001 <.0001
4 0.0151 0.5274 0.0063 0.0032 <.0001 0.0092 <.0001 0.0003
5 <.0001 0.0412 <.0001 0.0032 <.0001 0.3757 0.0007 0.4833
6 <.0001 <.0001 <.0001 <.0001 <.0001 <.0001 0.0037 <.0001
7 <.0001 0.0914 <.0001 0.0092 0.3757 <.0001 <.0001 0.1033
8 <.0001 0.0002 <.0001 <.0001 0.0007 0.0037 <.0001 0.0071
9 <.0001 0.0165 <.0001 0.0003 0.4833 <.0001 0.1033 0.0071

Source: EU-SILC 2020, own processing in SAS EG.
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of several types of households appeared. Therefore, to assess the impact of HT on the 
WI, a more comprehensive analysis for unemployed persons (UP) and employed 
persons (EP) was required, using a contrast analysis.

A comparison of pairs of marginal WI means for unemployed persons (UP) shows 
that there was no statistically significant difference (p = 0.4108) between the types of 
1A_1+Ch and 2A(1+R) and these two types of households had a statistically 
significantly lower WI at the significance level of 0.05 as the other types of 
households. There was no significant difference between the other pairs of household 
types in terms of the WI at significance level of 0.01, so the study verified whether 
the WI means in these other household types (except 1A_1+Ch and 2A(1+R)) could 
be considered the same.

Denoting the WI means for the UP economic activity status by 2iµ , where index 
2 expresses the 2nd category of the EAS factor (UP) and 1, 2, , 9i =  determines the 
type of household (see Table 1), then the subject of interest was the hypothesis:

0 21 24 25 26 27 28 29:H µ µ µ µ µ µ µ= = = = = = .

To test it, a simultaneous test of six null hypotheses was used:

0 21 24:H µ µ=  ∧  ( )0 21 24 25: ,H µ µ µ µ=  ∧  ( )0 21 24 25 26: , ,H µ µ µ µ µ=  ∧  

( )0 21 24 25 26 27: , , ,H µ µ µ µ µ µ=  ∧  ( )0 21 24 25 26 27 28: , , , ,H µ µ µ µ µ µ µ=  ∧  

( )0 21 24 25 26 27 28 29: , , , , ,H µ µ µ µ µ µ µ µ= ,

which was then rewritten into linear combinations

0 21 24: 0H µ µ- = ,
1 1

0 21 24 252 2: 0H µ µ µ+ - = ,
1 1 1

0 21 24 25 263 3 3: 0H µ µ µ µ+ + - = ,
1 1 1 1

0 21 24 25 26 274 4 4 4: 0H µ µ µ µ µ+ + + - = ,
1 1 1 1 1

0 21 24 25 26 27 285 5 5 5 5: 0H µ µ µ µ µ µ+ + + + - = ,
1 1 1 1 1 1

0 21 24 25 26 27 28 296 6 6 6 6 6: 0H µ µ µ µ µ µ µ+ + + + + - = .

The coefficients of linear combinations given in the null hypotheses were used to 
simultaneously test these hypotheses using the CONTRAST statement. The coeffi-
cients needed to test the last (sixth) partial hypothesis are shown in Table 4.

In the ‘total’ row in Table 4, there are coefficients for the HT factor, not used in 
the statement because the variable HT itself is not in the model (see Table 2). The 
coefficients for the EAS factor are zero, so the EAS factor itself did not enter the 
statement. The coefficients for interaction listed in the field of Table 4 were used. 
Similarly, one could determine the coefficients for the other five partial hypotheses. 
The  coefficients  determined  in  this  way  were  used  in  the CONTRAST statement, 
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Table 4

Coefficients for the CONTRAST statement to test the null hypothesis
( )0 21 24 25 26 27 28 29: , , , , ,H µ µ µ µ µ µ µ µ=  for the EAS×HT interaction

EAS
HT

Sum
1 2 3 4 5 6 7 8 9

1 0 0 0 0 0 0 0 0 0 0

2 1
6 0 0 1

6
1
6

1
6

1
6

1
6 -1 0

3 0 0 0 0 0 0 0 0 0 0

Sum 1
6 0 0 1

6
1
6

1
6

1
6

1
6 -1 0

Source: own processing.

while the relevant variable and its associated coefficients for the individual partial 
hypotheses of simultaneous testing were separated by a comma:

CONTRAST ‘21=24=25=26=27=28=29’
EAS*HT 0 0 0 0 0 0 0 0 0 1 0 0 -1,
EAS*HT 0 0 0 0 0 0 0 0 0 0.5 0 0 0.5 -1,
EAS*HT 0 0 0 0 0 0 0 0 0 0.3333 0 0 0.3333 0.3333 -1,
EAS*HT 0 0 0 0 0 0 0 0 0 0.25 0 0 0.25 0.25 0.25 -1,
EAS*HT 0 0 0 0 0 0 0 0 0 0.2 0 0 0.2 0.2 0.2 0.2 -1,
EAS*HT 0 0 0 0 0 0 0 0 0 0.16666 0 0 0.16666 0.16666 

0.16666 0.16666 0.16666 -1;

Running this statement within PROC GLM generates the first line in Table 5.

Table 5

Simultaneous equality tests for LS-Means of WI for unemployed persons from selected types  
of households

Contrast DF Contrast SS Mean square F value Pr > F

21=24=25=26=27=28=29 6 0.2496 0.0416 1.00 0.4200
22 vs 23 1 0.0280 0.0280 0.68 0.4108
21-24-25-26-27-28-29 vs 22-23 1 1.0583 1.0583 25.56 <.0001

Source: EU-SILC 2020, own processing in SAS EG.

Based on the result of a simultaneous test of six null hypotheses (DF = 6) at 
a significance level of 0.05, the null hypothesis (p = 0.4200) was not rejected, which 
means that in the case of unemployed persons there was not enough evidence to 
assume a different WI mean in households of type 1A_0Ch, 2A_0Ch, 2A_1Ch, 
2A_2Ch, 2A_3+Ch, Other_0Ch, and Other_1+Ch. At the same time, there was also 
no significant difference (p = 0.4108) between the other two types of households: 
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1A_1+Ch and 2A(1+R), which were tested both with the CONTRAST statement  
(2nd row in Table 5) and the analysis of marginal means (Table 3). Thus, the study 
created two clusters of household types for unemployed persons, while there were no 
significant differences between the types of households belonging to the common 
cluster, but there were significant differences between the clusters (p < 0.0001;  
3rd row in Table 5).

To estimate the WI mean in these two household clusters, the author used the 
ESTIMATE statement, illustrated in the estimate for the cluster of household types 
1A_0Ch, 2A_0Ch, 2A_1Ch, 2A_2Ch, 2A_3+Ch, Other_0Ch, and Other_1+Ch. The 
coefficients for these types of households are shown in Table 6. As with the 
CONTRAST statement, the coefficients in the total row that apply to the HT variable 
were not used because this variable does not appear separately in the model. However, 
this time there were non-zero coefficients for the EAS variable (column sum) and  
a non-zero coefficient for the intercept (total sum of coefficients in the bottom right 
corner), which were written in the ESTIMATE statement. Since the intercept can 
only be counted once, the DIVISOR option with constant 7 was used.

Table 6

Coefficients for the ESTIMATE statement to estimate ( )21 24 25 26 27 28 29, , , , , ,µ µ µ µ µ µ µ µ  
for the EAS×HT interaction

EAS
HT

Sum
1 2 3 4 5 6 7 8 9

1 0 0 0 0 0 0 0 0 0 0
2 1 0 0 1 1 1 1 1 1 7
3 0 0 0 0 0 0 0 0 0 0

Sum 1 0 0 1 1 1 1 1 1 7

Source: own processing.

After running the statement

ESTIMATE ‘21-24-25-26-27-28-29’ intercept 7 EAS 0 7 0
         EAS*HT 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 1 1 1 /divisor = 7;

within PROC GLM, one obtains the first row in Table 7.

Table 7

The estimate of ( )21 24 25 26 27 28 29, , , , , ,µ µ µ µ µ µ µ µ  and ( )22 23,µ µ µ  for the EAS×HT interaction

Parameter Estimate Standard error t value Pr > |t|
21-24-25-26-27-28-29 0.4420 0.0247 17.87 <.0001
22-23 0.1003 0.0687 1.46 0.1443

Source: EU-SILC 2020, own processing in SAS EG.
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In the case of an unemployed, there were no significant differences in terms of the 
WI mean person between household types 1A_0Ch, 2A_0Ch, 2A_1Ch, 2A_2Ch, 
2A_3+Ch, Other_0Ch, and Other_1+Ch. In the cluster of these types of households, 
the author estimated the WI mean at 44.20%, and with a probability of 0.95 it  
was estimated in the interval (0.4420–1.9603×0.0247; 0.4420+1.9603×0.0247), i.e. 
(0.3936; 0.4904), using the quantile of the Student’s distribution t0.975(7346) = 1.9603. 
Similarly, the study estimated the WI mean for a cluster of household types 1A_1+Ch 
and 2A(1+R) (10.03%; 2nd row in Table 7). For unemployed persons, the WI mean 
across these two types of households was not significantly different from 0  
(p = 0.1443) and with a risk of 0.075 did not exceed 20%, which is the limit 
determining a very low work intensity. In other words, a person who has the status 
of unemployed and lives in a household of type 1A_1+Ch or 2A(1+R), had in 2019 
up to a 92.5% confidence level of showing a very low work intensity over the entire 
reference period.

If a person is employed, the riskiest types of households, in terms of exclusion 
from the labour market, are 2A_3+Ch and Other_1+Ch, between which there is  
a significant difference (p = 0.0037; to the detriment of 2A_3+Ch). However, both 
types of households have a visibly lower mean of the WI than other types of 
households (Table 2; p < 0.001). This is followed by a cluster of household types 
2A_1Ch, Other_0Ch, and 2A_2Ch, where there is no significant difference between 
the pairs of these types (p = 0.3757, p = 0.4833 and p = 0.1033) and based on the 
CONTRAST statement, we found out that there is also no significant difference 
between all 3 types of households (p = 0.2577; Table 8).

Table 8

Simultaneous test of equality of marginal WI means for employed persons from selected types 
of households

Contrast DF Contrast SS Mean square F value Pr > F

35=37=39 2 0.1123 0.0561 1.36 0.2577

Source: EU-SILC 2020, own processing in SAS EG.

Furthermore, the combination of household types 1A_1+Ch and 2A_0Ch 
(p = 0.5274) and household types 1A_0Ch and 2A(1+R) (p = 0.3803) proved to be 
reasonable. For employed persons from the above five clusters of household types, 
the estimates of LS-means of the WI are presented in Table 9.

For all the five clusters of household types for employed persons, the WI mean 
was significantly different from 0 (p < 0.0001). In addition, there was a statistically 
significantly different WI mean between all pairs of these five clusters. The smallest 



 Analysis of work intensity in Slovakia... 57

difference was between persons in the household cluster 1A_1+Ch, 2A_0Ch 
and persons in household cluster 1A_0Ch, 2A(1+R). The author estimated this 
difference in the WI mean at 3.4%, but this was also significantly different from 0 at 
the significance level of 0.05, p = 0.0196.

Table 9

The estimate of 36µ , 38µ , ( )35 37 39, ,µ µ µ µ , ( )32 34,µ µ µ  and ( )31 33,µ µ µ
for the EAS×HT interaction

Parameter Estimate Standard
error T value Pr>|t|

2A_3+Ch 0.7389 0.0191 38.75 <.0001
Other_1+Ch 0.7913 0.0109 72.73 <.0001
2A_1Ch, Other_0Ch, 2A_2Ch 0.8281 0.0099 83.72 <.0001
1A_1+Ch, 2A_0Ch 0.8669 0.0134 64.70 <.0001
1A_0Ch, 2A(1+R) 0.9010 0.0135 66.80 <.0001

Source: EU-SILC 2020, own processing in SAS EG.

Following the above procedure, the study created five household clusters  
for other inactive persons (IP), two household clusters for unemployed persons 
(UP), five household clusters for employed persons (EP); these clusters are listed in 
Table 10.

Table 10

Household clusters for individual statuses of economic activity

EAS Cluster Household types

Inactive person

IP 1 1A_0Ch, 2A(1+R)
IP 2 2A_0Ch, Other_0Ch
IP 3 Other_1+Ch
IP 4 2A_1Ch, 2A_3+Ch
IP 5 1A_1+Ch, 2A_2Ch

Unemployed
UP 1 1A_1+Ch, 2A_1Ch

UP 2 1A_0Ch, 2A(1+R), 2A_0Ch, 2A_2Ch, 2A_3+Ch, Other_0Ch, 
Other_1+Ch

Employed

EP 1 2A_3+Ch
EP 2 Other_1+Ch
EP 3 2A_1Ch, Other_0Ch, 2A_2Ch
EP 4 1A_1+Ch, 2A_0Ch
EP 5 1A_0Ch, 2A(1+R)

Source: own processing.
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Point and interval (95%) estimates of the WI mean for persons from individual 
household clusters are shown in Figure 1.

 

Fig. 1. Interval estimates (95%) of LS-means of WI for EAS×HT interaction

Source: EU-SILC 2020, own processing in SAS EG.

Households without dependent children (cluster IP 1 and IP 2) are the riskiest for 
other inactive persons in terms of exclusion from the labour market and within them, 
households with at most one person of working age (IP 1) are especially at risk. 
Inactive persons from households in cluster IP 1 (1A_0Ch, 2A(1+R)) have the WI 
mean much below the upper limit for identifying a very low work intensity (below 
20%). On the contrary, for inactive persons, the highest mean of WI was for persons 
from households of cluster IP 5 (1A_1+Ch, 2A_2Ch), with the identified high work 
intensity. Other inactive persons from households belonging to other clusters (IP 2 to 
IP 4) showed the WI mean at the low or medium level.

The HT factor does not show consistent results for individual statuses of 
economic activity. While, e.g. inactive persons from households of type 1A_1+Ch 
were not at risk in terms of exclusion from the labour market, the unemployed 
persons from this type of household were at high risk. Unemployed persons from 
households 1A_1+Ch were put together with unemployed persons from households 
2A_1Ch included in the common cluster UP 1, in which the WI mean was at the 
level of very low work intensity (with a low probability of reaching the level of low 
work intensity). The cluster of unemployed persons from other types of households 
(UP 2) was at the level of low to medium labour intensity. Unlike other inactive 
persons, unemployed persons in no type of household showed WI mean at a level 
higher than the medium, while employed persons had WI mean at a high to a very 
high level in all types of households. With 95% confidence, employed persons from 
cluster EP 5 (1A_0Ch, 2A(1+R)), i.e. from households with no dependent children 
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and at most one adult of working age, showed a WI mean at the very high level. It 
should be noted that persons from these types of households in the case of another 
inactive person, were in the riskiest position and their WI mean identified their 
(quasi)joblessness.

5.2.2. Analysis of the impact of interaction EAS×Age

As with the influence of the type of households, in the case of the influence  
of age on the WI, it was confirmed that employed persons have a significantly 
higher WI mean than unemployed persons or other inactive persons (p < 0.0001). 
There was a significant difference between unemployed persons and other inactive 
persons at the significance level of 0.05 only in the age group up to 30 years  
(p = 0.0203), to the detriment of unemployed persons. For other inactive persons, 
the lowest WI mean was in the age groups 30-40 and 40-50, between which there 
was no significant difference (p = 0.9115). Across these two categories (persons 
aged 30-50), the WI mean with 95% confidence level was in the range of  
26.8-33.2% (IP 30-50 in Figure 2). Insignificant differences were also confirmed  
for unemployed persons in the age groups 30-40, 40-50, and 50-60 (DF = 2;  
p = 0.6795). Unemployed persons aged 30-60 years showed the WI mean with 95% 
confidence level from the interval 30.4-40.3% (UP 30-60 in Figure 2). There were 
significant differences between the other age categories for the individual statuses 
of economic activity in terms of the WI, and the point and interval estimates of the 
WI means are shown in Figure 2.

 

Fig. 2. Interval estimates (95%) of LS-Means of WI for EAS×Age interaction

Source: EU-SILC 2020, own processing in SAS EG.
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Other inactive persons presented a demonstrably highest mean of the WI in the 
age group under 30 years, and this mean was at the medium level, while for older 
persons it was at the low level. The author observed a similar phenomenon for the 
unemployed, however for persons under the age of 30 one cannot convincingly 
assume the WI mean at the medium level, but at the low to medium level (Figure 2). 
While the age group of under 30 was the least at risk for other inactive people and 
unemployed people, this category (EP-30) showed the highest risk for employed 
people. Employed persons under the age of 30 may have the WI mean below 80% 
with a risk of 0.05, which was not the case for older employed persons. Despite this 
finding, employed persons under the age of 30 and also those aged 30-40, had the WI 
mean at the same level, specifically the high level. Employed persons aged 50-60 
showed the WI mean at the level of high to very high, and employed persons aged 
40-50 even a very high level (with a reliability of 0.95 from the interval 85.3-89.3%).

5.2.3. Analysis of the impact of interaction EAS×Education

Not surprisingly, higher WI is associated with higher education, and this applies 
to all statuses of economic activity (Figure 3). The differences in the WI mean 
between the ISCED 3-5 and ISCED 6-8 educational groups were not as large and 
convincing (p=0.0084 for IP, p=0.0329 for UP, p=0.0386 for EP as the differences 
between these two educational groups from ISCED 0-2 (p < 0.0001). For other inactive 
persons (IP), there were  maller  differences  between  the  educational groups  in  the

 
Fig. 3. Interval estimates (95%) of LS-Means of WI for EAS×Education interaction

Source: EU-SILC 2020, own processing in SAS EG.
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WI mean than in the other two statuses. Although other inactive persons with education 
at ISCED 0-2 level showed a significantly lower WI mean than persons with higher 
education, all the educational groups for this status of economic activity had the WI 
mean at the low level. The largest exclusion from the labour market naturally 
concerns the unemployed with low education (ISCED 0-2), for whom the WI mean 
was estimated at a very low level.

As unemployed persons with higher education showed the WI mean at a low to 
medium (ISCED 3-5) or medium to a high level (ISCED 6-8), they seem to remain 
unemployed for a shorter time and/or have another adult in a household (spouse or 
partner) who is employed. However, the status of economic activity – Other inactive 
or Unemployed – had such a significant effect on the WI that education cannot 
sufficiently compensate for this and therefore persons who are unemployed or other 
inactive and whose education is tertiary generally live in households with significantly 
lower WI (p < 0.0001) than employed persons. This applies even to employed 
persons with ISCED 0-2 education, for whom the average WI was at a high level. 
Employed persons with higher education have the WI mean even at a very high 
level.

Conclusion

The type of household in which a person lives, education, age, health conditions, 
marital status, as well as the region in which a person lives, are factors that 
significantly affect the WI, but this impact varies for different statuses of economic 
activity. These factors are considered very important by other researchers (Horemans, 
2018; Verbunt and Guio, 2019) when assessing employment/unemployment and 
atypical employment in relation to social exclusion.

The general linear model, in which the study considered the interactions of these 
relevant factors with the status of economic activity of the assessed persons, explained 
the variability of the WI to more than 50%. The status of economic activity, type of 
household, age, and education participated the most in this explained variability (the 
participation of all the four factors was 48% in total). In addition to economic activity, 
van der Zwan and de Beer (2021) also used the above factors (age, education, and 
type of household) as control variables, applying them to the assessment of 
employment for persons with disability and those without disability. Horemans 
(2016) discussed the importance of the impact of age and education on non-standard 
employment, while also describing the need to transform these factors at the 
individual level to the household level, through the degree of educational and age 
homogamy.

The paper focuses on the analysis of the influence of the above four factors (status 
of economic activity, type of household, age, and education) on the WI, to which the 
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LS-means and contrast analysis within the estimated GLM was used. Through the 
equality tests of LS-means of WI and simultaneous testing of WI means, the author 
identified for each economic activity status between which types of households, age 
categories, and educational categories, there was no significant difference from the 
WI perspective, and between which there were demonstrable differences. For 
household types, age groups, and educational groups for which the author did not 
have sufficient evidence to be able to demonstrably confirm differences in the mean 
of WI, such clusters were created between which there were statistically significant 
differences. Individually for employed persons, unemployed persons, and other 
inactive persons, the mean of WI was estimated for individual types of households, 
age groups, and educational categories (or their groups). Based on interval estimates 
of the WI mean, these groups of persons were assigned a level of WI in accordance 
with the Eurostat methodology.

For other inactive people, the study mainly identified very low and low levels of 
WI. The WI mean for other inactive persons can be assumed to be above 50% only 
exceptionally, and this applies to persons under the age of 30, persons from complete 
households with dependent children, and persons from households with 1 adult and 
at least 1 child. The study identified very low work intensity ((quasi)joblessness) 
most often for unemployed persons. For the unemployed, the author estimated the 
work intensity to be below 50% for all types of households and all age groups. 
Unemployed people are highly likely to live in households that use more than 50% 
of their employment potential only if they have a tertiary education. For employed 
persons, broken down separately by type of household, age, and education, the study 
revealed the WI mean at least at a high level.

In terms of household type, other inactive persons from households without 
dependent children, in which there is at most one person of working age, and 
unemployed persons from households of 1 adult with at least 1 dependent child and 
households of 2 adults with 1 child, have the greatest risk of exclusion from the 
labour market. For these groups of persons, the study quantified the WI mean at a 
very low level. Persons from households without dependent children, in which there 
is at most one person of working age, were most at risk if they had the status of 
economic activity other than inactive, but in the case of the status of employed they 
reached the highest WI mean, which was at a very high level.

The conducted analyses revealed that of all age groups, the under-30 age group 
had the highest WI mean when considering unemployed persons (UP) or other 
inactive persons (IP), for whom the mean WI was at a low to medium level (for UP) 
and at a medium level (for IP). Older unemployed and other inactive persons 
generally showed low work intensity. Employed persons had the WI mean 
significantly higher than the other two statuses of economic activity, and this was 
also confirmed in the case of a breakdown of persons according to their age. 
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Depending on their age, employed persons had a high to a very high WI mean (up 
to 40 years – high, 40-50 years – very high, and 50-60 years – high to very high).

With the increase in education, the WI was also growing. Unemployed persons 
with low education (ISCED 0-2) generally showed (quasi)joblessness, while 
unemployed people with tertiary education were 50% more likely to have a medium 
WI, and 50% to even have a high WI. In this way, the study revealed that education 
plays a crucial role for unemployed persons in terms of work intensity. These results 
are consistent with the assumption that persons with higher education are less likely 
to remain unemployed for a longer period (Núñez and Livanos, 2010) and that they 
usually have a person with higher education (educational homogamy) at their side, 
whose threat of exclusion from the labour market is lower compared to a less 
educated person. Education for other inactive persons does not cause such large 
differences in WI as for the unemployed. Other inactive persons in all educational 
groups fall into the low level according to the WI mean. Employed persons have the 
WI mean in terms of education at a high level (for ISCED education 0-2) or a very 
high level (for ISCED education 3-8).

The author is convinced that the paper fills a gap in research that mostly focuses 
only on labour market exclusion identified on the basis of very low work intensity. 
The comprehensive work intensity analysis provided in this paper is important 
because also other degrees of work intensity may be associated with poverty and 
social exclusion (Kis and Gábos, 2016, Kalinowski, 2018). Social policies should 
then be targeted at persons with reduced work intensity, as confirmed by Blatná 
(2018). Based on the analysis of the share of people living in households with very 
low work intensity in the Czech Republic in the period 2005-2016, that study found 
that the growth in social benefits and increase in the proportion of people in lifelong 
education leads to a reduction of the proportion of people living in (quasi)jobless 
households.

In conclusion, it should be emphasised that the paper provides an empirical 
analysis for Slovakia, and although many conclusions apply at least to the CEE 
countries, this needs to be validated by further research. In particular, the influence 
of household type on the WI can be significantly different in other countries. 
According to Atkinson et al. (2017), there is a great deal of cross-country variation 
in the composition of the (quasi)jobless population by household type. The results of 
the analysis have their limitations, mainly related to the methodology of measuring 
work intensity and its levels (specifically very low work intensity). Ward and 
Özdemir (2013) noted a problem in the definition of work potential (the denominator 
of the WI indicator), which does not include persons older than 59, as well as in the 
threshold for identifying (quasi)jobless households that is set at 20%, whereas they 
advocate its raising to 30%.
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market to the increased higher educational attainment and the extent to which these 
returns differ for males and females, to see whether these differences can to some 
extent explain the reversal in the gender gaps in education/enrolment. The returns to 
any level of education broadly fall into three categories (i) private financial, (ii) 
private non-financial returns such as availability of both better jobs and better 
working conditions, and (iii) social ones. In this paper, however, the author focused 
only on the private financial returns by examining their effect of higher education 
attainment on the wages and the gender gap.

To estimate the causal link between the returns to tertiary education in Punjab and 
the gender gap in these returns the study used the instrumental variable (IV) 
technique. Making use of the exogenous variation in the supply of higher education 
institutes the author employed the total number of available tertiary educational 
institutes at the district level in Punjab as an instrument. The steady increase in 
tertiary education institutions reflects improved access to tertiary education for male 
and female students for two reasons. Firstly, the expansion of tertiary education 
facilities exogenously decreases the costs associated with attaining more education, 
by making access to college education cheaper for individuals when a new college is 
constructed in the local area. Secondly, having a college in one’s area also may 
reduce the mobility concerns which are an important hurdle, especially for females 
in attaining education (Cheema et al., 2019). In addition to IV, the study also used the 
region-and-time fixed effects in the first stage to control for region-specific and time-
varying unobserved factors that may cause omitted variable bias if not accounted for.

The first stage of this analysis was a regression of educational attainment on the 
number of tertiary education institutes available in a district. In estimating the first 
stage, the two identifying assumptions were: a) the relationship between changes in 
college availability and changes in educational attainment is not reflective of changes 
in development in general and b) the exact timing of college opening in a given 
district is not driven by demand for education.

To show that the changes in college availability and in educational attainment are 
related regardless of the level of development, the author showed that first stage 
results are robust to controlling for the development of a region using various 
community-level indicators of development. Additionally, the responsiveness of 
years of education to variation in the supply of tertiary educational institutes was 
evident only for the relevant age cohorts, i.e. from 16 to 32 years of age. The results 
of the first stage were null for sample observations that lie just above and just below 
the relevant age cohort. This again showed that the first stage results are not reflective 
of development in general, because if they were there should be a significant positive 
relationship between the two regardless of the age brackets due to the confounding 
effect of regional development.

The main findings of the analysis are that there is a positive significant relationship 
between the estimated years of education from the first stage and the income levels. 
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Another important result is that males on average earn significantly more than 
females regardless of the level of education, however an extra year of education 
brings higher returns to women compared to men. This implies that the gender 
earnings gap tends to fall with rising education distribution. Whatever the reason for 
the differential in the earnings of two genders, discrimination or difference in their 
respective productivities, the results show that as the years of education attained 
increase, the earnings differential narrows.

The first stage results show that the greater availability of colleges at district level 
is significantly associated with higher educational attainment at individual level. 
Moreover, the impact of the increased supply of tertiary education institutions on 
tertiary education attainment is higher in low Human Development Index (HDI)2 
districts than in the high HDI districts of Punjab. This is an important result from  
a policy perspective as it shows that investing in the physical infrastructure in less 
developed regions yields the greatest returns.

This work is a contribution to the study of the labour market in Pakistan, as 
tertiary education is still an understudied area there. To that end, the analysis makes 
a significant contribution to the literature on tertiary education by introducing  
a unique instrument, the district level supply of education, i.e. the number of Arts 
and Science Intermediate, Degree, and Post-Graduate Colleges for male and female 
students in a given district at a given point in time in Punjab. A related contribution 
of this study is that a pooled cross-section with a very large number of observations 
has not been used to study the dynamics of returns, particularly to tertiary education 
for Pakistan. This was achieved by making use of five rounds (2006, 2008, 2010, 
2012, and 2014) of the household level survey, Pakistan Social and Living Standards 
Measurement (PSLM), covering a decade. This provided a very large number of 
observations, approximately 10,000 in this case, and sufficient data points to study 
this research question.

This analysis derives its significance from the important lessons it bears for 
policy. For instance, the returns to tertiary education as projected over the life cycle 
reflect the expectations that influence current student decisions to participate in higher 
education. If the returns increase with years of education, then there is a positive 
signal from the labour market, which should effectively lead to greater investment in 
human capital accumulation. The literature shows that households do respond to 
information regarding returns to education (Jensen, 2012; Attanasio and Kaufmann, 
2009). The results regarding the gender gap in returns to tertiary education can be 
taken as confirmation of this hypothesis as higher marginal returns could be a reason 
why female enrolment has been increasing in tertiary education over the past decade 
(Table 1).

2 The “Human Development Index measures development by quantifying three dimensions of human 
life – education, health, and standard of living” (Pakistan Human Development Index report 2017) 
http://hdr.undp.org/sites/default/files/reports/2847/pk-nhdr.pdf
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The first stage of this analysis also has at least two very important policy 
implications. Firstly, the results show the importance of investing in physical capital 
for the accumulation of human capital. A concerted effort to plan the expansion of 
the supply of education, especially in areas where there is a dearth of tertiary 
educational institutions, may allow for the possibility to accumulate greater years of 
education for individuals who are on the margins. Secondly, the increased availability 
of tertiary education institutions could also have substantial positive spillover 
effects when females with tertiary education enter the labour force as school teachers 
facilitating the supply of more low-cost private schools (Andrabi et al., 2008).

The rest of this paper is organised as follows. Section 2 provides a review of the 
literature. Section 3 gives a detailed account of the methodology. Section 4 presents 
the data and descriptive statistics. Section 5 presents the results of the empirical 
analysis, Section 6 discusses the robustness check, and finally, Section 7 concludes.

2. Literature review

This review of literature sheds light on three issues. Firstly, the issue of gender 
inequality in the labour market outcomes, secondly, the household’s decision to 
invest in education, and thirdly, the approaches adopted in various studies to establish 
a causal link between educational attainment and the financial returns to education.

The labour force participation rate of female graduates in Punjab between the 
age of 25-35 is only 32% compared to that of males at 96% (Labour Force Survey, 
2018). The wages of women with higher education are about 68% of the wages of 
equally qualified men (PSLM, 2014). In this study, the author probed the likely 
causes of the gender wage gap by breaking it down into explained and unexplained 
gaps. The main finding was that almost one-third of this gap can be explained by the 
difference in the human capital of men and women and their nature of work. The 
remaining two-thirds of this gap remains unexplained and can be attributed to either 
discrimination or omitted variables (Tirmazee, 2021). Numerous explanations, such 
as occupational segregation (Levanon et al., 2009; Blau and Kahn, 1992), work 
interruptions (Epstein, 1988; Neumark and Korenman, 1992), education and 
training (Blau and Kahn, 2017; Becker, 2010; Mincer, 1962, 1974), temporal 
flexibility (Goldin, 2014) or unionization (ILO, 2018), have been advanced in the 
literature for the gender pay gap. In the context of Pakistan, it has been argued that 
the gender pay gap is because most women either work as unpaid family workers or 
if in paid employment they are often employed in low-skilled, low-paid jobs (Khan, 
2017).

Human capital accumulation, an important determinant of labour market 
outcomes, reflects the preferences of the demand side and the capacity of the supply 
side to meet the demand for education. On the demand side, the parents’ decision to 
enroll their children in another year of schooling involves comparing the cost and 
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benefits of this additional investment, where the benefits may include better wages, 
healthcare, higher standard of living, etc., and the costs may include tuition fees, the 
opportunity cost of the child’s time, transportation, etc. The simple economic model 
of comparing the cost of schooling with the benefits implies that if the benefits of 
schooling such as monetary and non-monetary returns of acquiring education rise, 
the optimal investment in schooling may increase.

For instance, according to Banerjee et al. (2013), underinvestment in education 
can be due to the inadequate availability of resources to fund this, or due to the 
inadequate information that leads households to underestimate the returns to 
education. If the problem is inadequate resources to fund investment, then there is a 
need for governments to subsidise education but if the problem is that of inadequate 
information then there is a need to inform households of the true benefits of education.

The literature does suggest that households respond to information regarding 
returns to education. For instance, Jensen (2012) provided evidence of how increasing 
awareness regarding potential job opportunities owing to the rapid expansion of the 
Business Process Outsourcing (BPOs) industry in India led to a significant rise in 
investment in the education of younger girls by households. Similarly, Attanasio and 
Kaufmann (2009) provided evidence on the significance of individual perceptions 
regarding future returns to schooling using data for Mexico. In their analysis to 
model college or school choice, they found that mothers’ expectations and individual’s 
own expectations matter for college enrolment. In other settings where different 
instruments were used to provide information such as the author’s own calculated 
returns to education (Jensen, 2010) or a short video showcasing the ways of acquiring 
financial resources to fund education (Dinkelman and Martinez, 2014), it was seen 
that households do update their beliefs and react accordingly. Given how households 
react to information on returns to education,the author believes that this analysis is 
crucial as it directly yields information on these returns and also reflects the 
expectations that influence parents’ and students’ decisions regarding investing time, 
money, and effort in education.

Since the main objective in this paper was to estimate the causal link between 
labour market returns and human capital accumulation, the review of various 
approaches for estimating this causal link follows. The general approach in the 
literature for tackling the question of private returns to schooling has been an 
estimation of the Mincerian wage function (Mincer, 1974), which is a simple 
regression linking schooling with the wages earned. Below there is a simple 
Mincerian wage equation:

 ( ) 0 1 2i i ii
Ln Earnings S X eβ β β= + + +   (1)

where Ln(Earnings)i is the log of yearly earnings of person i and Xi is a vector of 
individual i’s characteristics, and Si is the accumulated years of education. Ordinary 
least squares (OLS) yields biased estimates of the parameters of the above equation 
due to unobserved heterogeneity. In addition, the classic Mincerian wage equation 
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does not allow to test for the heterogeneity of effects, i.e. how the observed 
relationship between years of education and the returns to education differs across 
various subsets of the population. Some possible solutions suggested in the literature 
to deal with the shortcomings of the Mincerian wage equation are as follows.

Firstly, studies have directly tried to account for the ‘ability bias’ by including 
appropriate measures that in some way are a proxy for unobserved ability, such as IQ 
level or various test scores. However, there are always concerns regarding the extent 
to which these proxies accurately measure ability, as a multitude of measures for 
ability has resulted in the past in inconsistent signs for these variables (Dickens and 
Lang, 1993). One popular method to control for innate ability has been the use of 
siblings (twins) (Ashenfelter and Zimmerman, 1997; Bingley et al., 2009; Bonjour 
et al., 2002; Isacsson, 1999; Miller et al., 1995), under the assumption that using 
twins or siblings allows to differentiate the innate ability since a lot of what determines 
an individual’s ability is common across members of the same household, especially 
twins. In this way, by eliminating unobserved individual ability by differencing first, 
one can obtain an unbiased estimator of the return to education by exploiting the 
differences between education levels and earnings of siblings (Krueger and 
Ashenfelter, 1992). However, studies regarding twins are often criticised because 
between-twin differences in schooling are not randomly assigned, but instead are 
endogenously chosen especially when they depend upon the individual’s own 
aptitude and ability or parental preferences regarding the allocation of expenditure 
between different children.

A natural experiment is yet another interesting way of tackling the ability bias, 
where an exogenous event is taken as instrument for the level of education. Some 
popular natural experiments have been minimum school leaving laws (Harmon and 
Walker, 1995; Dickson and Smith, 1995), the month of birth (Angrist and Keueger, 
1991), and proximity to the school (Card, 1993a, 1999), where the probability of 
acquiring an extra year of schooling increases/decreases due to the random occurrence 
of an event that is completely independent of unobserved individual characteristics.

There is another strand of literature that involves identifying an exogenous 
variable (instrument) that must be correlated with the education level, but is not 
correlated with the returns to a particular level of education and unobserved ability. 
In this respect, family background variables such as parental education, spouse’s 
education (Aslam, 2009; Söderbom et al., 2006; Trostel et al., 2002), average 
education level of the household and/or birth order of an individual (Bertoni and 
Brunello, 2016; Kantarevic and Mechoulan, 2006) have been used as instruments in 
the literature. However, the issue remains that because of intergenerational 
transmission of ability, family background does not completely assure there being no 
correlation between unobserved ability and the family background variable at hand. 
Thus the popularly used demand-side family background variables as exogenous 
determinants of the level of education are often criticised by labour economists as 
only partially attenuating the ability bias.
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As demand-side instruments such as family background, are now widely criticized 
(Dickson and Smith, 1995), the focus has shifted to the sources of variation in 
schooling from the supply side such as school-leaving laws or proximity to schools, 
etc. in search of identifying the source of exogenous variations in education 
attainment. Using physical capital as an instrument for educational attainment is 
another way that the literature addresses the endogeneity problem in estimating the 
returns to education (Duflo, 2001; Maluccio et al., 1998; Card, 1993b). This approach 
also allows for answer a relevant policy question, namely whether increases in 
physical infrastructure create opportunities to increase human capital or not. Using 
physical capital as an instrument is also important from a policy point of view, as 
increases in human capital ultimately affect the lives and living conditions of citizens, 
thereby reducing poverty. There is evidence in the literature to suggest that the 
availability of schools positively affects school enrolment rates owing to the increased 
and easier access to opportunities to attain education (Khan, 2021; Mazumder et al., 
2019; Lavy, 1996; Lillard and Willis, 1994). The availability of schools additionally 
is linked to improving socio-economic conditions (Carneiro et al., 2013; Case and 
Deaton, 1999; Currie and Moretti, 2003).

Moreover, Valero and Van Reenen (2019) show that human capital accumulation 
as well as innovation is an important mediating factor between universities and 
regional growth.

3. Methodology

In this paper, the author estimates the earnings function (1) using the instrumental 
variables (henceforth IV methodology). The first stage of the IV procedure is as 
follows:

 Si = π0 + π1 Zi + εi, (2)

where the null hypothesis to be tested is to confirm the instrument (Zi) relevance 
π1 = 0. The author explains instrument (Zi) and the first stage (2) in the next section.

3.1. Identification strategy: IV estimation

This study made use of a supply-side IV, i.e. the number of arts and science 
intermediate, degree and post-graduate colleges for males and females per 10,000 
individuals in a district in a given year in Punjab. The region has recently seen 
tremendous growth in the number of colleges, both private and public, with an 
increasing number of both genders graduating from these colleges, as shown in  
Table 1 below. This paper aimed to use this expansion in tertiary education as  
a means of improving access to tertiary education for male and female students. 
Moreover, these colleges are also a substitute for private colleges, thereby ensuring 
ease of access.
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Table 1

Number of intermediate, degree colleges, and post graduate classes by gender,  
their enrolment, and teaching staff in Punjab

Year
No. of colleges Enrolment Teaching staff

(1) (2) (3) (1) (2) (3) (1) (2) (3)
Total Boys Girls Total Boys Girls Total Boys Girls

2005-06 672 339 333 619 273 346 19131 10677 8454
2007-08 744 379 365 676 306 370 20255 11448 8807
2009-10 901 461 440 724 339 385 23096 12645 10451
2012-13 994 492 502 837 416 421 26312 14490 11822
2014-15 1095 543 552 937 455 482 26823 14997 11826

Source: Punjab Development Statistics (Various issues).

The instrument was calculated as follows:
                              Total no. of colleges per 10,000 individualsdk=                         

(3)
=

Total no. of colleges in a districtdk ×10,000,District populationdk

where d is any district in Punjab, k is the year in which individual i was in the normal 
age range for going to college; more about k in the next section.

3.2. First stage

To empirically test if the expansion of tertiary education translates into a greater 
accumulation of tertiary education, the first stage of this analysis was a regression of 
years of education attained by individual i on the number of colleges per 10,000 
individuals available in a district in year k in which individual i was at the age of 
going to college. Since the study pooled cross-section spanning over a decade, this 
also allowed to include in the sample individuals who in the latest year did not fall 
into the relevant college-going age range, i.e. 16 to 24, which is the standard range 
for going to college. The final sample included students between the ages 16 to 32, 
as one typically enters college at an age of 16. Hence, anyone of this age in any of 
the included rounds of PSLM, i.e. 2006, 2008, 2010, 2012, 2014, was included in the 
sample. Similarly, the upper bound for the sample was 32 years, as anyone of that 
age in the latest year of the analysis, i.e. 2014, would be 24 in 2006, and would have 
just finished their Master’s degree, thus the maximum that these data allowed  
to include regarded individuals of 32 years of age in 2014. A complete description  
of the sample in tabular form is given in Table 2, which shows if an individual at  
a particular age in a particular round of PSLM can be included in the sample or not, 
which depends on whether they were in the college-going age range, namely 16-24, 
in any of the included rounds. The highlighted cells (blue) are the age ranges from 
each round included in the final sample.
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Table 2

Sample description

Age in Year 
when Age in Year 

when Age in Year 
when Age in Year 

when Age in Year 
when

2014 24 2012 24 2010 24 2008 24 2006 24
32 2006 32 2004 32 2002 32 2000 32 1998
31 2007 31 2005 31 2003 31 2001 31 1999
30 2008 30 2006 30 2004 30 2002 30 2000
29 2009 29 2007 29 2005 29 2003 29 2001
28 2010 28 2008 28 2006 28 2004 28 2002
27 2011 27 2009 27 2007 27 2005 27 2003
26 2012 26 2010 26 2008 26 2006 26 2004
25 2013 25 2011 25 2009 25 2007 25 2005
24 2014 24 2012 24 2010 24 2008 24 2006
23 2015 23 2013 23 2011 23 2009 23 2007
22 2016 22 2014 22 2012 22 2010 22 2008
21 2017 21 2015 21 2013 21 2011 21 2009
20 2018 20 2016 20 2014 20 2012 20 2010
19 2019 19 2017 19 2015 19 2013 19 2011
18 2020 18 2018 18 2016 18 2014 18 2012
17 2021 17 2019 17 2017 17 2015 17 2013
16 2022 16 2020 16 2018 16 2016 16 2014

Source: author’s own analysis.

The first stage of this analysis is as follows:

 Sidt – π0 + π1Zdk + μd + αt + εidtk , (4)

where Sidt stands for years of education, Zdk is number of colleges per 10,000 
individuals as calculated in equation (3), available in district d that individual i is 
from when he/she was at the age k of going to college, μd is the district fixed effects 
which are critical to control for any unobserved time-invariant district attributes that 
affect college availability and educational attainment in a district. This allowed for a 
more robust test proving the first identifying assumption; αt is the year fixed effects 
to control for time-specific trends that allow to look for any change over time in the 
choice or preference of individuals, e.g. increase in demand for education or more 
progressive thinking overtime, etc.

The main hypothesis tested in the first stage was that exposure to a greater num-
ber of colleges does not affect educational attainment; H0 : π1 = 0. This allowed for 
correlation of errors within the district, namely the use of cluster-robust standard 
errors.
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3.2.1. Instrument validity

Instrument relevance. The proposed instrument is relevant given these colleges 
are widely dispersed across the entire province, ensuring greater access to education 
for both males and females. It is important to highlight here that the very policy that 
guides the setting up of these colleges ensures greater access. These colleges are set 
up by the Higher Education Department (HED, a ministerial department responsible 
for higher education) to improve access to education. The criteria considered before 
setting up a college in a locality are: (i) there is enough population in the area and (ii) 
the number of students who pass, out of SSC and intermediate levels from that area, 
and (iii) land available for college building (Higher Education Commission, 2007). 
With a motive of setting up an educational facility in every neighbourhood, these 
colleges find their way to localities where there is enough population to take 
advantage of this facility, and where a college was not already present in that location.

Instrument exogeneity. To satisfy the exclusion restriction one needs to prove that 
other district or community level attributes are uncorrelated with the supply of 
colleges. To prove exogeneity it is necessary to show that the increased availability 
of opportunities to acquire education is not reflective of the better overall development 
of a region. Later, the results showed that for the relevant age range the effect, for the 
most part, is driven by the variation in the availability of colleges even after 
controlling for the indicators of development. Additionally, controlling for district 
fixed effects allowed to control for unobserved time-invariant district attributes that 
may affect both the college presence and the educational attainment and may bias the 
estimated coefficient of the instrument in the first stage.

The other conjecture to strengthen the exogeneity condition relies on the 
assumption that the exact timing of college opening in a given district is not driven 
by demand for education, therefore the preferences or demand of citizens for greater 
opportunities to acquire education is not a concern here. Hence, one can exploit the 
fact that the contemporaneous supply of colleges in a district is not driven by the 
demand for education, but is reflective of pent-up demand as it takes time and 
involves incurring financial costs to respond to the demand for educational 
institutions, and consequently to set up an educational facility. To ensure that any 
time-varying trends or preferences are controlled for year, fixed effects were included 
in the study.

To further strengthen the argument that demand is not so much of a concern here, 
the role that political influence plays is also worth discussing. One can imagine that 
if in a certain district the member of the parliament from that district belongs to the 
opposition party, they would find it difficult to get funding/approval for a new college 
in the district, whereas if they are from the ruling party, they may get funding/
approval for a new college in the district even in the absence of demand. Thus, the 
link between demand and the opening of a new college is weak. Therefore, the role 
of political connections needs to be also considered when thinking about the second 
identifying assumption.
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Additionally, the suggestion that the supply of colleges is not driven by demand 
is further confirmed by the fact that private colleges (which one could assume are  
a product of demand) cater to only one-fourth of the total student body that goes to 
these degree colleges to attain tertiary education, and this has consistently been the 
case for all the years included in the analysis (Statistics of Arts and Science, 2015). 
However, so as not to be completely ignorant of the effect of demand, the study 
controlled for district and year fixed effects to account for preferences and changing 
trends.

3.2.2. Identifying assumptions

Therefore, in running the first stage the two identifying assumptions were:
1. The relationship between changes in college availability and changes in 

educational attainment is not reflective of changes in development otherwise. 
This was addressed in the analysis later by showing that the first stage results hold 
only for the relevant age range that could have benefited from the increased 
availability of college and are robust to the district fixed effects.

2. The exact timing of college opening in a given district is not driven by the demand 
for education. This was addressed by controlling for district and year-fixed effects.

3.3. Second stage

The second stage made use of the estimated years of education from the first stage 
to estimate the returns to years of education. To find the gender gap in returns to 
education the study also included in the second stage an indicator for gender, and 
also interacted the gender indicator with the years of education. The second stage 
specification was as follows:

 ( ) 0 1 2 3
ˆ ˆ , idt idt idt idt d t i i idtidt

Ln Earnings S Male S Male eβ β β β µ α ϕ ω= + + + + + + + +  (5)

where Ln(Earnings)idt is the log of yearly earnings of person i, in district d, in year t, 
ˆ

idtS  is the estimated years of education for person i, in district d, in year t, Maleidt  is 
an indicator variable for gender. It is one for males and zero for females, ˆ

idt idtS MaleMaleidt 

is the interaction of ˆ
idtS  and Maleidt, μd is the district fixed effects to control for 

unobserved time-invariant district attributes, αt  is the year fixed effects to control for 
time trends, φi is the sector fixed effects to control for unobserved time-invariant 
industry attributes that may influence both an individual’s educational attainment 
and their eventual returns. For instance, many women in Pakistan end up joining 
either the education sector or the health sector. Finally, ωi is the occupation fixed 
effects.

The main hypothesis proposed to test in the second stage is that higher educational 
attainment does not affect earnings; H0 : β1 = 0. The study allowed for correlation of 
errors within district, namely using cluster-robust standard errors.
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4. Data and the descriptive statistics

To carry out this analysis the author used a pooled cross-section of five rounds 
of PSLM for 2006, 2008, 2010, 2012, and 2014. The data for the supply of education 
were collected from the Punjab Development Statistics and Statistics of Arts and 
Science Intermediate and Degree Colleges for the above stated years.3 Table 3 
below is a concise snapshot of the data used for estimating the impact of tertiary 
education on yearly wages and how it differs by gender across the years included in 
the analysis. The table shows that males in the sample are on average older, have 
more years of experience, and earn more than females, there is also a higher chance 
that the men in the sample, compared to the women are married. However, the 
highest education level attained by women is higher than by men, a confirmation of 
the statistics presented in Table 1 that female enrolment in tertiary education has 
risen so much that it has been higher than for males in recent years. All of these 
differences between genders are significant at a 1% level of significance as shown 
by the t-values of difference in the means test. These differences between genders 
have been the same across all the years. The important thing to note from this table 
is how women are improving in terms of their prime human capital determinants in 
that the difference between males and females in years of experience has been 
shrinking over time. Secondly, women, in trying to catch up with men in terms of 
human capital, have surpassed them as far as the years of education attained is 
concerned.

As shown in Table 3, men in this sample on average earn significantly more  
than women, the same phenomenon is evident in the kernel density graph shown  
in Figure 1. The data suggest that the distribution of yearly wages for males 
for different levels of education peaks to the right of the series’ mean compared  
to that of women who have a much wider distribution. It is also noteworthy that  
the shape of the wage distribution for women changes from bimodal to just like that 
of men from Intermediate to Master’s level. This points to the fact that there is 
a greater inequality of wages between men and women at lower educational levels. 
At higher educational levels such Master’s, women tend to be doing much better in 
catching up with men. There are three lessons to learn from these figures: (i) it 
appears that women do not tend to work in jobs that offer very low wages(as the 
distribution for women starts at a level higher than for men), (ii) for all the three 
levels of education, women outnumber men at the lower end of the distribution 
which means that no matter what level of education they achieve, women earn less 
than men, and (iii) just above the mean, the distribution for women is lower than 
men – suggesting that at the higher end of wage distribution, women are outnumbered 
by men.

3 Data available on the Punjab Bureau of Statistics website. http://www.bos.gop.pk/ developmentstat
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Table 3

Summary statistics

Variable
Female Male Difference Count

(1) (2) (3)  (4)
Year: 2006

Age 25.002 26.397 1.395*** 2,488
Experience (Years) 6.897 8.943 2.046*** 2,488
Married 0.309 0.43 0.121*** 2,488
Years of Education 13.15 12.478 -0.672*** 2,488
Yearly Earnings 69,877.63 116157 46,279.520*** 2,483
Observations 573 1,915 2,488

Year: 2008
Age 24.955 26.48 1.525*** 2,524
Experience (Years) 6.594 8.968 2.373*** 2,524
Married 0.262 0.438 0.176*** 2,524
Years of Education 13.383 12.541 -0.841*** 2,524
Yearly Earnings 88,985.24 158628 69,642.836*** 2,524
Observations 572 1,952 2,524

Year: 2010
Age 25.11 26.589 1.479*** 2,488
Experience (Years) 5.685 7.883 2.197*** 2,488
Married 0.261 0.45 0.189*** 2,488
Years of Education 14.536 13.759 -0.776*** 2,488
Yearly Earnings 111171.02 204334 93,162.688*** 2,485
Observations 655 1,833 2,488

Year: 2012
Age 25.126 26.595 1.468*** 2,743
Experience (Years) 6.751 8.605 1.854*** 2,743
Married 0.293 0.49 0.198*** 2,743
Years of Education 13.415 12.999 -0.416*** 2,743
Yearly Earnings 143537.5 236195 92,657.758*** 2,739
Observations 816 1,927 2,743

Year: 2014
Age 25.248 26.158 0.910*** 2,298
Experience (Years) 7.023 8.28 1.257*** 2,298
Married 0.352 0.479 0.127*** 2,298
Years of Education 13.257 12.887 -0.370*** 2,298
Yearly Earnings 131008.49 228949 97,940.266*** 2,291
Observations 690 1,608 2,298

Source: author’s own calculations.
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Fig. 1. Wage densities by education for men and women

Source: author’s own calculations using various rounds of PSLM data.

As the wage distribution of women is ‘bulkier’ toward the lower end of the 
distribution, and begins to decline on the higher end before the men’s wage 
distribution declines, there is a clear indication that women earn less than men. 
Although the raw data indicates a gender gap in wages earned by men and women 
who have acquired more than ten years of education, the next section reconfirms this 
observation using OLS and instrumental variables regression.

5. Results

The results of the first stage are reported in Table 4, where one can see that the 
chosen instrument predicts the highest education level attained by an individual. The 
total number of educational institutions per 10,000 individuals in a district in the 
year when an individual was at the age of going to college significantly affects the 
years of education. As hypothesised, the greater the number of tertiary education 
institutions the person is exposed to when they were at the age of going to college, 
significantly greater the likelihood of going to college and therefore attaining  
a longer period of education. Moreover, the study also controlled for the unobserved 
time-invariant factors by checking for district fixed effects and time-varying year 
fixed effects. The author’s argument that increasing the schooling inputs per capita 
improves access to education subsequently leading to an increase in the highest level 
of education attained seems to be valid.
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To prove that the first stage results were not driven by the overall development in 
a district, the first stage controlled additionally for community-level development 
indicators, which are: a source of drinking water, grocery store, public transport, 
primary school, secondary school, hospital, and a population welfare centre available 
within thirty minutes’ distance of the household. In column 2 in Table 4, one can see 
that the instrument still continues to hold its significance; although the coefficient’s 
size was reduced, it remains positive and significant.

To prove that the changes in the years of education do not reflect changes in 
development in general, and that for the sample, i.e. within the given age range 
additional years of education attained above matriculation are significantly affected 
by college availability in the district, the first stage was run for individuals who did 
not fall in the desired sample age range, i.e. aged 16-32, in any of the included years. 
The logic behind doing this was to see if the relationship between years of education 
and number of colleges is spurious. If so, then one should see years of education 
increasing regardless of college presence, even for individuals who are not at the age 
of going to college.

Table 4

First stage regression

Dependent variables
Years of Education

(1) (2)

Total number of colleges per 10,000 individuals
4.52** 0.936*

(1.821) (0.558)

Year FE YES YES

District FE YES YES

Development Indicators NO YES

Observations 11,677 11,677

Mean of the dependent variable 12.86 12.86

Note: Robust standard errors in parentheses. SE’s clustered by districts. Controls 
in the first stage include experience, experience squared, married. *** p<0.01, 
** p<0.05, * p<0.1

Source: author’s own calculations.

Therefore, the analysis was run on very narrow age bands around the upper  
(32 yrs) and lower (16 yrs) age cut-off to make the comparison between roughly 
similar groups. Thus, the comparison at the lower end of age distribution was made 
between individuals from the age bracket 12-15 and those from16 to 19. At the upper 
end of the age distribution the comparison was made between individuals from the 
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age bracket 29-32, and those from 33 to 36. For each of these four regressions other 
than the basic controls included in Table 4, development indicators were also 
controlled for. The coefficient plots of these regressions are presented in Figure 2. 
Therefore, for individuals who are at the age of going to college, it can be argued 
safely that college presence matters. If this was a spurious result, then one would 
also see some impact in the similar groups, and human capital increasing regardless 
of college presence, thus reflecting the general progression of the society. Additionally, 
year fixed effects were also incorporated in generating Figure 2, to control for trends 
that change over time, such as a preference for longer periods of education, etc.

Fig. 2. Estimates of beta coefficients of number of colleges for tighter time windows controlling for 
community development

Note: Community development indicators controlled for are: access to piped water, grocery store, 
public transport, primary school, middle school, hospital, and population welfare centre.

Source: author’s own analysis.

The results for the second stage show that there are positive returns to attaining 
tertiary education, and that there is a gender gap in those returns in favour of men. 
The results for the second stage are presented in Table 5. Column 1 shows that years 
of education beyond matriculation significantly affect one’s wage. Moreover, Male 
– the indicator for gender, shows that men have higher wages than women on average. 
However, an additional year of education brings a significantly greater increment in 
wages of women compared to those of men, as the coefficient on the interaction term 
of Male and Years of education is significant and negative. This result is in line with 
earlier findings in the literature, which also suggest that as years of schooling 
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increase, gender wage gap tends to fall (Blau and Kahn, 2017; Blundell et al., 2000). 
These higher marginal returns for women could result from the dual impact, i.e  
a direct effect of human capital accumulation on returns which is also true for men, 
but in addition, there is an indirect impact for women which is due to the attenuation 
of the impact of discrimination, tastes and circumstances (DTC) (Dougherty, 2005).

Tirmazee (2021) confirmed this finding by showing that the gender wage gap is 
highest at the lowest end of the wage distribution, and is contributed in large part by 
the unexplained gap. The inverse relationship between DTC (hence the wage gap) 
and the years of schooling could probably be as more educated women have a degree 
or a formal qualification required in a job that offers a standardised wage, or highly 
educated women may be able to deal well with discrimination, or may even be able 
to find better job openings for herself where her characteristics are rewarded fairly 
(Dougherty, 2005). In column 2 in Table 5, one can see that all of these results are 
robust to controlling for development indicators.

Table 5

Second stage regression

Dependent variables
Log of Yearly Earnings

(1) (2)

Years of Education
0.827*** 1.041**
(0.080) (0.434)

Male
1.885*** 2.292***
(0.140) (0.807)

Male* Yrs of Education
-0.553*** -0.757*

(0.073) (0.410)
Observations 11,677 11,677
Mean 11.62 11.62
Year FE YES YES
District FE YES YES
Industry FE YES YES
Occupation FE YES YES
Development Indicators NO YES

Note: Robust standard errors in parentheses. SEs clustered by districts. *** p<0.01, 
** p<0.05, * p<0.1. Controls include: experience, experience squared, marital status, 
marital status interacted with gender. Column (2) additionally controls for development 
indicators.

Source: author’s own analysis.

An important consideration in estimating the second stage is the possibility of 
difference in the quality of education imparted in male and female colleges. However, 
that is not problematic, as all of these colleges are set up by the provincial ministerial 
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department HED under uniform guidelines and are of similar quality. As mentioned 
above, these colleges are also cheaper, more accessible options made available for 
students who cannot afford to study in private colleges. The teaching staff in these 
colleges are recruited through a central standard procedure and are rotated periodically 
between colleges. All the colleges must meet the minimum requirements of available 
legal and physical infrastructure as outlined by the Higher Education Commission in 
the PU-01 proforma for setting up higher education Institutions.4

6. Robustness checks

6.1. Selection’s correction

Next, the author aimed to correct for selection bias given the very selected sample 
of individuals who are in paid employment and also have acquired more than ten 
years of education. The fact that the decision to join the workforce for women is not 
random, given their expected gender role, they are required to look after the family 
and the household. The need to maintain a work-life balance may affect women’s 
decision to participate in the workforce, and depending on that, may also affect their 
choice of job, profession, or industry. There could also be some self-selection on the 
men’s side, if they deliberately decide to enter paid work rather than be self-employed. 
This possibility is equally valid for women as well. All of these decisions made by 
men and women are dependent upon their socio-economic conditions and may 
ultimately affect the returns they earn in the labour market. The extent to which  
a certain level of education is financially beneficial for men and women is thus not 
independent of the choices made, and therefore can be expected to interact with 
these work-related choices to either attenuate or augment the returns to education.

Another source of the sample selection bias is the very selected sample of 
individuals who have more than ten years of education, since a very privileged group 
of people continue to post-secondary education in Pakistan. Although women have 
caught up with men at tertiary educational level, at lower levels there is still  
a substantial gender gap which means that there is a very narrow group of women 
who enter into tertiary education.

To correct for both selection biases, the study used the Heckmann two-step 
procedure (Heckman, 1976, 1979). Correcting for selection in paid employment 
involved first estimating the probability of participating in the workforce using the 
probit model. The exclusion restriction of the participating equation included 
dependent children and adults aged less than seven years and above sixty years 
respectively in the household. The probability of salaried employment estimated 

4 https://hec.gov.pk/english/services/universities/Documents/887_HEC2_Criteria_of_university_
institutions.pdf
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from the participating equation was used to estimate the inverse Mills ratio or the 
selectivity term (lambda) which was later used as one of the controls in the second 
stage.

To correct for selection in higher education, the author ran a second selection 
function where the probability of having acquired higher education was regressed on 
all the controls in the main wage equation, along with the average education level of 
the household as an exclusion restriction.5 The probability of acquiring higher 
education estimated from this selection function was used to estimate another inverse 
Mills ratio that was also used as an additional control in the second stage.

To correct for endogeneity between years of education and wages along with 
correcting for the two selection biases mentioned above, the study incorporated 
selectivity terms (IMR1 and IMR2) as controls in the IV regression. The results  
are shown in columns 2 and 3 of Table 6. Here too, the coefficients’ sizes, their signs, 
and significance are similar to those obtained in the simple IV regression in Tables 4 
and 5. The results from this section suggest that when corrected for the selection 
bias, the main results continue to hold and therefore it is safe to assume for Punjab’s 
labour market, that for both men and women who have more than ten years of 
education additional years of education bring greater returns, but that those additional 
years are comparatively more beneficial for women than for men, leading to a 
reduction in the gender wage gap at each successive level of education.

6.2. Are the results driven by affluent districts?

There is also some a-priori evidence from the data to suggest that in districts 
where the enrolment per capita is higher, the Human Development Index6 is also 
higher for the year 2015. The defined concept of Human Development Index, 
reflects the increase in the capabilities of people by providing them with increased 
opportunities and the ’freedom of choice’ to avail those opportunities. The 
choropleth maps of the province of Punjab below show that there is indeed a 
correlation between the HDI (Figure 3) and the enrolment in higher education 
(Figure 4) across districts.

This is especially true for districts in the north and the centre. Thus, for instance, 
Rawalpindi (north) and Lahore (centre) with a very high Human Development Index, 
also show very high levels of enrolment per capita in higher education. Similarly, 
districts in the south such as Rajanpur, Bahawalnagar, and Bahawalpur, and those in 
the West, such as Dera Ghazi Khan, and Muzaffargarh, have both lower Human 
Development Indices and also lower enrolements per capita.

5 Although a better exclusion restriction could have been the parental education (Asadullah and Xiao, 
2019), the data allowed this information only for a very small subsample, therefore the study used the 
average education level of the household excluding one’s own.
6 The HDI for Punjab has been taken from the Pakistan Human Development Index report 2017.
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Table 6

Correcting for selection

Dependent variables

Log of Yearly Earnings Yrs. of Education

Second Stage First Stage

(1) (2)

Yrs. of Education 1.128**
(0.445)

Male 2.526***
(0.821)

Male* Yrs. of Education -0.860**
(0.418)

IMR1 -0.007
(0.135)

IMR2 -0.320***
(0.060)

Log Total Number of Colleges 0.951*
(0.551)

Year FE YES YES
District FE YES YES
Industry FE YES YES
Occupation FE YES YES
Development Indicators YES YES
Observations 11,398 11,398

Note: Robust standard errors in parentheses. SE’s clustered by districts. ***p<0.01,**p<0.05, 
*p<0.1. The dependent variable in the participation equation is salaried employment. The exclusion 
restriction for the participation equation is dependent children and adults aged < 7 yrs and > 60 yrs 
respectively in the household. IMR1 is the inverse Mills ratio calculated from this equation. The depen-
dent variable in the selection function for selection into higher education is if individuals have acquired 
more than ten years of education. The exclusion restriction used is the average education level of the 
household excluding one’s own education. IMR2 is the inverse Mills ratio estimated from this second 
selection function.

Source: author’s own analysis.

Therefore, there is an indication from the data that higher human capital 
accumulation is correlated with better human development. This points to the need 
of devising ways that can ease the accumulation of human capital and providing 
physical infrastructure, i.e. schools and colleges is one of the policy options available. 
The study provides evidence that the responsiveness of human capital accumulation 
is higher in districts that are relatively worse off as indicated by HDI, making it all 
the more policy-relevant to invest in physical infrastructure in poorer or worse-off 
areas.
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Fig. 3. Human Development Index, 2015

Source: author’s own analysis using HDI figures from the UNDP Human Development Index re-
port, 2017.

Fig. 4. Enrolment per capita, 2015

Source: author’s own analysis using enrolment figures from the Punjab Development Statistics, an 
annual publication of the Punjab Bureau of Statistics.
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Table 7

IV regression: by HDI

Variables

High HDI Low HDI

Second Stage First Stage Second Stage First Stage

(1) (2) (3) (4)

Yrs. of Education
1.074 1.322***

(0.800) (0.495)

Male
2.321 2.851***

(1.497) (0.951)

Male* Yrs. of Education
-0.770 -1.049**
(0.760) (0.476)

Log Total Number of Colleges 0.447 1.684***
per 10,000 individuals (0.559) (0.439)
Observations 7,075 7,075 4,602 4,602
Year FE YES YES YES YES
District FE YES YES YES YES
Industry FE YES YES YES YES
Occupation FE YES YES YES YES

Note: Robust standard errors in parentheses. SEs clustered by districts. ***p<0.01, **p<0.05,  
*p<0.1.

Source: author’s own analysis.

To rule out the possibility that the effect observed in the first stage may be driven 
by the more affluent districts where the human capital accumulation and physical 
infrastructure is relatively abundant, the author ran the analysis separately for better-
off and worse-off districts. The distinction was made based on the HDI of the districts 
in 2015. The results are shown in Table 7. The results of the first stage are significant 
for poorer low HDI districts while they are insignificant for the richer high HDI 
districts. This shows that there is a greater impact of investing in physical infrastructure 
where the opportunities are already lagging. The results for the second stage also are 
significant for the low-HDI regions. The earnings for men are higher on average but 
an extra year of education brings comparatively greater returns for women than for 
men.

6.3. Are the results driven by men?

To rule out the possibility that the effect observed in the first stage may be driven 
by the male colleges, and that the availability of colleges may be increasing their 
enrolment relatively more than those for females, the colleges were split by gender 
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and by HDI levels to see the impact of each on the educational attainment. To 
distinguish the responsiveness of female human capital to the presence of physical 
infrastructure from that of males, the author ran the IV regression by breaking down 
the total number of colleges into male and female colleges, taking the two as separate 
instruments in the first stage.

Table 8

IV regression: men and women colleges

Variables

High HDI Low HDI

Second Stage First Stage Second Stage First Stage

(1) (2) (3) (4)

Yrs. of Education
1.024*** 1.002***
(0.157) (0.203)

Male
2.21*** 2.186***
(0.285) (0.375)

Male* Yrs. of Education
-0.716*** -0.738***

(0.148) (0.190)
Log Total Number of Girls’ Colleges 0.0004 0.004*
per 10,000 girls (0.001) (0 .002)
Log Total Number of Boys’ Colleges 0.001 0.001
per 10,000 boys (0.001) (0.001)
Observations 6,937 6,937 4,764 4,764
Year FE YES YES YES YES
District FE YES YES YES YES
Industry FE YES YES YES YES
Occupation FE YES YES YES YES

Note: Robust standard errors in parentheses. SEs clustered by districts. ***p<0.01, **p<0.05,  
*p<0.1.

Source: author’s own analysis.

The results shown in Table 8 demonstrate that when the colleges are split up by 
gender, only the coefficient for female colleges is significant and positive in the first 
stage in the poorer districts; the coefficient for male colleges is not significant in any 
of the regressions. In the richer districts, the significance of female colleges also 
disappears, which is an even stronger indication of the result obtained in section 6.2. 
College availability seems to make a difference to the marginalised group in lagging 
areas which include districts in the south and west of the province. These districts are 
also much more conservative in their values regarding educating women, let alone 
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allowing them go to a distant college in a neighbouring district or provincial capital. 
Therefore, increased college availability in a district may ease the mobility constraint 
for a lot of female students, making gender-segregated tertiary education institutes 
available for them (where others from similar backgrounds may be able to acquire 
higher education degrees). The results of the second stage stay the same.

Conclusion

This paper is an investigation of the gender gap in the returns to tertiary education 
in Punjab using the Instrumental Variables technique. The study used exogenous 
variation in the expansion of the supply of higher education institutions to men and 
women to identify and compare the returns to tertiary education for both genders in 
Punjab, Pakistan. A large number of colleges in a given district can affect the 
probability of moving from secondary to tertiary education, since their accessibility 
improves by alleviating two constraints, namely the high cost of acquiring a higher 
degree, and mobility if a college is built in one’s locality. To carry out this analysis 
the author used a pooled cross-section constructed from five rounds of the PSLM 
survey for 2006, 2008, 2010, 2012, and 2014.

The results of this analysis suggest that there is a significant positive relationship 
between years of education beyond matriculation and the earnings of individuals. 
Moreover, the marginal returns to acquiring one extra year of education are higher 
for women than for men, suggesting that gender inequality tends to fall as human 
capital accumulation improves. The first stage results confirm that it is important to 
invest in building infrastructure to increase educational attainment. Having controlled 
for other development indicators and shown that this relationship holds for the 
appropriate age range (16-32, the sample should cover college-going age during one 
or more years included in the study), we remove doubts regarding the first stage 
results as not being causal.

Some important policy lessons to be learned from this analysis are: firstly, the 
significance of investing in higher education, both because it increases the prospects 
of graduates in the labour market by increasing labour market returns, and also it 
decreases gender inequality in the labour market returns. Secondly, the significance 
of investing in the physical infrastructure such as universities or higher education 
institutions, as this facilitates the accumulation of human capital by making it less 
costly for households to invest in it when a higher education institution is built in 
their locality. Cheema et al. (2019) described the glass walls hindering women to 
take up training, and showed that once an education centre is housed in their village, 
it significantly increases their take-up rates.

Thirdly, the responsiveness of human capital investment to investment in physical 
capital is greatest in the less developed regions of Punjab, hence the greatest returns 
can be achieved by targeting the expansion of educational institutes to lagging 
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regions. Using physical capital as an instrument is also important, as an increase in 
human capital ultimately affects the lives and living conditions of citizens, reducing 
poverty. There is evidence in the literature to suggest that the availability of schools 
positively affects school enrolment rates owing to the increased and easier access to 
opportunities to attain education. In addition, the availability of schools is linked to 
improving socio-economic conditions (Carneiro et al., 2013; Case and Deaton, 1999; 
Duflo, 2001; Currie and Moretti, 2003). Moreover, Valero and Van Reenen (2019) 
showed that human capital accumulation, as well as innovation, is an important 
mediating factor between universities and regional growth.

Fourthly, a more indirect lesson – a spin-off of the first two lessons – is the 
spillover effects of investing in physical infrastructure, i.e. the government, by 
establishing tertiary education institutions in the less developed regions could 
promote the growth of private low-cost high schools in the area, as graduates from 
the higher education institutions, enter the labour market to increase the supply of 
teachers at primary and secondary levels of schooling. This is possible because of an 
increase in the supply of school teachers graduating from these tertiary education 
institutions (Andrabi et al., 2008).

There are some important directions that this work could be extended into, that 
are currently either beyond the scope of this study or because of data being 
unavailable. The first important direction for the future research is to find out which 
subject streams or fields tend to reduce the gender gap in the returns to tertiary 
education the most. Secondly, the distance to a tertiary education institution is a 
better reflection of improvement in access and could be a better instrument. In this 
case, the data does not allow to include the distance from a household to a college. 
Another important research dimension is to examine, while tertiary education is 
expanding, what is happening to the quality of higher education imparted across 
different institutions, and what implications could this have for the gender gap in 
labour market outcomes. Lastly, the fate of graduates largely depends on the balance 
between supply and demand. An interesting extension of this analysis could be to 
find out how much of the results are driven because of the expansion of access, or 
because of the expansion of the demand for graduates in the labour market.
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is the complexity of the process of creating a work environment that attracts and 
satisfies different generations of employees (Hansen and Leuty, 2012).

The increasing interest in generational diversity in the workplace is reflected in 
numerous scientific studies. Some of those are based on the assumption that employees 
from different generations differ significantly in terms of their goals, expectations 
and values in relation to the workplace (Madera et al., 2011; Costanza et al., 2012; 
Lyons and Kuron, 2014). The said works also include studies which formulate 
hypotheses based on stereotypes regarding generational differences (Giancola, 2006; 
Posthuma and Campion, 2009; Costanza and Finkelstein, 2015; Hayes et al., 2018; 
van Rossem, 2019). The existing research indicates that there are certain differences 
between generations in terms of their attitudes to work and career; these differences, 
however, are usually not large (Macky et al., 2008) and sometimes they defy well- 
-established stereotypes.

A large number of studies make the general assumption that each generation has 
its characteristic needs, values and attitudes which relate both to private as well as 
professional life (Glass, 2007; Dries et al., 2008; Lyons and Kuron, 2014). Such an 
approach is justified by the fact that members of a given generation experience 
together common events, phenomena and trends, which makes them have a similar 
perception of the world (Kindrick Patterson, 2007). Changes occurring in the nature 
of work and the fact that each generation entered the labour market at a different 
period may imply that there are differences in values and conduct in the workplace 
between representatives of various generations. Lester et al. (2012) indicated that the 
perception of generational differences in the workplace does exist, even if these 
differences are not always proven empirically. The perception of differences between 
given generations may pertain to different aspects of work, such as work values 
(Parry and Urwin, 2011), work attitudes (Costanza et al., 2012), and the matching of 
the values of an organisation with the values of an individual (Cennamo and Gardner, 
2008). There is practically no research in which dependent variables are values and 
patterns of thinking preferred by members of given generations, the so-called 
metaprograms, which translate into specific behaviour in the workplace.

Therefore, the aim of this article was to empirically identify and analyse the 
differences between generations X, Y and Z in the scope of the preferred values  
and patterns of thinking in the workplace. This aim was achieved by conducting 
empirical examinations. The study utilised the CAWI method, in which the 
MindSonar psychometric test was used to collect data. The obtained results were 
subjected to a statistical analysis in order to determine differences between the 
studied representatives of the three generations. This article contributes to explaining 
intergenerational differences from the perspective of assumed values and patterns of 
thinking, and the results show how identified values and patterns of thinking can 
shape the expectations, attitudes and behaviours of employees from different 
generations. The study results may prove useful in taking actions aimed at limiting 
conflicts or misunderstandings based on generational stereotypes, and may result in 
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an increment of knowledge in the general discussion on generational differences in 
the workplace.

The first part of the article is devoted to a theoretical framework of the issue of 
intergenerational differences. Later, the article presents the methodology of empirical 
study, followed by a presentation of the results of the conducted studies, which are 
then interpreted and related to the research of other authors in the ‘discussion’ part. 
The final part of the article contains key conclusions from the study.

2. Literature review

In today’s labour market, there are employees representing various generations. 
Whether a given person belongs to a given generation depends most of all on the age 
bracket (date of birth). The generation of Baby Boomers comprises persons born in 
the period 1946-1964, Generation X those born in 1965-1979, whereas the 
determinant of the next generation has not been precisely established yet. Some 
researchers and practitioners refer to the last generation as Millennials or Generation 
Y (1980-2000), while others distinguish Generation Y and Generation Z within this 
group. Generally, it is assumed that Generation Z are persons born starting from 
1995 (Schawbel, 2014; Berkup, 2014).

Generation groups, or cohorts, understood as groups comprising persons based 
on cut-off values of their dates of birth constitute a simplified theoretical structure for 
generational studies (Kupperschmidt, 2000; Smola and Sutton, 2002; Foster, 2013). 
Most studies concerning generational differences in the workplace are carried out 
from the cohort perspective and assume the occurrence of psychological and 
behavioural differences between various generations (Lyons and Kuron, 2014).

Generational identity does not only mean a similar age of persons classified 
within the same generation, but is also the result of historical and social experiences 
of individual generation cohorts (Egri and Ralston, 2004). According to Smola and 
Sutton (2002), the social context in which a given cohort develops affects their values 
and beliefs regarding the organisation, work ethics, cause and mode of action as well 
as goals and aspirations for their social lives. Factors such as globalisation processes 
and the quick technological progress affect the changing values and expectations of 
individual employees in the perspective of consecutive generations. In addition, the 
complexity of generational problems may be better explained when taking into 
account variables such as the level of education, race, gender, age, and geographical 
location.

In spite of the growing number of studies concerning generational changes in the 
workplace, today scientists and practitioners dealing with management face a disorien-
tating disorder of proof generated in various contexts using various methodological 
and theoretical perspectives (Lyons and Kuron, 2014). The conclusions reached on 
the basis of cross-cutting studies do not give grounds for their comparison, which 
hinders the identification of common, recurring patterns, because these studies 
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feature samples from different countries or trades, or they compare generations using 
different scopes of generational identity.

Concentrating on the values of work constitutes one of the basic scopes of studies 
of generational differences. The assessment of differences in work values is performed 
based on distinguished features of work, such as: work ethics, free time, external 
values (money, status), internal values (sense of meaning, talent), altruistic values 
(charity work, helping others), social values (need to belong). Parry and Urwin 
(2011) carried out a review of research in this area, and found a lack of clear results 
confirming the occurrence of generational differences in work values. Studies 
analysing the meaning of hard work for individual generations point to a decreasing 
trend for this value with each consecutive generation (Cogin, 2012; Gursoy et al., 
2013). This trend is also reflected in the results of research demonstrating an increase 
of demand for more free time with each consecutive generation (Takase et al., 2009; 
Cogin, 2012; Twenge et al., 2010). Most studies concerning altruistic values, such as 
charity work and helping others, did not find any significant differences (Cennamo 
and Gardner, 2008; Twenge et al., 2010; Hansen and Leuty, 2012); however, the 
results of research conducted by Chen and Choi (2008) show that Baby Boomers 
value altruistic work higher than members of the younger generation. Hansen and 
Leuty (2012) demonstrated that younger generations put greater emphasis on social 
links at work. The study conducted by Twenge et al. (2010) indicated that the 
significance of internal values, such as remuneration or prestige, drops slightly over 
the course of generations. Lester et al. (2012) found that older generations value 
professionalism more than younger ones. This is in line with Wilsa et al. (2011), 
finding that, compared to younger generations, Baby Boomers give greater importance 
to observing rules and codes of conduct, while paying less attention to entertainment 
and stimulation at work.

The matching of the values of an organisation with the values of an individual is 
important for all generational groups (Cennamo and Gardner, 2008). The first question 
that emerges in this respect is: which values are preferred by various generations in 
the workplace and do they differ? Thus, the following research hypothesis was tested.

Hypothesis 1. Generations X, Y, Z differ in terms of preferred values in the workplace.
One of the main subjects of research in the area of generational differences is 

work attitudes, most notably organisational commitment and work satisfaction 
(Costanza et al., 2012). A large number of studies in this scope cover only one 
organisation, trade or profession, which does not allow formulating generalised 
conclusions regarding entire populations. The results of these studies suggest that 
organisational commitment differs across generations and it almost always decreases 
in subsequent, younger generations (Lyons and Kuron, 2014). The results of those 
studies, however, are not consistent as some of them indicate the occurrence of  
a declining level of work satisfaction in consecutive generations (Beutell and Wittig-
-Berman, 2008; Benson and Brown, 2011), Kowske et al. (2010) found decreasing 
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work satisfaction in the case of Baby Boomers and then a slightly higher level of 
satisfaction in younger generations, with the general satisfaction of Generation Y 
being above the average. Similar findings were determined in the case of work 
satisfaction. Some studies indicate the existence of certain significant generational 
differences in attitudes to work (Park and Gursoy, 2012), while others in the same 
scope, point to the existence of similarities (Barron et al., 2014; Cucina et al., 2018). 
Some studies suggest decreasing work commitment with each consecutive generation 
(D’Amato and Herzfeldt, 2008; Brunetto et al., 2012; Lub et al., 2012). In turn, 
Davis et al. (2006) found that younger generations demonstrate greater involvement 
in their organisation than Baby Boomers.

An analysis of the results of the existing research indicates the occurrence of 
specific differences in attitudes at work across generations. There have been, however, 
no results relating to patterns of thinking which would determine the existence of 
certain attitudes, and, consequently, specific behaviour in the workplace resulting 
from them. In order to explore generational differences in patterns of thinking in the 
workplace, the following research hypothesis was tested.

Hypothesis 2. Generations X, Y, Z differ in terms of preferred patterns of thinking in 
the workplace.

3. Research methodology

In order to test the research hypothesis, quantitative studies were carried out using 
the CAWI method. The selection of the sample was intentional and voluntary. The 
research sample consisted in graduates of universities where the authors of this 
article carry out their research. Invitations to take part in the study were sent by 
e-mail with the use of the universities’ databases on graduates. The study was 
conducted on participants who had responded to a study announcement and filled in 
a psychometric on-line test. In order to enter the study, respondents had to meet the 
following conditions: being employed for at least 3 months, having higher education 
and being part of generation X or Y or Z.

The study assumed that generation X includes persons born in the years 1965-
1979; generation Y are persons born in 1980-1994; and generation Z are those born 
after 1995. The study covered 435 respondents from Poland, of which 26 persons 
represented generation X, 252  generation Y, and 157  generation Z. The average age 
of the respondents was: for generation X: 42.3, generation Y: 27.0, and generation Z: 
22.8. The study did not include the generation of Baby Boomers (BB) born in the 
period 1946-1964 because this generation is slowly ending their professional activity, 
whereas the respondents identified with generation X were treated as a control group. 
The surveys were conducted in 2019 and 2020.

The survey was carried out with the use of the MindSonar psychometric test, a 
functional psychological system which examines how people think in certain 
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situations (contexts) and what their internal values and patterns of thinking and 
acting are. MindSonar measures values and attributes them to 7 levels of existence 
in accordance with the Spiral Dynamics model, and to 32 patterns of thinking, or 
metaprograms (Černý, 2017; Hollander, 2014). The MindSonar test presents the 
respondent with 76 questions and two tasks (criteria sorting and criteria categorisation). 
Then, the program asks the respondent to define four things they find important in 
the chosen context (four criteria). Once the criteria have been defined, the respondent 
is asked to order them from the most to least important (hierarchy of criteria). He or 
she is then shown the four criteria and asked to fill in their opposites. There are five 
types of test items for metaprograms:
 • Identification items – Photographs showing people thinking different things (in 

text balloons). The respondent picks the person who thinks most like them in that 
context.

 • Symbolic items – The respondent chooses from a set of symbols.
 • Avoidance items – An avoidance question is asked (“What do you want to 

prevent?”).
 • Keyword items – The respondent chooses from different keyword combinations.
 • Straightforward items – The respondent is asked directly about the metaprogram 

in a question (“Do you think more like this or more like this?”).
MindSonar measured the following metaprograms – patterns of thinking. They 

have a determining effect on the functioning of individuals, because they translate 
into both verbal and non-verbal behaviour, affecting emotions and feelings. They 
indicate certain cognitive and perceptual preferences (Bolstad and Hamblett, 2001; 
Brown, 2006) which filter and sort information (Brown, 2003; Brown, 2004; Hustinx 
and Durlinger-van der Horst, 2005). MindSonar is a process-oriented instrument. 
Process theories, on the other hand, attempt to provide a generalised explanation of 
processes and the behaviours these processes lead to, describing the major conditions 
necessary for explaining the process. They intend to describe how people think, what 
the processes are in their minds that induce their behaviour (Kispál-Vuitai, 2016). 
They contain constructs (Binning, 2016) that are not necessarily linked together in  
a coherent theory, but explain behaviour and allow to predict future behaviour. 
Process theories of motivation concern themselves with how people arrive at wanting 
something (Hollander et al., 2020). MindSonar measures 32 metaprograms divided 
into 13 inter-connected groups of thinking patterns (Table 1).The term ‘metaprogram,’ 
as well as the distinctions themselves, come from ‘Neuro-Linguistic Programming 
(NLP)’ (Bandler and Grinder, 1975, 1979). In NLP, sequences of inner sensory 
experience (images, sounds and feelings) were originally referred to as ‘strategies’ or 
‘programming’. Sometimes, patterns common to several strategies in the same 
person were noted during change of work. These distinctions were ‘meta’ to 
programming, hence the name ‘metaprograms’. This is the qualitative, experiential 
basis of the metaprogram concepts, with NLP falling clearly in the ‘process-oriented’ 
category of theories.
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Table 1

Characteristics of metaprograms in MindSonar

No. Metaprograms Characteristics of metaprograms

1 Proactive versus 
Reactive

Proactive = a preference for acting quickly and taking the initiative
Reactive = a preference for waiting, considering, and reflecting

2 Towards versus Away 
From

Towards = a focus on achieving goals
Away From = a focus on avoiding problems

3 Internal Reference 
versus External 
Reference

Internal Reference = using one’s own standards in evaluations
External Reference = using other people’s standards in evaluations

4 Options versus 
Procedure

Options = a preference for many different possibilities
Procedure = a preference for step-by-step planning

5 General versus Specific General = a focus on the broad overview
Specific = a focus on the small details

6 Matching versus 
Mismatching

Matching = a focus on what is good and correct
Mismatching = a focus on what is bad and incorrect

7 Internal locus of control 
versus External locus of 
control

Internal locus of control = a focus on how someone influences their 
circumstances versus
External locus of control = focus on how someone’s circumstances 
influence them

8 Maintenance versus 
Development versus 
Change

Maintenance = a preference for things staying the same
Development = a preference for gradual change
Change = a preference for fast and radical change

9 People versus Activity 
versus Information

People = a focus on people and what moves them
Activities = a focus on activities being done
Information = a focus on information; facts and figures

10 Concept versus Structure 
versus Use

Concept = a focus on essentials and principles
Structure = a focus on relationships between elements
Use = a focus on practical applications

11 Together versus 
Proximity versus Solo

Together = a preference for working closely together with shared 
responsibility
Proximity = a preference for mutual support with individual 
responsibility
Solo = a preference for working alone

12 Past versus Present 
versus Future

Past = a focus on past events
Present = a focus on the “here and now”
Future = a focus on future events

13 Visual versus Auditory 
versus Kinaesthetic

Visual = a focus on images and movies
Auditory = a focus on sounds and words
Kinaesthetic = a focus on feelings and movement

Source: Hollander, J. (2014), MindSonar Certification Training Manual, IEP Institute for Eclectic 
Psychology, Staringstraat 1, 6511 PC Nijmegen, Netherlands.
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The criteria indicate what someone finds important in a given context. In the 
TOTE-model (Test-Operate-Test-Exit) of goal-directed behaviour, the present 
situation is compared with a criterion in order to determine whether more operations 
(actions) are necessary (Miller et al., 1960). In terms of criteria, MindSonar asks the 
respondent to define:
 • four criteria (four things they find important in the context in which their thinking 

style is measured for);
 • a meta-criterion (what happens when the first four criteria are met);
 • the opposites of all criteria (for instance, the opposite of ‘Inspiration’ might be, 

for a particular person, ‘Dullness’);
 • hierarchy of the criteria (their order of importance).

The top two positions in the hierarchy of criteria were tested. The respondent is 
asked whether or not he or she would accept a small loss of criterion #2 in return for 
a large gain in criterion #1. For example: is he or she willing to accept a little 
loneliness in return for a lot of creativity? If the respondent does not accept the offer, 
they are directed back to their list of criteria and encouraged to make changes. 
Sometimes, criteria are components of or conditions for other criteria. MindSonar 
resolves this by encouraging respondents to combine criteria. For instance, if  
a respondent believes that they can only be creative together with other people, they 
cannot accept some loneliness to get a lot more creativity, because loneliness will in 
turn decrease their creativity. The respondent is then advised to combine ‘creativity’ 
and ‘communication’ into one new criterion (‘creative communication’ for instance).

Originally, MindSonar simply took stock of people’s criteria by storing their 
verbal descriptions. This made it difficult, however, to compare criteria. For instance, 
three different people who all define ‘honesty’ as their number one criterion might 
enter ‘lying’, ‘being unemotional’ and ‘financial theft’ as their respective opposites. 
This illustrates the different meanings people attach to the same word. To solve this 
problem, the authors wanted to be able to attach numerical values to criteria, and 
chose the Graves (Spiral Dynamics) model. The respondent is asked to distribute 
balls over seven buckets to indicate what categories their criterion belongs to. Each 
bucket is labelled with two rotating key words representing Graves values. The more 
important criteria (higher in the hierarchy) carry more weight in the categorisation. 
This makes it possible to accurately compare and define criteria; also, the scores 
often offer the respondent’s insight into the essence of their values.

The MindSonar test uses the Spiral Dynamics model to examine and classify values 
(Kompagne, 2008). This model is the effect of the research conducted by Graves, 
Cowan and Beck, which resulted in the concept of the development of biopsychosocial 
systems in adults, or the theory of levels of existence. This theory is based on the theory 
of systems and developmental psychology. It concentrates on the mature personality in 
action, together with its transformations, positive and negative traits. It integrates the 
roles of biological/genetic, psychological and sociocultural factors in creating levels of 
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existence experienced by individuals or groups (Graves, 1965; Graves, 1970; Graves, 
2005; Cowan and Todorovic, 2000). Spiral Dynamics allows the understanding of 
internal mechanisms of decision-making and the shaping of individual behaviour 
through the identification of hidden values and patterns which correspond to certain 
levels of existence (Beck and Covan, 2006; Prinsloo, 2013).

Spiral Dynamics distinguishes between eight levels of existence, each with 
specific values and patterns of behaviour (Table 2), the MindSonar test does not 
measure ‘beige’ level values.

MindSonar works with a gradual responding system, meaning that the respondent 
does not have to make absolute yes-or-no choices. He or she indicates to what extent 
an alternative applies to him or herself. Cronbach’s alpha reliability coefficient for 
this tool, measured for this research sample, is in the range from 0.7 to 0.85 for the 
measurements used in the test. Values and metaprograms may change depending on 
the situation in which a given person finds themselves, that is why MindSonar 
measures them in defined contexts. In the study in question, the context consisted  
of preferred values and modes of thinking and conduct in the workplace.

In order to test the hypotheses, statistical analyses were conducted with the use of 
the PQ Stat 1.6.8. program. The study applied descriptive statistics, normality tests 
(the Kolmogorov-Smirnov test), and tests of differences between groups (the 
Kruskal-Wallis ANOVA test) together with post-hoc tests (Dunn-Bonferroni). 

Then, in the phase of comparisons of preferred values and metaprograms in 
individual generations in the workplace, normality tests were conducted first.  
The Kolmogorov-Smirnov test showed that the distribution of most of the tested 
variables, in one or in all generations, significantly deviates from normal distri-
bution (asymptotic significance p<0.05). In addition, the three compared groups  
of respondents significantly differ in terms of their numbers. These arguments 
determined the selection of non-parametric tests for the analysis of differences 
between groups.

The theoretical concept applied in the MindSonar tool was selected by the authors 
of the study due to its applicability in management sciences, in particular in the field 
of examining levels of development, levels of awareness, methods of cognition, 
worldviews, methods of organising rules or logics of action among managers and 
leaders (Brown, 2011; Rooke and Torbert, 2005; Torbert, 2004; Aitken and Higgs, 
2010; Anderson et al., 2006) or the effect of such levels on decision-making processes 
(Černý, 2017). The results of such studies show that the development stage of  
a given person affects what he or she notices or  may be aware of, and thus what he 
or she may describe, articulate, think about, and what he or she may influence and 
change. Researchers believe that individuals at later stages of development 
demonstrate a more effective understanding and can influence other individuals from 
their own level or lower levels of development. This is due to the fact that they can 
act  from earlier  levels  and  assume  developmental  perspectives  of   those operating
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Table 2

Characteristics of the levels of existence in Spiral Dynamics

Level Dominant world-view, values (needs), behaviour Manifestations in the organisation
1 2 3

1. Beige World-view: Instinctive.
Values/needs: Biological needs, survival.
Behaviour: Few words, focus on actions which 
guarantee survival. Acquire food and roof over one’s 
head. Instant fight/flee reactions of the reptilian brain. 
Instinct as the driving force.

Caring for basic needs of the body, intuition, 
instinct.

2. Purple World-view: Magical, spiritualistic, animistic.
Values/needs: Orientated at the community (clan), 
security and survival.
Behaviour: Following orders of spiritual creatures in  
a mystical space. Showing loyalty to the elders, to 
customs, to the tribe. Cultivating sacred places, objects, 
rituals. Creating bonds in order to survive and find 
security. Living in an enchanted, magical village. 
Searching for harmony with the rhythms of nature. 

People are strongly attached to their 
communities, groups. Paternalistic organi-
sations, nepotism. Employees give their 
lives and souls to the organisation – like to 
a parent. Each one will sacrifice themselves 
without a question, when the group’s 
survival depends on that. A change requires 
the approval of the “elders.”

3. Red World-view: Impulsive, mythical, the law of the 
strongest, “life is a jungle.” A world of honour vendettas.
Values/needs: Power, domination, respect, freedom, 
instant gratification.
Behaviour: Strength and dominance are most important. 
Escape from the dominance of others. Avoiding shame, 
lack of the feeling of guilt, earning respect. Instant 
satisfaction of basic drives and satisfaction of whims. 
Fight for maintaining control at all cost. Lack of 
awareness of the consequences of one’s actions.

Strong, directive leadership. Clear hierar-
chy, emphasis on power. People need the 
domination of a greater force to gratify 
them and keep their desires under control. 
Employees will put up with a lot, if their 
basic needs are regularly satisfied. Salary is 
an effect, everyone gets what they deserve. 
No one can be trusted. Rewarding for 
subordination, punishing for disloyalty. 
Strict control of information and choices.

4. Blue World-view: Absolutist, mythical, fundamentalist. 
Order based on higher laws.
Values/needs: Justice, unambiguous truth, stability, 
identity, predictability, clear rules.
Behaviour: Sacrifice of an individual for group goals. 
Order and stability, people share the same beliefs, law 
and ethos. Each human has their own place in 
accordance with an overriding plan. Hierarchical 
structures, bureaucracy, commands and control. 

Employees are cogs in the machine of the 
system, they perform roles which they are 
destined for. Hard work is the only right way 
to be appreciated and to keep one’s job. 
People work best when they know how they 
should do something correctly, commanding 
attitude. Autho-rity is earned by others 
through proper rules, not through fear. 
Employees are loyal, if the organisation 
cares for their well-being. A change must be 
ordered by authorities, consistent with the 
rules.

5. Orange World-view: Modernistic, individualistic, merito-
cratic, materialistic, rationalistic.
Values/needs: Material success, status, self-fulfilment, 
competition, consumption, independence.
Behaviour: Striving for success, achievements, autonomy 
and constant changes. Searching for a “good life” and 
wealth. Development through searching for the best 
solutions, experiments, advanced technologies. Education 
through personal experience of trials and errors. The 
world is rational and full of opportunities. Strive for 
independence and fulfilment of one’s goals. What makes 
one win is competence, rivalry and strategic thinking.

Constant assessment of results. Competition 
increases productivity. Humans are driven 
by: development, success, growth, achieve-
ments, promotion and material rewards.
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1 2 3

6. Green World-view: Pluralistic, post-modernist, ecological, 
egalitarian. Social liberalism.
Values/needs: Harmony, reciprocity, own truth, 
commonality, equality.
Behaviour: Commonality and cooperation. Sharing the 
community’s resources between everyone. Unanimous 
decision-making. Involvement in legitimate social 
projects. Emotionality, empathy, sensitivity to injustice.

Pressure on consensus and compromise. 
People want to feel accepted by others. 
Sharing and cooperation lead to better 
results than rivalry. All members of an 
organisation should have the opportunity to 
speak and be included in decision-making 
processes. The organisation is responsible 
for the well-being of its community. People 
are motivated by care for relationships, 
being a part of a community.

7. Yellow World-view: Post-rational, global, network-like. 
Deep ecology. 
Values/needs: Independence, development, sense of 
meaning, health of the system.
Behaviour: Striving for the synthesis of various world-
views. Acting in one’s own interest without harming 
others. Experiencing the life to the full, here and now. 
Striving for growth, evolution, flexibility, spontaneity, 
usefulness and open systems.

People achieve fulfilment through work 
which matches who they are by nature, 
concentration on functionality, talents and 
competences. Emphasis on access to 
knowledge, information and experience. 
People are motivated by learning and 
understanding, rather than salaries and 
punishments. People value freedom and 
valence of work, without instructions on 
how it should be done.

8. Turquoise World-view: Holistic, integral, transpersonal.
Values/needs: planetary community, altruism, transcen-
dence.
Behaviour: Using all previous levels, expansion, multi-
dimensionality, systemic awareness. Great emphasis on 
the welfare of all living creatures. Expanding 
consciousness with all known methods. The sense of 
“Self” as a part of a larger, conscious whole, a part of 
global networks. Striving for a minimalistic lifestyle – 
“small is beautiful.” 

Holistic view on reality. Ability to combine 
systems and paradigms. Simultaneous 
functioning on the rational and on the 
intuitive level. Lack of egotism. Spiritual 
bonds push people and the organisation 
towards each other. Work must have 
meaning, must serve the welfare of all. The 
world is a unity of balanced, interacting 
forces. Organisations are responsible for 
their effect on human lives and the 
environment.

Source: Beck, D. E. and Cowan, C. C. (2006), Spiral dynamics: Mastering values, leadership and 
change, Malden: Blackwell Publishing.

Graves C.W. (2005), The newer- ending quest: Clare W. Graves explores human nature, ECLAT 
Publishing, Santa Barbara.

within earlier stages. It can be assumed, therefore, that if there are differences 
between the participants belonging to a given generation, it will be possible to 
identify them in detail using MindSonar.

4. Research findings and discussion 

4.1. Generational differences in values

An analysis of preferred values in the workplace conducted in accordance with 
the Graves model (Table 1) shows that values from the “yellow,” “blue” and “green” 
level are dominant and equally important for each generation. Differences between 
generations are negligible. Generations X and Z show equal preference for values 
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from the “yellow,” “green” and “blue” level. In generation Y, values from the “blue” 
level are chosen more often than the values from the “green” level, while the values 
from the “yellow” level appear more often than in generations X and Z. Of all the 
tested generations, generation X chooses values from the “orange” level least often, 
however preferring values from the “turquoise” level more often than other 
generations (Table 3).

Table 3

Differences in values across generations

Levels of existence 
and their 

corresponding values

Descriptive statistics Differences test

X Y Z
H P Significant 

differencesM SD M SD M SD

Purple 1.45 1.14 1.42 1.11 1.22 1.04 3.19 0.20

Red 1.32 0.92 1.27 0.94 1.34 0.89 1.00 0.60

Blue 1.78 0.81 1.81 1.08 1.76 1.14 0.71 0.70

Orange 1.01 0.99 1.36 1.02 1.50 1.14 5.89 0.05** X<Z

Green 1.83 1.32 1.63 0.96 1.78 1.04 1.78 0.41

Yellow 1.87 1.19 2.19 1.35 2.14 1.12 1.46 0.48

Turquoise 0.70 0.89 0.32 0.60 0.24 0.55 8.05 0.02* X>Y, X>Z

Notes: *Significant difference at the level of p<0.05; ** Borderline significant.

Source: own elaboration.

A detailed analysis of the results demonstrates a significant difference in the 
frequency of the occurrence of values from the “turquoise” level among the youngest 
and the oldest respondents. These values are chosen significantly more often by 
generation X than generation Z. There are differences between generations also in 
terms of the frequency of selecting values attributed to the “orange” level. The paired 
difference test (post-hoc) showed that a significant difference applies to the X-Z 
generational pair. Generation Z chooses values from this level significantly more 
often than generation X. The differences in choosing values from other levels are not 
statistically significant.

4.2. Generational differences in metaprograms

Analysing the choices of generation X (Table 4 ), it can be noted that they achieve 
a high result for the “matching,” “internal locus of control,” “general” and “towards” 
metaprograms  (Table 2).  They  also stand out regarding  the  mode of  thinking  cha-
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Table 4

Differences in choosing metaprograms across generations

Metaprograms

Descriptive statistics Differences test

X Y Z
H P Significant 

differencesM SD M SD M SD
Proactive 5.03 1.87 4.75 1.98 4.63 1.71 0.98 0.61
Reactive 4.97 1.87 5.25 1.98 5.37 1.71 0.98 0.61
Towards 6.69 1.46 6.58 1.50 6.40 1.66 0.87 0.65
Away from 3.32 1.46 3.43 1.50 3.61 1.66 0.89 0.64
Internal reference 5.50 .08 5.36 1.77 4.89 1.88 7.32 0.03* Y>Z
External reference 4.50 2.08 4.64 1.77 5.11 1.88 7.32 0.03* Z>Y
Options 5.86 1.65 5.47 1.74 5.49 1.55 2.01 0.37
Procedure 4.14 1.65 5.43 1.74 4.51 1.55 2.01 0.37
Matching 7.19 1.26 6.53 1.63 6.23 1.49 9.92 0.01* X>Z
Mismatching 2.81 1.26 3.47 1.63 3.78 1.49 10.10 0.01* Z>X
Internal locus  
of control

7.08 0.94 6.63 1.16 6.43 1.36 7.18 0.03* X>Z

External locus  
of control

2.92 0.94 3.37 1.16 3.57 1.36 7.18 0.03* Z>X

General 6.92 1.96 4.80 2.14 5.38 1.99 25.72 <0,001*** X>Y, X>Z, 
Z>Y

Specific 3.08 1.54 5.20 2.14 4.62 1.99 25.73 <0,001*** Y>X, Y>Z, 
X<Z

Maintenance 2.35 1.24 2.25 1.49 2.34 1.49 0.15 0.93
Development 5.28 1.09 5.29 1.45 5.34 1.49 0.82 0.66
Change 2.37 0.80 2.46 1.33 2.32 1.36 0.52 0.77
People 3.14 0.90 2.95 1.`123436 3.13 1.36 1.67 0.43
Activities 3.39 0.79 3.48 1.11 3.41 1.99 0.38 0.83
Information 3.48 1.11 3.58 1.33 3.48 1.99 1.13 0.57
Concept 2.77 1.01 2.89 1.16 2.97 1.13 1.06 0.59
Structure 3.18 1.07 3.10 1.07 3.07 1.01 0.41 0.81
Use 4.04 1.38 4.02 1.19 3.96 1.11 0.03 0.98
Together 3.21 1.12 2.77 1.46 2.79 1.6 2.75 0.25
Proximity 4.22 1.13 4.75 1.35 4.52 1.37 5.90 0.05
Solo 2.57 0.82 2.48 1.49 2.69 2.03 0.39 0.82
Past 1.37 1.59 1.61 1.03 1.58 1.04 0.89 0.64
Present 4.17 1.66 4.39 1.49 4.21 1.27 0.96 0.62
Future 4.46 0.85 4.01 1.45 4.22 1.34 3.38 0.18
Visual 3.54 1.17 4.02 1.38 4.33 1.31 11.45 0,003** Z>X, Z>Y
Auditory 2.64 1.58 2.49 1.19 2.35 1.21 2.28 0.32
Kinaesthetic 3.82 1.14 3.49 1.50 3.33 1.24 3.70 0.16

Notes: *Significant differences at the level of p<0.05; **Significant differences at the level of 
p<0.01; ***Significant differences at the level of p<0.001.

Source: own elaboration.
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racteristic for the “internal reference” metaprogram. They achieve low results for the 
following metaprograms: “mismatching,” “external locus of control,” “specific,” 
“auditory” and “external reference.” The respondents from generation X do not tend 
to take action in line with the “past” metaprogram, instead, they opt for “future” and, 
to an almost identical degree, for “present.” 

The results of generation X are similar to the results of generation Y (Table 4). Its 
representatives prefer the following programs: “matching,” “internal locus of 
control” and “towards,” “internal reference.” The differences in the results between 
metaprograms are slightly less distinct than those in generation X. Unlike in 
generation X, generation Y demonstrates a higher propensity for the “specific” rather 
than the “general” metaprogram. Furthermore, in action, it is more oriented towards 
the “present” rather than the “future” metaprogram, and, similarly to generation X, 
it is not oriented at “past.”

Generation Z also shows tendencies similar to generations X and Y (Table 4),still, 
three metaprograms prevail: “towards,” “matching,” “internal locus of control.” The 
preferences are slightly less visible than in generations X and Y. Just like generation 
X, generation Z shows preference for the “future” and “present” metaprograms, and, 
similarly to generations X and Y, it is not “past”-oriented. Unlike generations X and 
Y, generation Z prefers an “external reference”-oriented mode of thinking. 

A detailed analysis of the results in the scope of metaprograms shows that 
generation X significantly more often than generation Z chooses the “matching” 
metaprogram. In turn, generation Z significantly more often than generation X 
chooses the “mismatching” metaprogram. The option “internal locus of control” 
is also significantly more often chosen in generation X than in generation Z.  
A characteristic trait of generation Y is that its orientation towards the “specific” 
metaprogram is significantly greater than in other groups. Generation Y more often 
than generation Z chooses the “internal reference” metaprogram. In generation Z, 
there are significantly more “visual” choices than in generation X.

4.3. Discussion

In the workplace, all generations demonstrate a similar preference for values 
corresponding to the levels of existence determined by Spiral Dynamics as “yellow,” 
“green” and “blue.” An analysis of the metaprogram tests suggests that following 
metaprograms achieve high results in all generations: “towards,” “matching,” and 
“internal locus of control.” Other results are more or less counterbalanced, which 
means that the respondents do not show any clear preferences in relation to these 
metaprograms in the workplace.

Values from the “yellow” level are most significant in all generations. This means 
that what counts more for them is learning and understanding rather than salaries and 
punishments. They want to work in a way that will provide them with self-fulfilment. 
They value freedom and spontaneity at work, without instructions on how it should 
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be done, and expect that the organisation will benefit from their diverse competences, 
skills and unique talents. Their development is driven by the will to explore, gain 
knowledge, create flexible structures and integrate a multitude of solutions and 
approaches. The obtained test results differ from the results presented by other 
researchers (Jurkiewicz and Brown, 1998; D’Amato and Herzfeldt, 2008; Lester et al., 
2012; Roongrerngsuke and Liefooghe, 2013), which indicate that younger genera- 
tions put more emphasis on life-long learning and personal development than older 
generations.

The next result in all generations was obtained by the values from the “green” 
level, which means a preference for values resulting from commonality. For persons 
preferring this level of values, sharing and participation are better than competition. 
They value the commitment and participation of all employees in decision-making 
processes, because diversity enriches the results. Contact with other people, sharing 
their experiences and maintaining harmonious relationships are important to them.

The obtained result is slightly different from the results presented by other 
researchers. In some of them, it was concluded that older generations are more 
willing to co-operate with others and prefer team-work more than younger 
generations, whereas others suggest the increased significance of team-work and 
social activities in younger generations (Jurkiewicz and Brown, 1998; Yrle et al., 
2005; Gursoy et al., 2008; Cogin, 2012; Lub et al., 2012). 

The third result in generations was obtained by values from the “blue” level. This 
means that people need structures and order, they have to be informed in order to be 
able to do things properly. They work for the right cause and in order to retain their 
jobs; work provides them with a sense of security.

The obtained results are in line with the results of the research of Brunetto et al. 
(2012), which demonstrates that all generations put emphasis on strong supervisory 
relationships. Leschinsky and Michael (2004), Wong et al. (2008), Takase et al. 
(2009), Lub et al. (2012), Hansen and Leuty (2012) demonstrated that each generation 
deems job security important.

A detailed analysis of the results reveals a significant difference in the values 
from the “turquoise” level among the youngest and the oldest respondents (Table 3). 
These values are chosen significantly more often by generation X than generation Z. 
Values from this level are connected with: responsibility for human life and Earth as 
a planet, holism, balance and the integration of various approaches, which means 
that these persons wish to feel responsible for a greater whole. They value a broad 
and integrated image of reality, and think highly of everything that is ecological. 
They prefer minimalism. Work must have meaning and must serve the welfare of all. 
The significance of having useful work is also confirmed by Hajdu and Sik (2018), 
who concluded that it increases with age in European and Euro-Atlantic countries.

Differences between generations can also be found in values attributed to the 
“orange”” level. Generation Z chooses values from this level significantly more 
often than generation X. This means that they are more likely to prefer values 
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connected with rivalry. Other important values for this level include: success, achiev-
ements, wealth, effectiveness, progress and influence. Similar results were obtained 
by Cennamo and Gardner (2008), who conclude that younger generations put more 
emphasis on “status” than older ones. According to Smola and Sutton (2002), 
Leschinsky and Michael (2004), Wong et al. (2008), younger generations pay more 
attention to opportunities for promotion and want to be promoted more quickly than 
older generations, whereas other studies indicate that each generation considers 
competitive remuneration important in their work (Jurkiewicz and Brown, 1998; 
Leschinsky and Michael, 2004; Takase et al., 2009; Lub et al., 2012; Roongrerngsuke 
and Liefooghe, 2013).

The measurement of differences in values between generations in the workplace 
was conducted with the use of the Spiral Dynamics theoretical model, in which 
individual values are attributed to their corresponding levels of existence. In turn, the 
level of existence on which a given individual operates is the effect of the interaction 
of biological, psychological and social factors. Therefore, the values change over 
time, and the dynamics of these changes can be different for individual persons or 
groups. Research shows that values at work are also unstable and are subject to 
change during an individual’s transition from puberty to adulthood (Jin and Rounds, 
2012).

Hence the generational differences observed in the results of conducted studies 
may be more connected with the age of the respondents or the stage of their life 
(Wong et al., 2008) than with their generational identity. The representatives of 
generation X are most likely at different career stages, they have a well-established 
professional standing, they have achieved financial stability, they have invested more 
in their work, organisation, career than persons who are only starting work (Ng and 
Feldman, 2008). Thus, it is completely justified to expect the younger employees to 
be more interested in the development of their careers and being promoted, building 
economic security, purchasing houses and starting families (i.e. values from the 
“orange” level), while the older persons will put less emphasis on such values. Those 
results partly confirm the outcome of the research of Twenge et al. (2012), that 
younger generations put more emphasis on external values, e.g. money, fame (values 
from the “orange” level), while civic participation, e.g. through interest in social 
problems (values from the “turquoise” level), decreases with age.

The high result for the “towards” metaprogram and the low result for the “away 
from” metaprogram means that the representatives of the studied generations focus 
on achieving goals. Their strong motivation is the mere completion of an activity and 
they usually do not pay attention to what may go wrong. The high result for the 
“matching” metaprogram and the low result for the “mismatching” metaprogram 
means that they strongly focus on what is good, correct and which they agree with in 
their actions.

The studied representatives of generations X, Y, Z achieve a high result for the 
“internal locus of control” metaprogram and a low result for the “external locus of 
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control” metaprogram. This means that they strongly believe that they have influence 
on their surroundings and can shape them. They demonstrate high optimism regarding 
their own agency and effect on the change of their surroundings. The respondents 
also prefer the “proximity” metaprogram, which means that they prefer remaining in 
stable though relaxed cooperation with others, allowing mutual help and support, 
should such need arise. They clearly opt for project cooperation with others, without 
sharing responsibility. They want to be sure what each member of the group will 
contribute, and they want each person to be responsible for his or her work.

They quite strongly focus on the here and now, demonstrated by the high result of 
the “present” metaprogram. They concentrate a lot on a broad picture of a given 
situation and usually do not pay attention to details (the “general” metaprogram). 
They focus on the “future” and are interested in what will happen. They show a talent 
for predicting the future, and assess the present based on its effect on the future. The 
strength of this metaprogram is the ability to create plans.

The results of the tests indicate that a greater similarity may be observed between 
generations X and Y, while generation Z differs from both of them (Table 4).

Generation Z significantly more often than generation X chooses the “mismatching” 
metaprogram. Persons thinking in terms of “differentiating” concentrate on what is 
not going well, what is not correct, what fails to meet their criteria. The “external 
locus of control” answer is significantly more often chosen in generation Z than in 
generation X. Persons with the “external locus of control” metaprogram feel that 
matters depend on external circumstances. They perceive their own behaviour as an 
effect rather than a cause.

Generation Z also more often than generation Y chooses the “external reference” 
metaprogram. This means that they base their judgement on what others think is 
important. They find motivation outside, beyond themselves. The criteria of others 
determine their actions. In order to function, they need feedback and other opinions. 
They easily accept decisions made by others, and cope well in situations which 
require adhering to instructions, customer support and service. Some studies of other 
researchers partly confirm the obtained results. For instance, Gursoy et al. (2013) 
found that younger generations express greater needs in the scope of providing 
advice, guidelines and direction from their leaders/ mentors at work. Other studies  
found that generation Y has a greater need than older generations to be acknowledged, 
appreciated and provided with instant feedback (Yu and Miller, 2003; Busch et al., 
2008; Lester et al., 2012; Gursoy et al., 2013; Mencl and Lester, 2014).

Indeed, in generation Z there are significantly more persons with the “visual” 
metaprogram than in generation X,they prefer the sense of sight, perceive the world 
in images, photographs and films. Their manner of thinking has a shape, colour, 
depth, etc. They often speak quickly and use high tones. Their ideas, memories and 
concepts have a form of mental images. They learn through visual information and 
first need to see things in order to be able to understand them and start taking action.
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The generational differences in the area of metaprograms, similarly to differences 
in values, as observed in the results of conducted tests, can be explained through 
factors which are better backed by theories and data than arguments of generational 
identity. These factors are: individual traits, historical period in which persons are 
assessed (Costanza et al. 2012), external environmental factors, such as technology 
(Sackett, 2002), and developmental changes which occur in humans over time (Elder, 
1994). The representatives of generation Z are only just entering adulthood and the 
labour market, they lack professional experience and consequently they demonstrate 
a greater externalisation of the locus of control (Twenge et al., 2008), putting more 
emphasis on such aspects of work as mentoring, training (Loughlin and Barling, 
2001; Lyons, 2004) and development (Iorgulescu, 2016). These results may explain 
the increased significance of the “external locus of control” or “external reference” 
metaprogram in younger generations.

The basic differences between generations as diagnosed by Twenge (2010), which 
concern, among others, the manner of communication, using modern technologies or 
work methods, indicate a connection with progressing globalisation, development of 
the Internet and Internet-based technologies (Lyons, 2004). These studies show that 
the most adjusted generation in terms of technological skills is generation Z. Since 
such skills are connected with a specific channel used for obtaining information and 
for communication, this may explain the higher proportion of the “visual” 
metaprogram in generation Z in relation to other generations.

As argued by Costanza and Finkelstein (2015), notwithstanding whether 
generational differences are real or not, people believe they exist. Therefore, the 
obtained results may prove useful in taking actions directed at reducing conflicts or 
misunderstandings stemming from generational stereotypes. In organisations with 
employees of diverse ages, the obtained study results may help managers focus on 
real, diagnosed differences occurring in the staff. In spite of only a few differences 
between the examined generations in terms of values and patterns of thinking in the 
workplace, the obtained results may be used by organisations to determine the 
communication of priorities for present and future employees with a view to 
achieving a high level of matching of mutual expectations. The development and 
communication of organisational priorities in combination with appropriate 
techniques of recruitment and assessment may help HR specialists reduce staff 
turnover and costs of recruitment.

One of the limitations of this study was the use of cross-sectional data and the 
division of respondents into groups by age. This made it difficult to determine 
whether differences between generations result from age, stage of career, stage of 
life, or from actual generational differences. In order to separate generational 
differences from age and other variables, longitudinal studies should be conducted. 
Real generational differences may be identified only through a study of groups over 
time. Another limitation was the research sample, which is homogeneous in terms of 
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education and nationality of the respondents. Further exploration of the tested 
variables on a diverse sample in terms of education or social status of the respondents 
could be recommended.

Conclusion

An analysis of the test results leads to a conclusion that neither of the above 
hypotheses may be unequivocally accepted or rejected. The results presented by the 
researchers indicate that the generations in question demonstrate numerous 
similarities, and statistically significant differences between the generations in the 
scope of tested variables are sparse (for 2 out of the 7 levels of existence and their 
corresponding values, and in 9 out of the 32 measured metaprograms). The test 
results also prove that a greater similarity of preferred values and patterns of thinking 
in the workplace can be observed between generations X and Y, while generation Z 
differs from them both.

A detailed analysis of the results indicates that the group of representatives of 
generations X, Y, Z studied by the researchers have numerous common features in 
preferred values and patterns of thinking in the workplace. The values which are 
most important to them in the workplace are: freedom, personal development, 
independence, creativity, being inquisitive, structure and order, duty, discipline, 
reliability and control. They prefer being independent, favour critical thinking and a 
will to learn as well as maintaining order and performing duties, compliance with 
rules and behaving in line with regulations. Equally important to them is social 
contact as well as consensus and solidarity, warm relationships, being helpful, having 
empathy, sharing ideals and solidarity with others.

Generation X is orientated towards the future and the future situation more than 
other generations. Generation X, as the oldest one, tends the most to choose values 
resulting from responsibility for the fate of future generations, namely values 
resulting from the “turquoise” level of existence.

Generation Z, socialised with the electronic media of transmitting and receiving 
information, demonstrates a higher propensity for perceiving reality through the 
sense of sight more than generations X and Y. As the age of the respondents increases, 
so does the sense of agency (“internal locus of control”). The youngest generation is 
the most other-directed and has the least developed own standards of judgement, 
which may make its representatives seem more reactive in action and may need 
permanent feedback.

The youngest generation shows the greatest propensity for preferring the 
following values: results, development of competences, effectiveness, success, 
effects, progress, competition, being promoted as well as tangible benefits (values 
characteristic for the “orange” level of existence).

To sum up, the results of this study indicate the existence of both similarities and 
differences between the generations in terms of the preferred values and patterns of 
thinking at work. These results partly confirm those found in the literature. Although 
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the identified differences are statistically significant, they are minimal and occur in 
the case of only a few of the tested variables. Most of the observed differences can be 
explained by differences in the stage of life of the respondents rather than by 
generational differences. Furthermore, a detailed analysis of the collected data 
indicates the existence of greater differences between individuals in a single generation 
than between various generations. From this perspective, it appears significant to 
extend the research by taking into account the personality-related variable.
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1. Introduction

According to various economic theories and empirical studies carried out to date, 
the inflow of foreign direct investment is one of the key factors in the development 
of innovation in the host countries. This applies to developing countries but not 
exclusively. Inward FDI flows have an influence on innovations of enterprises thanks 
to the mechanism of technology and knowledge transfer between the investor’s 
country and the host country of FDI. Unlike typical portfolio investments, this form 
of investment is aimed at building a new business entity from scratch or at taking 
some shares in the existing enterprise which enables its control. To ensure the proper 
development of an enterprise created with inward FDI, transfers of the relevant 
production and technological solutions, know-how, management organisation 
techniques and marketing techniques are necessary to improve the efficiency of an 
enterprise, its innovations and competitiveness. Thus, foreign direct investment may 
affect innovations and competitiveness of enterprises both in the material and non-
material spheres. The former includes obtaining modern machinery by beneficiaries 
of FDI, while the latter is about gaining technical, organisational and managerial 
expertise, improving the quality of human capital by providing training and courses 
for staff at various levels. FDI also contributes to the general improvement of 
company management by adapting the most efficient techniques of financial planning, 
improving work efficiency and better cost control. These elements, combined with 
greater availability of foreign capital, are conducive to or even decisive for companies’ 
innovations. The potential effects of the development of innovations on the 
enterprise’s environment should also be mentioned here as the implemented product 
or organisational innovations are usually later followed and imitated by other 
domestic companies, and this contributes to the development of other industries and 
the entire economy of the host country of FDI.

It should also be emphasised that the spillover effects linked to the adaptation of 
new technologies and to qualified staff (who start working for other companies), or 
to the creation of cooperating logistics chains with vertical links, depend on the 
capacities of economy sectors of the FDI host country to absorb new production and 
organisational solutions, and on the nature of FDI. If foreign direct investment 
projects are focused on access to sales markets, the investor usually tries to limit the 
spillover effect of technologies because technology transfer is meant to be beneficial 
only to the company’s operations. When FDI is focused on low prices of production 
factors, then cooperation links with local companies are required and the diffusion of 
technologies to the sector and beyond becomes faster. Nevertheless, there are 
theoretical concepts, such as Vernon’s product life cycle theory (Vernon, 1966), 
which assume at some stage of the investment process even inhibiting or at least 
delaying the impact of inward FDI flows on innovation. However, Dunning’s pull 
factor theory (Dunning, 1995) suggests that a feedback effect is possible, i.e. that it 
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is innovations in the host country that attract foreign investors. According to this 
theory, investors are looking for investment opportunities in companies that have 
more modern technologies than are owned by the investing company. These 
technologies are then sent by the investor to the parent company. Ultimately, 
therefore, foreign investors do not incur R&D expenditure in the country hosting the 
FDI. There are also theories that assume a mixed impact of FDI on innovation, where 
the benefits and disadvantages of the inflow of FDI may balance each other in some 
way (Yang et al., 2013). In light of the theoretical concepts mentioned here, as well 
as empirical research reviewed later in this article, the impact of inward FDI on 
innovation is not always one-way and does not always brings benefits. The debate in 
the literature on the subject continues on this topic and concerns also the countries of 
Central and Eastern Europe, including Poland as inward FDI beneficiaries. The 
question is to what extent do inward foreign direct investment projects in Poland 
support this process, and to what extent do they limit it? Poland is a country with 
great economic potential, attractive for foreign investors, where the share of inward 
FDI stocks in GDP exceeds 40%1, so the assessment of the direction and strength of 
the impact of FDI on innovation seems fully justified. The studies conducted so far 
show that the inflow of FDI to Poland increases the innovativeness of the economy. 
However, in general, research on the relationship between FDI and innovation does 
not take into account the close cause-effect relationship, but only includes independent 
analyses of the inward FDI structure and innovation indicators. Yet, the results of the 
research conducted so far lack models that will make it possible to describe the 
cause-effect relationship between the discussed categories for the Polish economy.

This article is the author’s attempt to bridge this gap by analysing the influence  
of foreign direct investment on innovations of enterprises in Poland in cause and 
effect terms. For this purpose, panel data models with error correction mechanism 
and the Granger causality test were applied. Such research methodology allows for 
determining the actual direction and strength of the impact of FDI on innovations in 
companies from the major sectors of the economy.

2. Theoretical concepts of the relationship between FDI and innovation

The debate on the relationship between inward FDI flows and innovation in the 
literature concerns three various theoretical concepts. They assume that the impact 
of FDI on innovation can be positive, negative or neutral. The positive impact of FDI 
on innovation is the most motivated one. These theories emphasise the importance 
of channels, such as transfers of new technologies and knowledge from the investing 
country to the FDI host country, through which the improvement of innovation 
occurs (Aghion et al., 2009; Bertschek, 1995; Caves, 1974). According to these 

1 Source: www.nbp.pl (download date: 17.02.2022)
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concepts, the entry of foreign investors increases competitiveness and thus stimulates 
production efficiency and generates additional economies of scale for local 
companies, enabling them to improve their productivity. Along with the increase in 
productivity, the company has additional financial resources that can be spent on 
innovation and R&D (Aghion et al., 2001). According to Blomström and Kokko 
(1998), the competitiveness of enterprises, in turn, improves the allocative and 
technical efficiency of companies and stimulates innovation, therefore FDI is 
expected to improve the innovativeness of companies. The positive impact of FDI on 
local companies is twofold: it has a positive effect on the companies that support 
them, and secondly, it has a positive impact on other local companies in the same 
economy or sector. In addition to excellent knowledge transfer, host firms also benefit 
enormously from FDI in strengthening their capital base. Thanks to additional capital 
resources, such companies can afford to employ highly qualified and creative staff, 
which can be used in the implementation of innovative solutions in the production 
and management process (Glass, Saggi, 2002). The positive impact of FDI on 
innovation may also be the result of increased demand for the products of local 
companies (Rodrigue-Clare, 1996). If their production companies are not able to 
keep up with the growing demand, they can implement innovative solutions allowing 
for more efficient production. Knowledge transfer driven by FDI can help here.

Attention should also be paid to the imitation effect, bringing benefits to local 
companies in the country hosting FDI (Salomon, 2006). The spillover effect in terms 
of innovation is possible, among others, thanks to the transfer of employees between 
companies. Some researchers believe that the inflow of FDI inhibits the innovativeness 
of the economy in the host country. In his theory of product life, Vernon (1966) 
claims that Multinational Enterprises (MNEs) spend more on innovation in their 
operations in the early stages of the company’s life cycle, and that moving to host 
countries in the mature stage involves less R&D spending.

There are also concepts according to which MNEs look for such destinations for 
their FDI, in which local companies will only be responsible for such stages of 
production that do not require advanced technology or knowledge transfer (e.g. for 
final processing or distribution), and the stages requiring it will be implemented in 
parent companies (Yang et al., 2013). Then, the innovation benefits for the FDI-
powered company will be limited. On the other hand, according to Dunning’s theory 
(Dunning, 1995), one of the motives behind FDI is the reverse transfer of technology 
and knowledge – from the host country to the investor’s country. Then, investors are 
interested in taking over the technological solutions used in the beneficiary’s country 
and adopting them in the parent company. Such a situation will not bring benefits in 
terms of innovation in the economy of the host country.

The third group of theoretical concepts assumes that the impact of FDI on 
innovation is mixed or neutral. Dunning (1993) considered the relationship between 
the inflow of FDI and benefits for companies and for the entire economy, and showed 
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that if local firms benefit from the inflow of FDI, then the whole economy does not 
benefit, and vice versa. Blind and Jungmittag (2004) proved that the way FDI 
influences innovation depends on the type of FDI: in the case of greenfield 
investments, the benefits of FDI are the greatest. Yet, the benefits of mergers and 
acquisitions depend on whether the investing enterprise or the enterprise that is the 
target of the investment has more advanced innovations. According to another 
concept, the degree of benefit from innovation will depend on the size of the 
technological gap between the investor’s country and the FDI host country – the 
greater the gap, the greater the impact on innovation (Blind, Jungmittag, 2004).

3. Review of empirical literature

Polish and foreign literature has seen research on the relations between FDI and 
innovation ratios for a long time, but mostly in the context of broader considerations 
on the influence of FDI on the economy in general. In the case of the Polish economy, 
the research results usually confirm the beneficial impact of FDI on the innovations 
of enterprises by industries, regions or countries (Stiebale, Reize, 2010; Wiśniewska, 
2001). These conclusions are drawn based on the analysis of dynamics of the inflow 
of FDI and the analysis of available innovation ratios for economy sectors or 
countries with the omission of the modelling of cause-effect relations. World 
literature including empirical research often uses econometric modelling to describe 
these relations. Public and private expenditure on research and development, the 
number of patent applications, productivity of production factors, export volume of 
technologically advanced goods, and the inflow of foreign direct investments are the 
subjects of modelling. Researchers usually use regression models, panel data models, 
dynamic econometric models and VAR models. The research refers to whole 
economies, regions or sectors of the economy. Table 1 provides an overview of the 
major research findings on the relationship between FDI and innovation.

For example, the positive impact of FDI on innovations in the Chinese economy 
measured by the number of patent applications was confirmed, e.g. by Cheung and 
Lin (2004), Hsu and Yu-En (2015). Iacovone et al. (2009) came to similar conclusions 
when examining the investments of Walmart in the Mexican market. The same kind 
of influence on the innovations of the West German economy was confirmed by 
Bertschek (1995) who analysed 1,270 companies in the industry sector. Similar 
conclusions for the German economy were also obtained by Stiebale and Reize 
(2010). Temiz and Gökmen (2014) showed that FDIs are the driving force of 
economic growth and development both in developed and developing countries. 
Ghazel and Zulkhibri (2015), as well as Khachoo and Sharma (2016) in their separate 
studies, noted that FDI is an effective catalyst in the innovation capacity of host 
companies. Moreover, Khachoo and Sharma (2016) showed that greater benefits 
from the development of innovation caused by the inflow of FDI are visible in 
companies operating in identical industries.
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Table 1

Overview of the study results of the relationship between FDI and innovation

Type  
of relationship Study area Research tools Relevant studies

Positive

Germany Probit model Bertschek (1995)

Taiwan Negative binomial model, 
logit model, Principal 
Component Analysis (PCA)

Lin, Lin (2009)

China GMM estimator Liu, Zou (2008)

India Poisson model, negative 
binomial model

Khachoo, Sharma 
(2016)

Developing countries Negative binomial model Ghazel, Zulkhibri 
(2015)

China Fixed Effect (FE) and Random 
Effect (RE) models

Cheung, Lin (2004)

Germany Tobit model Stiebale, Reize (2010)

Mexico Logit model Iacovone et al. (2009)

Asian countries Gravity model, GMM 
estimator

Hsu, Yu-En (2015)

Turkey VAR model Temiz, Gökmen (2014) 

Poland Synthesis of the results of 
various studies

Wiśniewska (2001)

Negative

Spain Poisson regression model, 
negative binomial regressions, 
GMM regression

Garcia et al. (2013)

Central and Eastern 
Europe

Tobit model Maaso et al. (2013)

Sub-Saharan Africa Stochastic frontier analysis 
(SFA)

Barasa et al. (2018)

Mixed, neutral 

13 different countries Dynamic panel data model Potterie, Lichtenberg 
(2001)

Czechoslovakia Linear regression model Kinoshita (2000)

Spain GMM estimator Rosell-Martinez, 
Sanchez-Sellero (2012)

China Tobit model Girma et al. (2005)

54 developing 
countries

Panel threshold model Loukil (2016)

Southeast Asia Fixed Effect (FE) and Random 
Effect (RE) models

Sivalogathasan, Wu 
(2014)

Source: author’s own study.
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However, some researchers proved that the benefits of FDI in terms of innovations 
refer only to the sectors and companies which invest in research and development 
(R&D). Such results were obtained by e.g. Kinoshita (2000) for the Czech market, 
whereas Rosell-Martinez and Sanchez-Sellero (2012) demonstrated that in Spain 
FDI flows to research sectors and to sectors experiencing an intense development. 
Similar results for the Chinese economy were obtained by Girma et al. (2006), who 
performed econometric modelling based on the sample of 30,000 companies. The 
same researchers confirmed that research and development are the major component 
elements of enterprise innovations, so the inflow of FDI can be endogenous and the 
spillover effects can be limited. A similar unequivocal influence of FDIs on the 
innovations of the economy was found by Loukil (2016), who concluded that below 
a certain threshold of technological development FDI projects can have an adverse 
effect on innovations in companies accepting innovations whereas above the same 
threshold, FDI has a positive impact on innovations of companies in developing 
countries.

The negative effects of the inflow of FDI for the innovativeness of local companies 
were confirmed by Garcia et al. (2013), and Barasa et al. (2018), who showed that 
foreign technology has a negative impact on the technological efficiency of companies 
in host countries. Similar conclusions were reached by Maaso et al. (2013), who 
found that the inflow of FDI is not conducive to innovation in host countries. Such 
an unequivocal influence of FDI on innovations in enterprises worldwide and the 
research gap in the application of advanced quantitative tools in research incline 
researchers interested in the Polish economy to further develop research on this 
matter.

4. Research methodology

The modelling of dependencies between foreign direct investment and innovations 
in businesses used data on the inflow of FDI to individual provinces in Poland, 
whereas expenditure on research and development by provinces and the number of 
patent applications in individual provinces were assumed as innovation ratios. These 
types of variables are most often adopted in studies on the innovativeness of 
economies, as they  reflect fairly accurately the level of innovativeness of the 
economy (expenditure on research and development represents the side of capital 
expenditure on innovation, and the number of patents filed – the effects of innovation). 
All data were cross-sectional and time-based, and panel models of error correction 
mechanism (ECM) were used in the research. This is a combination of econometric 
tools known from the analysis of time series with the panel data analysis. On the one 
hand, the application of this approach was dictated by the nature of the data, but on 
the other hand, by the need to take into account the impact of the historical values of 
variables (autoregressive processes) on their current values and finally the search for 
a long-term relationship between FDI and enterprise innovation. The proposed 
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approach allows for the determination of the time-independent balance path for 
cointegrated economic processes along with short-term deviation from balance. This 
research methodology requires the examination of the existence of a unit root of the 
relevant time series (Baltagi, Kao, 2000).

The starting point in the testing of the stationarity of time series in panel models 
with error correction mechanism is the AR process:

 1it i t i it ity y Xδ α ε−= + + , (1)

where: yit – dependent variable, i =1,2,…,N, n – number of units in the cross-section 
(of objects) or time series, t =1,2,…, T – number of periods during which objects  
are observed, Xit – endogenous variables which take account of trends and fixed 
effects, εit – error term.

In this model, the fulfilment of condition |δi|<1 by parameter δi suggests stationarity 
of the time series, whereas condition |δi|=1 means the existence of a unit root, hence 
non-stationarity of the series. Stationarity tests of variables for dynamic panel models 
usually are based on the assumption that parameter δi is identical in all cross-sections 
or that it can change its values arbitrarily within cross-sections (Im et al., 2003). In 
the former case, the Breitung test is used (2000), while in the latter the Fisher tests 
were based on ADF tests. This study used both groups of tests.

The key element of the modelling of innovation ratios and foreign direct 
investment is the analysis of the existence of a cointegrating relation between the 
time series of variables which form equations:

 lnPit = βi0+ βi1lnFDIit+ uit, (2)

 lnRDit = γi0+ γi1lnFDIit+ νit, (3)

where: Pit – number of patent applications in i-th object (here: province) during 
period t, RDit – expenditure on R&D in i-th object during period t, uit, vit – error terms 
which are uncorrelated white noise processes.

Engle and Granger (1987) proved that a linear combination of two or more 
nonstationary time series can be stationary. If there is such a stationary linear 
combination, then the time series are cointegrated and this combination is the 
cointegration equation. The equation can be interpreted as long-term dependence 
between variables. For panel data models, the Johansen procedure (Maddala, Wu, 
1999) and the Pedroni (1999) procedure were are used. The Engle-Granger procedure 
tests the stationarity of residuals in the model with variables with stationary 
increments (Kao, 1999). The Johansen procedure, in turn, applies empirical 
probabilities to combine individual, independent results where each panel unit is 
treated individually and allows for defining individual cointegration. The Johansen 
test is based on trace statistics of the matrix and maximum eigenvalue. The application 
of the Johansen procedure allows for determining at least r cointegration vectors.  
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In this research, both types of tests were used to detect cointegration. For stationary 
variables, it is possible to build ECM models and thus estimate short-term 
dependencies. A single-equation model of error correction for stationary increments 
of variables used in analyses of short-term dependencies for panel data may be 
written in the following form:

 0 1 , 2 , , 1
1 1

,
p q

it j i t j j i t j i t it
j j

y y x ECT∆ α α α ∆ γ ε∆ − − −
= =

= + + + +∑ ∑  (4)

where: ECTi,t–1 – error-correction term representing a long-term relationship, p, q – 
orders of lagged differences in variables (selected using the Schwarz information 
criterion), { } { }ln ; ln ; lnit it it it ity P BR x BIZ∈ ∈ , εit – error term of the model.

Granger’s analysis of variable causality was conducted using the Dumitrescu 
and Hurlin (2012) approach, which provides for the heterogeneity of panel data 
models. In this case, the basis is the model

 ( ) ( )
0 , ,

1 1

K K
k k

it i i t k i i t t it
k k

y y xα γ β ε− −
= =

= + + +∑ ∑ . (5)

When testing the causality of variable X in relation to Y, the tested hypothesis was 
that the autoregressive structure of process X equals zero (H0: βi = 0 for I = 1, 2, .., N), 
as opposed to the hypothesis that βi parameters differ from zero in each cross-section 
of panel data. The following test statistics using means from Wald test statistics 
determined separately for each cross-section is calculated below

 
( ),

ˆ
2

HNC
N T

nZ W k
K

= − , (6)

where: n – number of observations, k – lag order of variables in the model, W  – mean 
value of Wald statistics from all panels.

With the null hypothesis being true, statistic (6) has an asymptotic standard normal 
distribution. The results of the statistics calculated based on the appropriate vector 
autoregressive model (VAR) enable the examination of causality of FDI variables 
and innovation ratios. Data for calculations were retrieved from the databases of the 
Main Statistical Office of Poland, the National Bank of Poland, Orbis, and the Patent 
Office of the Republic of Poland.

5. Results of empirical research

Cross-sectional and time-based data considering the variables mentioned below 
were taken into consideration in the analysis of the influence of foreign direct 
investments on innovation of enterprises: FDI – inflow of foreign direct investment 
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in PLN million2, RD – research and development expenditure in enterprises in  
PLN million3, P – number of patent applications filed by businesses with the Patent 
Office of the Republic of Poland4. The values of variables were observed in  
16 individual provinces during the period 2010-2019, whereas the calculations were 
performed individually for businesses from the industry sector and the services 
sector. The study applied logarithm variables. In accordance with the methodology 
of the construction of ECM models, the stationarity of the following time series of 
variables was analysed first: lnPit, lnBRit, lnFDIit for i =1,2, ...,16, and t =1,2,…,10. 
Table 2 presents the results of panel unit root tests (p-value is given in brackets).

Table 2

The results of panel unit root tests

Sector Test lnPit lnRDit lnFDIit ΔlnPit ΔlnRDit ΔlnFDIit

Industry
Fisher PP 15.145

(0.058)
9.541

(0.125)
12.658
(0.084)

30.145
(0.000)

27.212
(0.001)

42.104
(0.000)

Breitung -1.245
(0.214)

0.875
(0.321)

1.0234
(0.624)

-2.784
(0.009)

-2.889
(0.012)

-3.745
(0.000)

Services
Fisher PP 13.876

(0.092)
16.057
(0.065)

10.337
(0.074)

42.108
(0.000)

34.508
(0.000)

37.604
(0.000)

Breitung -0.544
(0.107)

1.024
(0.233)

0.983
(0.544)

-3.745
(0.012)

-4.714
(0.000)

-4.204
(0.001)

Source: author’s own study based on data from the Main Statistical Office of Poland, the National 
Bank of Poland, Orbis, and the Patent Office of the Republic of Poland.

In light of the results of the conducted stationarity tests, it should be concluded 
that the first differences in the analysed variables are stationary. Each of time series 
was thus integrated of order I(1). Furthermore, it was verified whether there is 
cointegration between the relevant variables. For this purpose, the Johansen 
procedure (Table 3), and the Pedroni and the Kao tests (Table 4) were used.

Based on the results presented in Tables 3 and 4, it should be concluded that all 
the tests indicate the existence of cointegration between variables, except for the 
ADF Pedroni panel test which shows the absence of cointegration between 
expenditure on R&D among enterprises in the services sector and the inflow of  
FDI to the same sector. However, because the Kao panel test and the panel data 
test using the Johansen procedure suggest the existence of cointegration, in this  
case the decision was made that there is cointegration in all the  analysed dependencies.

2 Source: the National Bank of Poland (https://www.nbp.pl/), Orbis database  (https://www.bvdinfo.com/ 
en-gb/our-products/data/international/orbis)
3 Source: Main Statistical Office of Poland (www.gus.gov.pl) 
4 Source: Patent Office of the Republic of Poland  (https://uprp.gov.pl/pl)
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Table 3

The results of panel cointegration tests using the Johansen procedure

Sector Cointegration relationships Statistical hypothesis Max-Eigen Stat.

Industry

lnPit= βi0+βi1lnFDIit+uit

H0: Absence of cointegration 52.354
(0.000)

H1: At most one cointegrating 
vector

4.214
(0.451)

lnRDit = γi0+γi1lnFDIit+vit

H0: Absence of cointegration 42.055
(0.000)

H1: At most one cointegrating 
vector

6.851
(0.342)

Services

lnPit= βi0+βi1lnFDIit+uit

H0: Absence of cointegration 61.874
(0.000)

H1: At most one cointegrating 
vector

5.983
(0.624)

lnRDit= γi0+γi1lnFDIit+vit

H0: Absence of cointegration 74.365
(0.000)

H1: At most one cointegrating 
vector

2.124
(0.650)

Source: author’s own study based on data from the Main Statistical Office of Poland, the National 
Bank of Poland, Orbis, and the Patent Office of the Republic of Poland.

Table 4

The results of panel cointegration – the Pedroni and the Kao tests

Sector Cointegration relationships
Test

Pedroni ADF Kao ADF

Industry
lnPit= βi0+βi1lnFDIit+uit

-3.358
(0.002)

-6.251
(0.000)

lnRDit= γi0+γi1lnFDIit+vit
-1.441
(0.054)

-3.324
(0.032)

Services
lnPit= βi0+βi1lnFDIit+uit

-4.205
(0.000)

-7.521
(0.000)

lnRDit= γi0+γi1lnFDIit+vit
-3.657
(0.003)

-5.797
(0.000)

Source: author’s own study based on data from the Main Statistical Office of Poland, the National 
Bank of Poland, Orbis, and the Patent Office of the Republic of Poland.

In view of this, when the Fully Modified Least Squares (FMOLS) method was used, 
long-term relations between variables FDI and RD as well as FDI and P were 
estimated in accordance with models (2) and (3). The results given in Table 5 are 
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statistically significant and the obtained models of cointegration equations imply 
fairly good adjustment to empirical data (coefficients of determination are given in 
the last column of the table). When analysing the obtained parameters, it can be 
concluded that in the long run the impact of foreign direct investments on innovations 
in enterprises in the industrial sector is stronger than in the services sector. A 1% 
increase in the inflow of FDI to the industrial sector causes an increase in the number 
of patent applications by approximately 0.308%, and an increase in R&D expenditure 
in the same sector by approximately 0.645%. The same increase in the inflow of FDI 
to enterprises in the services sector has an influence on the increase in the number of 
patent applications in this group of businesses by approximately 0.208%, and 
increases R&D expenditure by approximately 0.386% on average. What is notable, 
is that the fact that long-term elasticity of R&D expenditure in relation to FDI is 
higher than the elasticity of the number of patent applications both in the industrial 
sector and the services sector. Therefore, from the long-term perspective, the inflow 
of FDI supports companies’ innovation by higher R&D expenditure to a greater 
extent than by the number of invention patents.

Table 5

The results of estimation of long-term relations in models (2) and (3) with the use  
of the FMOLS estimator

Sector Model Parameter Coefficient R2

Industry

lnPit = βi0+βi1lnFDIit+uit

βi0
1.364

(0.002)
0.856

βi1
0.308

(0.001)

lnRDit= γi0+γi1lnFDIit+vit

γi0
-0.961
(0.024)

0.943
γi1

0.645
(0.006)

Services

lnPit = βi0+βi1lnFDIit+uit

βi0
2.671

(0.000)
0.971

βi1
0.208

(0.003)

lnRDit = γi0+γi1lnFDIit+vit

γi0
1.220

(0.004)
0.826

γi1
0.386

(0.007)

Source: author’s own study based on data from the Main Statistical Office of Poland, the National 
Bank of Poland, Orbis, and the Patent Office of the Republic of Poland.

In order to analyse the short-term relations between FDI and innovation ratios, 
the ECM panel model was estimated with the use of the LSDV estimator. Based on 
the results of the estimation of model (4), the parameters of elasticity for short-term 
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dependencies and the parameters of the error-correction term are presented in Tables 
6 and 7. The parameters of the models were generally statistically significant at the 
significance level of 0.05, which allows for the generalisation of the conclusions 
based on the calculations.

A short-term 1% increase in the inflow of FDI in the industrial sector during the 
previous period caused an increase in R&D expenditure during the current period by 
approximately  0.079%  ceteris paribus, whereas  a  negative  parameter  next  to  the

Table 6

The results of estimation of short-term elasticity for R&D expenditure 
in the ECM panel models

Sector Explanatory  
variable Parameter Coefficient

Industry
ΔlnFDIi,t–1 α21

0.079
(0.012)

ECTi,t–1 γ -0.062
(0.096)

Services
ΔlnFDIi,t–1 α21

0.041
(0.048)

ECTi,t–1 γ -0.052
(0.057)

Source: author’s own study based on data from the Main Statistical Office 
of Poland, the National Bank of Poland, Orbis, and the Patent Office of the 
Republic of Poland.

Table 7

The results of estimation of short-term elasticities for number of patents 
 in ECM panel models

Sector Explanatory  
variable Parameter Coefficient

Industry
ΔlnFDIi,t–1 α21

0.188
(0.032)

ECTi,t–1 γ -0.113
(0.101)

Services
ΔlnFDIi,t–1 α21

0.107
(0.029)

ECTi,t–1 γ -0.073
(0.034)

Source: author’s own study based on data from the Main Statistical Office 
of Poland, the National Bank of Poland, Orbis, and the Patent Office of the 
Republic of Poland.
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correction term provided for the balance during the previous period; approximately 
9.6% of imbalance in comparison to the long-term growth path was corrected by a 
short-term adjustment process. In the services sector, the short-term relationship 
between R&D expenditure and the inflow of FDI was weaker than in the industrial 
sector; an increase in the inflow of FDI during the previous period by 1% caused an 
increase in R&D expenditure during the current period by approximately 0.041% on 
average, ceteris paribus. The error correction mechanism was slower here: 5.2% of 
deviations from a long-term growth path were corrected using the error correction 
mechanism.

Based on the results given in Table 7, it can be concluded that an increase in the 
inflow of FDI to the industrial sector by 1% in the previous year implied an increase 
in the number of patent applications during the current year by approximately 
0.188% ceteris paribus, and approximately 11.3% of imbalance of deviations from 
the long-run relationship was corrected by a short-term correction process regulated 
by the error correction mechanism.

In the services sector, a short-term reaction to the inflow of FDI observable in the 
number of patent applications filed was again weaker in the industrial sector; a 1% 
increase in the inflow of FDI during the previous year caused an increase in the 
number of patent applications during the current period by approximately 0.107% on 
average, ceteris paribus, while adaptation to a short-term growth path took longer 
than in the industrial sector (7.3% of deviation from the long-term relationship was 
corrected here by the process of short-term adaptations). The Granger analysis of 
causality was an important element of the analysis of dependencies between FDI and 
innovations. The results of the panel causality test assuming the heterogeneity of 
panel model data (Dumitrescu, Hurlin, 2012) are given in Table 8.

Table 8

Results of the panel causality test of variables RD, P and FDI

Sector Causality direction HNC
NTZ

Industry

FDI =>RD 4.823***

RD =>FDI 2.012**

FDI =>P 3.982***

P =>FDI 1.058

Services

FDI =>RD 3.088***

RD =>FDI 2.235**

FDI =>P 4.214***

P =>FDI 2.124**

Note: The significance of results at level 0.01; 0.05 and 0.1 is marked:  
***, **, *.

Source: author’s own study based on data from the Main Statistical 
Office of Poland, the National Bank of Poland, Orbis, and the Patent Office 
of the Republic of Poland.
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Based on the results given in Table 8, it can be concluded that the inflow of FDI 
was a cause in the Granger’s sense (at significance level of 0.01) of both R&D 
expenditure and of the number of patent applications filed. Such causality was 
observed both in the industrial sector and in the services sector while the causality in 
the direction from FDI to RD was stronger in the industrial sector, whereas the 
causality in the direction from FDI to P was stronger in the services sector than in 
the industrial sector. Furthermore, the presence of a statistically significant feedback 
reaction should be noted; R&D expenditures also provided a cause for the inflow of 
FDI in the industrial and services sectors, whereas the number of patent applications 
was a significant cause of the inflow of FDI in the services sector (dependencies 
significant at the significance level of 0.05). The reverse mechanism showed that not 
only the inflow of FDI contributes to innovation, but also innovation in enterprises 
can be an important magnet attracting foreign direct investment.

Conclusions

Direct foreign investment brings new technologies and innovative solutions in 
the sphere of production and organisation. However, as research shows the benefits 
FDI brings to innovations in specific industries depend on the capacity of these 
industries to absorb new technological solutions, the efficiency of the spillover effect, 
and other factors. For this reason, the examination of the issue for various economies, 
including the Polish economy, seems justified, especially that scientific analyses 
relating to the relation between FDI and innovation in Poland have so far lacked the 
modelling of cause-effect relations between the values discussed here.

The results presented in this paper confirm the hypothesis of the positive influence 
of foreign direct investment on innovation of enterprises both in the industrial and 
services sectors. These results are consistent with the results obtained by other 
researchers of the economies of developed and developing countries (Wiśniewska, 
2001; Bertschek, 1995; Ghazel, Zulkhibri, 2015; Hsu, Yu-En, 2015). The influence 
of FDI on innovation of the industrial sector turned out to be stronger than the 
influence on innovation of companies from the services sector, which was proven in 
cointegration models and the Granger causality test. In the long run, the greater 
influence of FDI on expenditure than on the number of patent applications was 
visible, whereas in the short term the change in the number of patent applications 
turned out to be a stronger response to the inflow of FDI than the change in R&D 
expenditure. The correction mechanism of deviation from long-term relationship 
appeared to be stronger in the case of the industrial sector than in the services sector. 
This may result from the fact that in Poland the industrial sector absorbs FDI more 
easily than the services sector and is characterised by smaller inertia. Yet, a 
bidirectional causality of FDI-innovation was also observed, which indicates that the 
innovations introduced by enterprises are also important determinants for incoming 
FDI, both for the services and the industrial sectors. Therefore, it should be concluded 
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that in order to further narrow the technological gap in Poland and develop 
innovations, the intensification of development processes of a knowledge-based 
economy is important and should attract FDI even more. In addition, internal 
strengthening of enterprise innovation will, as has been proven, be an important 
element to support the inflow of FDI. However, it should be emphasised that the 
effect of strengthening innovation depends not only on the specific industry, but also 
on the type of FDI (greenfield vs. brownfield, wholly-owned vs. joint-ventures, 
vertical vs. horizontal). Investigating the detailed dependencies in this area requires 
further research. This study does not exhaust the whole spectrum of dependencies 
between FDI and enterprise innovation. Processes in knowledge-based economies 
are quite dynamic and relations between FDI and innovations will change. Therefore, 
it will become necessary to continue and expand such research by including other 
variables which represent new technologies. This will enable the constant monitoring 
of the direction and strength of the relation between FDI and innovation.
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1. Introduction

During the last few years several frameworks for automated machine learning 
(autoML, Hutter et al., 2018) have been proposed. One such framework is provided 
by the R package mlr3 (Lang et al., 2019). It allows to define a chain of modelling 
steps, including data preprocessing operations such as dimensionality reduction and 
imputation up to the final model evaluation using different strategies such as cross-
validation, bootstrap and also holdout sets. All model specification choices can be 
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defined as so-called hyperparameters, and algorithms are provided in order to 
optimise these hyperparameters with regard to a predefined performance measure. 
As a consequence of the free availability of tools such as mlr3, the use of complex 
machine learning algorithms has been facilitated also for companies with compara-
tively low experience in this field. The resulting models are able to detect complex 
nonlinear multivariate dependencies without the need for the analyst to explicitly 
specify the kind of the functional relationship of the dependence. For this reason, 
such models are often called black box models.

In the application context of credit risk scoring, traditionally white box logistic 
regression models (Crook et al., 2007; Szepannek, 2022) are frequently used in 
business practice. Nonetheless, numerous benchmark studies have shown that 
properly parametrised modern machine learning algorithms, such as random forests 
and gradient boosting, are often of superior predictive accuracy compared to the 
aforementioned traditional scorecard models (for an overview cf. Louzada et al., 
2014). A comprehensive benchmark study which evaluates several algorithms on a 
set of domain-specific data sets on a meta-level can be found in Baesens et al. (2002) 
and has been updated by Lessmann et al. (2015). The specific situation of unbalanced 
classes was addressed by Vincotti and Hand (2002) and Brown and Mues (2012), 
and investigated together with a systematic hyperparameter tuning for several classes 
of machine learning algorithms in a comprehensive benchmark study (Bischl et al., 
2014). In Crook et al. (2007) and Szepannek (2017), the current challenges are 
discussed in a broader context, e.g. reject inference (Banasik and Crook, 2007), the 
Basel 2 accord (Basel Committee on Banking Supervision, BCBS, 2005), and profit 
scoring (Verbraken et al., 2014).

In order to prevent the concomitant lack of model understanding, the BCBS 
established a number of requirements on transparency from the perspective of 
regulation. The ”selection of certain risk drivers and rating criteria should be based 
not only on statistical analysis, but the relevant business experts should be consulted 
on the business rationale and risk contribution of the risk drivers under consideration” 
(European Banking Authority, 2017). This underlines the need for an appropriate 
methodology to understand what the models have learned, and still for their 
explanation.

According to Szepannek and Aschenbruck (2020), there can be different 
requirements to the explanation of a model depending on the context. Several authors 
recently applied methods of interpretable machine learning to credit scoring (Biecek 
et al., 2021; Bussmann et al., 2020; Dastile and Celik, 2021; Demajo et al., 2020; 
Torrent et al., 2020). In Bücker et al. (2021), the different requirements are linked to 
the corresponding methodology within a unified framework for Transparency, 
Auditability and eXplainability for Credit Scoring (TAX4CS). According to this, the 
methods can be distinguished into either global explainability on the model level 
such as variable importance (Breiman, 2001), partial dependence (PD, Friedman 
2001), or accumulated local effects (ALE, Apley, 2016), or local explainability on 
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the level of individual predictions such as Shapley additive explanations (SHAP, 
Strumbelj and Kononenko, 2014), breakdown plots (Staniak and Biecek, 2018), or 
local interpretable model explanations (LIME, Ribeiro et al., 2016). Many of them 
can be accessed via the DALEX framework (Biecek, 2018).

This paper concentrates on partial dependence, denoting a popular and well-
known method for a model-agnostic assessment of a feature’s effect on the model 
outcome. Despite its popularity and its frequent use in practice, partial dependence 
analysis is usually applied without addressing the corresponding question how much 
can actually be seen in the resulting plots. For this purpose, the methodology is 
presented in order to analyse to what extent arbitrary machine learning models are 
explainable by partial dependence plots. The proposed framework provides both a 
visualisation as well as a measure to quantify the explainability of a model on an 
understandable scale.

Molnar et al. (2020a) pointed out that the superior performance of complex 
machine learning models results from their ability to detect high order dependencies 
and nonlinearities. Such dependencies are difficult to understand for analysts, while 
it has to be noted that the trade-off between predictive accuracy and interpretability 
is not necessarily given for any data (Rudin, 2019). As a potential solution, criteria 
are proposed that help to quantify the interpretability of a model. Model selection 
can thus consist in multi-objective optimisation of both predictive performance and 
interpretability. The approach followed in this paper differs from this in the sense 
that it assumes an existing model (which may be the one with the largest predictive 
accuracy). Afterwards, the question addressed is ”How much can we see in the 
interpretation given by the partial dependence plots for a given model?” 

In Section 2, partial dependence is reviewed. Based on this, a measure is presented 
that allows to quantify how far it explains a given model. In the case study, the 
methodology is applied to the real-world context of credit scoring using the South 
German credit data (Groemping, 2017; Szepannek and Luebke, 2021). In Section 3, 
an algorithm is presented that can be further used to identify a subset of variables 
which best serve to explain model. Finally, the research results are summarised in 
Section 4.

2. Quantifying explainability

2.1. Partial dependence

Referring back to Friedman (2001), partial dependence plots (PDP) are a popular 
tool to understand the effect of one or several features w.r.t. the output of a predictive 
model. One of their advantages is that they can be used for different kinds of 
predictive models ( )f̂ x : the set of predictor variables x = (xs, xc) is split into disjoint 
subsets and the partial dependence function for a subset xs is given by:

 ( ) ( ) ( )ˆ ,s s c cPD X f X X dP X= ∫  (1)
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This means that a partial dependence function computes the expected prediction 
given Xs takes the values xs. For a data set with n observations, it is estimated by:

 
 ( ) ( )1

1 ,ˆn
s s s ici

PD x f x x
n =

= ∑  , (2)

where xis are the values that observation i takes in Xs. Note that for Xs = X it is 
( ) ( )ˆPD X f X=  corresponds to the model itself and for s =∅ or in other words  

Xc = X, the partial dependence function ends up in:

 ( ) ( )ˆPD f X dP X∅ = ∫ , (3)

which is a constant that can be estimated by ( )1

1 ˆn
ii

f x
n =∑ (xi).

2.2. Application to the South German credit data

The South German credit data is publicly available at the UCI ML benchmark 
repository (Dua and Graff, 2017) and has been made available by Groemping (2019; 
see also Szepannek and Luebke, 2021). It has 1000 observations and 21 variables 
where 7 predictors are numeric and 13 are categorical plus a binary target variable. 
The predictable event describes the default status of a loan. The overall prior default 
rate on the data is 0.3. For the purpose of this paper a random forest model was 
trained on the South German credit data using default parameters according to Liaw 
and Wiener (2002), which turned out to be a good  choice  for this purpose (Szepannek, 

 
Fig. 1. Partial dependence plot for the variables duration (left, black line) and status account (right, 

bars), as well as the predictions on the training data (grey dots).

Source: authors’ own.
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2017). Usually, the data are split into training, validation and test sets in order to 
ensure a proper model selection and validation. As these aspects are beyond the 
scope of this paper, but rather the interpretability of the resulting model is of interest, 
no additional splits of the data were undertaken and the forest was trained on the 
entire data.

Figure 1 illustrates the partial dependence curves for the numeric variables 
duration and status account. This allows for a visual analysis of the effect of the 
variable on the predicted default probability and it can be easily seen that the risk 
(i.e. the default probability) increases for longer maturity time, whereas from roughly 
four years (45 months) onwards the risk stays constantly high. Analogously, it can be 
seen from the right plot that the risk decreases with a larger amount of money in the 
account. Nonetheless, when adding the predicted training data points to the graph it 
has to be noted that the PDP only partly explains the predictions by the models which 
cover a much broader range than the PDP indicates. This is obvious, as partial 
dependence is obtained by averaging. In turn, relying on the PD can be misleading.

2.3. Explainability

In the following step, a measure is derived to quantify the degree of explanation 
given by a partial dependence function for a model. A perfect explanation will have 
the same values for the partial dependence function and the predictions of the data. 
In this case, all points in a scatterplot of predictions vs. explanation (PX-plot) will lie 
on the diagonal. Such a plot is shown in Figure 2, where compared to Figure 1, the 
x-axis changed.

Fig. 2. Partial dependence (abscissa) vs. true predictions (ordinate) of training data for the variables 
duration (left) and status account (right).

Source: authors’ own.
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The above allows for a graphical analysis of the explainability. The more repre-
sentative a PDP for a model, the closer the points to the diagonal. From this plot, it 
can be seen that the PDP covers a much smaller range of predicted values compared 
to the true model’s predictions. Note that the x-axis of the right plot for the categorical 
variable status account takes only for distinct values – one for each category of the 
variable. In addition, the range of the partial dependence values is broader compared 
to those for the status account variable, and in particular for this variable there are 
only few observations with low values of the PDP ≤ 0.25 and large predictions > 0.75.

In order to quantify the confidence in an explanation given by a partial dependence 
plot, one can measure the differences between the partial dependence function 
PD(Xs) and the model’s predictions. A natural way of doing this is obtained by 
computing the expected squared difference (ESD):

 
( ) ( ) ( )( ) ( )

2
 ˆ

s s sESD PD f X PD X P Xd= ∫ −  . (4)

Note that in contrast to common error functions, the ESD does not measure the 
difference between predictions and observations, but instead between the partial 
dependence function PDs(X) and the model’s predictions ( )f̂ X .

For an easier interpretation ESD(PDs) can be benchmarked against ( )ESD PD∅ :

 
( ) ( )( ) ( )

2
 ˆESD PD f X PD XdP∅ ∅= ∫ − . (5)

The comparison of both ESD(PDs) and ( )ESD PD∅  can be used to quantify the 
explainability ϒ of model ( )f̂ X  by a partial dependence function PDs via the ratio:

 𝛶𝛶𝛶𝛶(𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠) = 1 − 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑃𝑃𝑃𝑃𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠)
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑃𝑃𝑃𝑃𝐸𝐸𝐸𝐸∅).  (6)

Note that ϒ in (6) is somehow similar to the common R² as used in linear 
regression: ϒ close to 1 states that a model is well represented by a PDP and the 
smaller it is, the fewer of the model’s predictions are explained in the PDP. Real data 
plug-in estimates for ESD(PDs) and ( )ESD PD∅  are obtained using  ( )s sPD x  and 
PD∅  as described above.

2.4. Application to the South German credit data
Table 1 (column ϒ ) shows the explainability of the random forest model on the 

South German credit data for all variables. Among all the numeric variables, duration 
has the highest explainability of only ϒ = 0.077, which is nonetheless pretty far from 
1 and thus reflects the visual impression as gained by considering Figures 1 and 2.

Columns  kϒ  of the table describe the explainability for increasing number of  
variables k in the subset Xs (cf. Section 3). It can be seen that for two subsets Xs ⊂ Xs*, 
it is ϒ(PDs) ≤ ϒ(PDs*) with ϒ(PDs) = 1 for Xs = X. The PX-plot in Figure 3 illustrates 
the fit of PDs from Table 1 with dim(Xs) = 9 and ϒ = 0.8 (which obviously cannot be 
visualised anymore). Compared to Figure 2, the PDP covers a broader range and the 
points are closer to the diagonal.
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Table1

Explainability  for all variables of the South German credit data

Variable  k  Variable  k  
status.account 0.221 1 0.221 rate.to.income 0.004 11 0.878
duration 0.077 2 0.304 personal.status 0.001 12 0.910
credit.history 0.074 3 0.366 job 0.000 13 0.937
credit.amount 0.054 4 0.434 resident.since 0.000 14 0.960
purpose 0.039 5 0.521 housing 0.013 15 0.977
savings 0.044 6 0.595 other.debtors 0.004 16 0.989
age 0.023 7 0.671 num.credits 0.001 17 0.995
employment.since 0.018 8 0.742 telephone 0.001 18 0.998
property 0.017 9 0.805 numb.people.liable 0.000 19 1.000
other.installments 0.017 10 0.843 foreign.worker 0.001 20 1.000

Source: authors’ own.

Fig. 3. Partial dependence vs. true predictions of training data for dim(Xs) = 9 and  = 0.8.

Source: authors’ own.

2.5. Connection to the existing methodology

Note that the proposed measure of explainability ϒ reflects the difference between 
the PDP and the model’s prediction, which is an important but not the only aspect of 
interest with regard to explainability. A well-known limitation of partial dependence 
curves is that they might be misleading in the case of correlated predictor variables 
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(Hooker and Mentch, 2019). In Friedman and Popescu (2008), an H2 statistic is 
proposed that can be used to identify the existence of interactions between predictor 
variables. For correlated predictor variables, accumulated local effect plots (ALE, 
Apley, 2016) have been shown to be more appropriate than partial dependence plots. 
ALE plots are beyond the scope of this paper, but the extension of ϒ for ALE plots 
may be a subject for future research.

A popular visual tool to analyse hidden variability behind a partial dependence 
curve are individual conditional expectation (ICE) curves (Goldstein et al., 2015), 
where instead of averaging over all the observations, a separate PD curve is drawn 
for each observation xi:

 
 ( ) ( )ˆ ,s i s icICE x f x x= . (7)

The resulting plot of the ICE curves enables to understand the heterogeneity of 
the PD as a function of xs (cf. Figure 4 (left) for the variable duration). In particular, 
ICE plots can be used for a visual analysis of whether the individual curves show the 
same trend. Yet, to the best of the author‘s knowledge, this can only be analysed 
visually, but no objective measure has been proposed in order to quantify this. In 
contrast, explainability ϒ quantifies the observed variation hidden behind a partial 
dependence function into one single and interpretable value that is close to 1 (for 
small variation) and close to 0 (for strong variation) by integrating over the 
distribution P(Xs).

 
Fig. 4. ICE curves for the variable duration (left) and simulation results for the computation time 

based on subsamples of different size, as well as the resulting distribution of Ŷ  for the variable 
duration (right).

Source: authors’ own.
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Another issue of PDPs is their extrapolation to areas where little or no training 
data is available (Hooker and Mentch, 2019, Molnar et al., 2020b). Note that 
explainability as a global measure reflects the distribution of the training data w.r.t. 
the predictor variables, i.e. a large value of ϒ does not prevent from misinterpreting 
extrapolations of the model outside the range of the training data.

Note that for the individual curves in an ICE plot, the values of xs are varied 
regardless of how likely they are to occur, conditional on xic, which might be 
misleading. ϒ, in addition, takes into account the joint distribution of variables from 
Xs and Xc, as from each curve only the observed points xis (dots in the graph) are used.

2.6. Computational considerations

For the common implementations of partial dependence plots, e.g. those in 
Greenwell (2017), Biecek (2018) and Molnar et al.,(2018), the scope consists in 
visuali-sation of the PD curve and it is sufficient to restrict on computing  sPD  for  
a subset grid of the data. In contrast, ϒ  accounts for distribution P(Xs), and thus 
requires computation of the partial dependence  ( )s iPD x  for all observations.

Computation of  ( )s iPD x  requires the Cartesian product s cx x⊗  of the two 
variable subsets xs and  xc of the data, therefore the calculation of  for given data is 
O(n2) in the number of observations n with regard to both computation time and 
memory usage. In order to circumvent this issue arising with large sample sizes, an 
alternative consists in its computation on a random subsample of the xis, i = 1, ..., n. 
Note that a similar approach was proposed to reduce the computation cost for Shapley 
additive explanations (Strumbelj and Kononenko, 2014), where random subsets of 
variables are used in order to avoid enumerating all possible permutations of variable 
subsets. Naturally, this trades off with the variance of the estimate. Figure 4 (right) 
illustrates both the reduction in (average) computation time (dashed line) as well as 
the increasing variability of the estimates (box plots) for 50 random samples of the 
xs using an INTEL Xeon CPU E3-1505M v5 2.8Ghz 8 core with 32GB RAM.

3. Maximising explainability

3.1. Based variable selection

According to Table 1 (column ϒ ), ϒ can be used to compare different variables 
with regard to their ability to explain a model (using a PDP). Consequently, a forward 
variable selection can be carried out to maximise the explainability of a model with 
as few variables as possible (cf. Algorithm 1). Note that, as opposed to traditional 
variable selection or variable importance, the variables here are not selected with 
regard to the model’s performance but rather with regard to the degree of explanation 
that they provide for an existing model.
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Source: authors’ own.

3.2. Application to the South German credit data

Table 1 (column  kϒ ) provides an example of variable selection based on ϒ to 
maximise explainability (the step number is indicated in column k): a PDP of only 
two variables already provides an explainability of 0.304 and for dim (Xs) = 5 (/9/12) 
an explainability  dim( )sXϒ  = 0.5 (/0.8 /0.9) is obtained. Figure 5 shows a trellis 
visualisation (Cleveland, 1993) of a two-dimensional PDP (as implemented in e.g. 
Greenwell, 2017) for the two variables: status account and duration, with the highest 
explainability. It reveals the same trend of increasing risk with longer maturity times 
for all status levels of the account, but an observable interaction exists for existing 
accounts with a low or negative balance where the increase in risk is stronger.

Fig. 5. 2D PDP for the variables status account and duration.

Source: authors’ own.
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Although in general, partial dependence functions are not restricted with regard 
to the dimension of  Xs, their visualisation is limited to one or two dimensions. For 
more than two variables one can create scatterplot matrices (Cleveland, 1993), but 
this still does not allow to visualise higher order interactions between variables. This 
should be kept in mind when partial dependence plots are used to explain black box 
machine learning models. For the random forest model on the South German credit 
data, the most explainable two-dimensional PDP from Figure 5 only explains 30% of 
the variation of the model’s predictions.

Conclusion

In recent years, several failures of AI applications have occurred. As a result, 
regulatory requirements for business applications of machine learning and the ongoing 
hype around the methodology for explainable AI (XAI) have emerged, but a unified 
framework on up to what extent the explanations by XAI can be misleading is still 
missing. Hence, a methodology was presented that allows to analyse to what degree 
predictive black box machine learning models can be explained by partial dependence 
plots. The framework provides both a graphical analysis of the mismatch between the 
PD curve and the predictions by the model in terms of PX-plots, as well as a measure 
(ϒ) to quantify explainability of a model by a PDP on an interpretable scale. An 
algorithm was presented to maximise explainability with a low-dimensional PDP.

The proposed methodology was applied in this study to the publicly available 
South German credit data using a random forest model. It appears that a reasonable 
and well-interpretable partial dependence curve as it is observed for the variable 
duration, can still deviate noticeably from the predictions of the model – which has 
to be taken into account when explaining it. The proposed measure of explainability 
ϒ can help to support business decisions by validating the model’s interpretability. A 
PDP of the two most explainable variables, i.e. status account and duration, is more 
appropriate in order to understand how the model behaves.

In general, the explainability of the model becomes better when an increasing 
number of variables are taken into account, but for >2D PDPs can no longer be 
visualised and thus an analyst will not be able to understand any high-order 
dependencies that impact on the model’s predictions. An R package with imple-
mentations of the described methodology is available on Github under https://github.
com/g-rho/xPDPy.

Note that the proposed measure of explainability ϒ only reflects the difference 
between the partial dependence curve and the predictions by the model under 
investigation, which is an important but not the only aspect of interest with regard to 
explainability. For example, individual conditional expectation (ICE) plots allow for 
a visual analysis whether the individual curves for all the observations show the 
same trend. Yet, currently there is no objective measure to quantify this – which 
could be a scope of future research.
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There is also a need for ongoing research to develop methodology to understand 
high order interactions, e.g. based on the ideas presented in Britton (2019), and 
Gosiewska and Biecek (2019). Psychology provides a reasonable number of 
dimensions that can be simultaneously assessed by humans, there seems to be 
somewhere around seven (Miller, 1956), while naturally there might be differences 
depending on the experience of the analyst. However, it is questionable to what 
degree humans will ever be able to understand nonlinear high-order interactions. For 
this reason, the proposed measure can be considered as a tool to quantify the degree 
of explainability of a black box machine learning model.

Molnar et al. (2020a) suggested an approach to simultaneously optimise a trade-
off between predictive accuracy and interpretability. In contrast, other authors claim 
to rather use interpretable models (Rudin, 2019) which may trade off with predictive 
power (but not always, cf. e.g. Buecker et al., 2021). To conclude, the benefits of 
more complex but uninterpretable models over interpretable ones should be careful-
ly analysed during model selection.

An important challenge consists in the development of fair scoring models 
(Kusner and Loftus, 2020; Szepannek and Luebke, 2021) and future research on this 
topic will be based on causal inference (cf. e.g. Luebke et al., 2020 for some 
examples). According to the results of Zhao and Hastie (2019), partial dependence 
curves can be used for this purpose. This makes the suggested measure of 
explainability also an important concept on the road towards developing fair scores.
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1. Introduction and literature

Due to their business active ties, banks are exposed to a wide range of risk. Given 
the fact that banks have a substantial impact on the financial sector and the national 
economy as a whole, they are under banking supervision in order to avoid their 
bankruptcy. The main goal of banking regulation is to ensure that banks hold 
sufficient amounts of capital necessary to cover their risk exposure (Hull, 2018). 
Banking regulation cannot eliminate all sources of bankruptcy, since it is not possible, 
but its aim is to ensure that risk exposure is reasonable, and the probability of 
bankruptcy is sufficiently low (Skoglund and Chen, 2015). By regulating this sector, 
governments seek to create a stable economic environment, where households and 
enterprises have confidence in the banking sector.

In commercial banks, the need for liquidity results from fact that their cashflow 
profile is uncertain. Banks have to make sure that they can cope with increased 
outflows and potentially decreased inflows in any given time, for these changes 
might be fully unexpected (Smolík, 1995). From the terminology point of view, one 
can come across the concepts of liquidity and liquidity risk. Some authors tend to use 
these concepts interchangeably, however, it is beneficial to distinguish between the 
two. Farahvash (2020), suggested that liquidity can be defined as ability to repay 
obligations in time of their maturity and capability to transform any asset to cash by 
market price. From this point of view, measuring liquidity stands for the estimation 
of the expected development, while the measurement of liquidity risk represents the 
estimation of the negative deviation from the expected development with a given 
probability. Liquidity risk monitoring was further elaborated by, for example 
Cucinelli (2013), Drehman and Nikolaou (2013), Hong et al. (2014), Ippolito (2016) 
and Khan (2017).

It is also necessary to distinguish between liquidity and the solvency of a financial 
institution (Scannella, 2016). The theoretical concept of both risks is similar but not 
the same. Liquidity represents the ability of  a bank to manage cash outflows promptly 
and economically relevantly, while solvency is related to a bank’s ability to repay its 
obligations in the long term, and is linked mostly to a sufficient amount of own funds 
of a bank.

The first serious attempt to unify liquidity risk management across different 
institutions and countries was A framework for measuring and managing liquidity 
created by the Basel Committee for Banking Supervision (1992). However, it did not 
succeed in the methodology definition, nor in the motivation of bank institutions to 
increase consistency and improve their processes in the field of liquidity risk 
monitoring. The BCBS introduced several definitions of liquidity risk and the 
development of its management and regulation, but progress in this topic was 
remarkably slow and inadequate to the speed of the banking industry’s development. 
In 2006, this approach to liquidity risk management was still very notable among 
banks, and regulators insisted on the development of different heterogeneous models 
for liquidity profile evaluation (Castagna and Fede, 2013).
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The crisis that began in 2007 showed that the banking sector was completely 
unprepared for the management of strong liquidity shocks, and the models used by 
banks for liquidity crisis forecasting turned out to be ineffective. In the same manner, 
the models applied by the regulatory institutions were also overly optimistic. The 
measurement and management of liquidity risk were not considered a priority among 
bankers, and the literature dedicated to this topic also failed to cover this as a whole, 
resulting in the non-existence of any integrated management process of liquidity risk 
(Giordana and Schumacher, 2013).

Scannella (2016) distinguished between two types of liquidity risk: funding and 
market liquidity risk. Market liquidity risk can be caused either by external factors 
(such as the condition of the financial markets) or internal factors (such as the size 
and structure of the financial institutions’ bond portfolio). Funding liquidity risk is 
identified by the fact that the bank is not able to manage the expected or unexpected 
cash outflows effectively. In other words, this occurs when a bank cannot satisfy its 
obligations in time of maturity. Among the sources of funding liquidity risk one can 
include:
 • liquidity mismatching risk – a mismatch between the size and maturity of cash 

inflows and outflows,
 • liquidity contingency risk – future events may cause an increased need for 

liquidity,
 • intraday liquidity risk – the inability to settle payments throughout the day and 

fulfill collateral requirements.
The reviewed studies and publications focus on intraday liquidity monitoring by 

means of parametric methods. The aim of this research was to outline the possibility 
of using a non-parametric simulation method. Inflows and outflows are not generated 
using a known or assumed distribution. This study was based on the use of an 
empirical distribution, which allows avoiding erroneous assumptions.

1.1. Intraday liquidity

Apart from strategic liquidity risk management over longer time horizons, banks 
must also deal with the availability of liquidity throughout each business day. They 
ought to have a sufficient amount of resources to settle all cash operations which are 
due on a given day and time of their maturity. The sources of intraday liquidity are 
highly liquid assets which are available throughout the banking day for the settlement 
of payments. The management of intraday liquidity needs represents a set of metrics 
and procedures carried out in order to secure the timely settlement of obligations 
(Ball et al., 2011, Farahvash 2020). Banks as intermediary institutions execute  
a large number of payments, which can be either cash inflows – the bank is the 
recipient of the cashflow/s – the bank sends money to another bank. The volume and 
multitude of cash inflows and outflows may significantly vary throughout the day. 
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An extensive number of cash outflows may lead to problems related to insufficient 
resources available for settlement. Managing intraday liquidity must play an 
important role in the risk management of a bank (Soprano, 2015).

Settlement of payments entered by clients into the banking system is realised in 
minimum reserve requirements (MRR) accounts, which banks must have in the 
central bank of a given jurisdiction; for Slovakia, this is the National Bank of 
Slovakia (NBS). The minimum reserve requirement is a given amount of money  
that banks must hold in the NBS on MRR accounts. The minimum requirements are 
determined for 6-week periods, based on the bank balance sheet. The required  
pre-set amounts of money have to be available in the central bank, on average over 
the maintenance period. Due to the settlement of intraday payments, banks tend to 
have much higher resources allocated in MRR accounts as prescribed by the 
regulations. Payments between banks are usually realised by means of Real-Time 
Gross Settlement payment systems (RTGS). In terms of the eurozone, the most 
important is TARGET2. One can simply say that all payments in TARGET2, which 
is the bank – either a sender or a recipient – are deducted or added to the MRR 
account. For this reason, banks tend to maintain sufficient amounts of cash in MRR 
accounts.

Intraday liquidity management came into the domain of the BCBS and in 2013 
Monitoring tools for intraday liquidity management was published. This document 
defined the basic concepts and approaches to the measurement and management of 
liquidity cash flows during the day, according to which banks should perform the 
following activities:
 • measurement of expected daily gross liquidity inflows and outflows and anticipate 

their timing where possible,
 • monitoring of intraday liquidity positions in terms of expected activities of  

a bank,
 • securing of sufficient funding sources to cover intraday liquidity needs,
 • management of timing of cash outflows in line with intraday objectives,
 • development of plan how to proceed in cases of unexpected intraday cash 

outflows.
Sources of intraday liquidity are used throughout the day mostly on payments 

realised by payment systems for correspondent banks, dedicated lines offered to 
clients for intraday usage and unexpected expenses related to the failure of payment 
transactions. Thus the BCBS introduced seven monitoring tools whose aim is to 
identify intraday liquidity needs (BCBS, 2013). BCBS here suggested monthly 
reporting of these tools to regulators, however, their monitoring by banks is expected 
to be carried out on a daily basis. Given that not all of these tools are applicable to 
all banks, they were divided into three categories. The monitoring tools and their 
respective categories are shown in Table 1, and the briefly described tools are 
discussed in this paper.
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Table 1

Intraday liquidity monitoring tools

Category A: Tools applicable to all reporting banks

A(i) Daily maximum intraday liquidity usage
A(ii) Available intraday liquidity at the start of the business day
A(iii) Total payments
A(iv) Time-specific obligations

Category B: Tools applicable to reporting banks that provide correspondent services

B(i) Value of payments made on behalf of correspondent banking customers
B(ii) Intraday credit lines expended to customers

Category C: Tool applicable to reporting banks which are direct participants

C(i) Intraday throughput

Source: based on BCBS (2013).

Category A: Monitoring tools applicable to all reporting banks

 • A(i) – Daily maximum intraday liquidity usage

This tool allows supervisors to monitor bank’s intraday liquidity usage under 
standard operating conditions. The measurement is based on the net balance of all 
payments – sent and received during the day in all central bank accounts or with  
a correspondent bank. The largest net negative position occurred during the day 
stands for maximum intraday liquidity usage. All payments are recorded in order of 
settlement and maxima of liquidity usage is calculated at the end of the day. Cash 
flow CFt in time t stands for inflow In

tCF  when cash flow is positive and outflow 
Out

tCF , when cash flow is negative. Net cumulative liquidity position in time t can be 
expressed as the sum of cash flows up to time t:
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Maximal usage of intraday liquidity is expressed by the largest negative net 
cumulative position and can be written as follows, where n stands for number of 
payments occurred on a given day:
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 • A(iii) – Total payments
This tool is aimed at monitoring of the bank’s payment activity – sent and received 

payments during the day through the central bank account, or with correspondent 
banks. Total inflows and outflows can be expressed in the following way:

 1
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T

In
i

i

total inflow CF
=

=∑
       1

. 
T

Out
i

i

total outflow CF
=

=∑
  
  (3)

 • B(i) – Value of payments made on behalf of correspondent banking customers
This tool is applicable only to banks which provide correspondent banking 

services to other financial institutions. It is calculated as the total amount of payments 
realised in the name of all correspondent banks’ customers.

 • C(i) – Intraday throughput
The last tool is relevant only for banks which are direct participants of payment 

systems. The goal is to measure the share of outflows in a given time period (hourly 
for example) to total daily outflows. Outflows Tot

tOut  profile up to time t can be 
expressed as stated below, where T stands for total number of time intervals into 
which daily cash flows were divided (so denominator stands for total 1 day outflow):

 1
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1.2. Intraday liquidity stress testing

The monitoring tools described previously, provide information about intraday 
liquidity profile of a bank under standard conditions. However, they say nothing 
about how liquidity profiles change in cases of stress situations in the financial 
market, respectively, in the case of stress which occurred because of unavailability 
of funding sources, or due to reputational risk concerning a specific bank. The BCBS 
states that banks and supervisors should also consider intraday liquidity requirements 
in stress conditions. Intraday liquidity stress testing was further elaborated for example 
by León (2012), Pagratis (2017), Roncalli (2021) and Liermann et al. (2021). The 
BCBS proposes general examples of stress scenarios, and banks are encouraged to 
choose which of them are most relevant for their business model. The following 
scenarios are proposed:
 • Own financial stress – the bank encounters stress situations due to counterparties 

declining their payments or denying intraday credit lines. The bank faces a stress 
situation because it will be forced to use more sources of liquidity to prevent 
delaying its own payments.

 • Counterparty stress – one of the major counterparties in the intraday banking 
payment system faces a stress situation that makes it unable to realise payments. 
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This results in a situation where the bank will not receive any payments from this 
counterparty.

 • A customer bank’s stress – which may result in deferring payments to customers, 
generating further loss of intraday liquidity.

 • Market-wide credit or liquidity stress – in the case of crisis in the financial market, 
it might happen that the market value of high liquid assets held for intraday 
liquidity purposes will significantly degrade. A severe decrease in the market 
value or credit ranking of unencumbered liquid assets may result in the 
inaccessibility of intraday liquidity from the central bank because these assets 
might not then meet the criteria for intraday loan anymore.
However, the Basel Committee states that these scenarios serve only as an 

example, and banks are encouraged to define their own stress scenarios. Stress testing 
of intraday liquidity is often required by supervisors during the Supervisory Review 
and Evaluation Process (SREP) as well. Despite the fact that stress testing of intraday 
liquidity is frequently required, no direct methodology of how to proceed has been 
elaborated. In this paper the author introduces the possibilities of using a historical 
bootstrap simulation for the estimation of inflows and outflows in the standard and 
specific under-stress conditions.

2. Methodology

2.1. Historical bootstrap simulation

Bootstrapping is a computationally demanding technique used for the estimation 
of a variety of statistical metrics. Aside from standard statistical approaches where 
inference about population is made from a single sample, bootstrap estimate is based 
on random sampling with a replacement. Bootstrap belongs among a broader class 
of resampling methods and allows to estimate sample distributions of almost any 
statistic. The term ‘bootstrap’ was first used by B. Efron in his paper Bootstrap 
methods: Another look at the jackknife (1979). The importance of this approach 
started to increase with the development of information technology and the creation 
of specialised packages devoted to bootstrap techniques in statistical software. Among 
the most used packages in programming language R (used to perform computations 
in this paper) are the bootstrap package created by Efron and Tibshirani in 1993 
(Efron and Tibshirani, 1993), and the package boot, programmed by A. J. Canty. The 
popularity of bootstrapping techniques has increased thanks to its high flexibility and 
relative simplicity (Hesterberg, 2011).

Suppose one wants to make inference about parameter θ of random variable X 
based on sample data ( )1 2, , , nx x x…  with distribution function ( );F x θ . When the 
probability distribution of random variable X is not known, one replaces the observed 
sample ( )1 2, , , nx x x…  with a new sample obtained from the given sample by random 
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sampling. By following this approach, one obtains one bootstrap sample. To obtain 
a bootstrap estimate of parameter θ of random variable X, one proceeds in  
a following way (Fox and Weissberg, 2018):
 • From observed values ( )1 2, , , nx x x…  of random sample ( )1 2, , , nX X X… , one 

calculates θ̂  as an estimate of parameter θ .
 • Next, B random bootstrap samples are created by a replacement with sample size 

n from observed values ( )1 2, , , .nx x x…  The accuracy of the estimate increases 
with the increasing number of bootstrap samples. A disadvantage of a large number 
of samples is a higher computational complexity.

 • For each of the bootstrap samples one can calculate an estimate of parameter θ  
denoted îθ , where 1, 2, , i B= … .
The concept based on repeated random sampling can also be applied to an analysis 

of intraday cash flows. In this case, the author does not estimate a single parameter, 
but a process – the development of cash flows during the day. The usage of simulatin 
methods in the modelling of non-maturing liabilities was described by Kalkbrenner 
and Willing (2005) and Castagna and Fede (2013). Next, a way to apply this process 
to intraday cash flows is proposed. The main difference is that, while in non-maturing 
liabilities modelling only outflows are modelled, for intraday liquidity modelling 
purposes one must simulate both outflows and inflows and then create net cash flows. 
For modelling the study used following approach:
 • First, denote time horizon T and period [0, T]. In the given case, the time horizon 

is one business day, and inflows and outflows are divided into hourly intervals in 
order to obtain estimates of cashflows on an hourly basis. The start of the business 
day in this dataset is at 7.00 and ends at 18.00. Thus, the time horizon is divided 
into 11 parts (T = 11).

 • Next, simulate B trajectories of inflows and outflows cumulated by hours. Inflows 
and outflows are simulated separately, and each trajectory can be understood as 
one bootstrap sample.

 • Calculate the expected level of cumulated inflows ( )0, iIn T  and cumulative 
outflows ( )0, iOut T  for each step in projection i ∈ {0, 1, …, T} by averaging the 
B scenarios.

 • Next, calculate the stressed level of inflows volumes on confidence level p – 
( )0, p

iIn T  and outflows ( )0, p
iOut T  for each projection step i ∈ {0, 1, …, T} by 

averaging the B scenarios.
 • Finally, denote stress scenarios (by means of choosing confidence level p for 

inflows and outflows) and calculate net liquidity flows for each scenario as the 
difference between cumulated inflows and outflows. For liquidity risk management 
purposes, it is relevant to analyse increase net liquidity outflows, i.e. cash inflows 
will be lower as in standard conditions and outflows will be higher.
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2.2. EWMA historical bootstrap simulation

In the standard bootstrap technique, each element has in every moment the same 
probability of being chosen into the bootstrap sample. Therefore, for each element of 
the sample, the probability of being selected is 1/n (where n is the total number of 
elements in the sample). However, this might not always be the desired state. In this 
case, the subject of analysis are the previously recorded inflows and outflows, and it 
may happen that newer observations reflect the actual situation more accurately than 
older ones, so it could be beneficial to choose newer cash flows into bootstrap 
samples more often than older ones. In this case one can assign a vector of probabilities 
to the selected sample, assigning each element the probability of being chosen by 
using the exponentially weighted moving average – EWMA (Barbe and Bertail, 
1995; Hall and Maesono, 2002). Suppose one has time series of outflows and inflows 
recorded during a given time period (e.g. several days). One calculates cumulative 
inflows and inflows recorded each day divided into hourly intervals, and to each of 
the cash flows a weight is assigned, which denotes the probability of being chosen. 
In the case of EWMA historical bootstrap simulation, this weight will be exponentially 
decreasing as the records are older. The weights assigned to the records can be 
expressed as follows:

 ( ) 1 1 ,
1

r
nW rλ

λλ
λ

- -
=

-
 (5)

where ( )W rλ  stands for weight assigned to r-th record, r is number of elements 
since most actual record to given record, λ is decay factor and n is number of records 
in bootstrap sample (sample size). Weights W represent the probability distribution 
of a record being chosen into a bootstrap sample in any step of the simulation. The 
sum of all weights has to be equal to 1:
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During each record selection, a stochastic process is implemented and a random 
number from 0 to 1 interval is picked. This number (respectively quantile) is approxi-
mated by cumulative distribution ( ) 1
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nQ r λ
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By inverting the function above for each random quantile, one obtains the position 
number r of the bootstrap record to be used in the simulation step. The weight 
function is highly dependent on the choice of parameter λ. Parameter λ must be  
a number higher than 0 and smaller than 1. The smaller the parameter, the more the 
weight function decreases, which means the increasing probability of choosing 
newer records instead of older ones. In the case when the parameter λ is closer to 1, 
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each record has the same chance of being picked and thus the basic bootstrap is 
obtained. 

By the correct choice of λ one can determine the effective sample size. The correct 
sample size can be checked by Kish’s effective sample size (Masuku and Singh, 
2014), which calculates how many elements have the real probability of being 
chosen, and is denoted as a proportion of 1 to the sum of squared weights iw :

 
2

1

1 .Kish n
ii

n
w

=

=
∑

 (8)

3. Data

The analysis was performed on anonymised data from a Slovak commercial bank. 
Data consist in balances in one of the central bank accounts used for settlement of 
transactions, and was modified and cleared of some specific cash flows which 
occurred in a given period that might have violated the results. Additionally, some 
data quality issues and extreme values identified to be of non-random character were 
fixed and excluded from the analysis. The data were recorded from 23/2/2021 to 
30/9/2021, with a gap  (from  4/6  to  18/6)  due  to  insufficient data quality. Outflows

Fig. 1. Cash flows used for the analysis. Cumulative daily amounts of inflows and outflows are 
shown along with net cash flows.

Source: own study.
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and inflows cumulated by days are shown in Figure 1. Net cash flow in time t is 
calculated as follows:

 ( )1   , Net Net In Out
t t t tCF CF CF CF-= + -  (9)

where Net
tCF  stands for net cash flow in time t, In

tCF  is inflow in time t and Out
tCF  

– outflow in time t.

The goal of the analysis was to elaborate a liquidity profile of cash flows by 
means of a historical bootstrap simulation. For this purpose, the author used inflows 
and outflows cumulated by an hour in each recorded day. The main objective was to 
create an intraday liquidity profile under normal conditions and a stressed profile 
which might indicate a level of outflows and inflows in the case of specific stress 
situations described below. The purpose of these scenarios is the better understanding 
of intraday cash flows and identifying the possible need to increase intraday funding. 
It is also a proposal for banks on how to approach intraday liquidity stress testing, 
which is often required by supervisor.

4. Results and discussion

4.1. Historical bootstrap simulation

Outflows   OutCF  and inflows  
InCF  were both simulated separately, and the process 

can be presented in the following steps:
1. Sufficiently large numbers of simulations have to be chosen in order to obtain 

stable results. The number of simulations was set to 100 000, i.e. the number 
when the results were sufficiently stable and calculation time in R was not insuf-
ficiently long.

2. Random sampling with replacement was performed for inflows and outflows. 
Sampling was on hourly basis (e.g. flows for the interval 7:00-8:00 were simu-
lated from cumulated cash flows that occurred only during this hour). Cash flows 
were then added up from 7:00 to 18{00 for all simulations to obtain total cash 
inflow and total cash outflow for the entire day. Inflow for the day can be ex-
pressed in a following way (the same stands for outflow):

 ( )
1

0,   1 , 2, , .,
k

k Ini
i

In T CF i k
=

= ∈ …∑CFIn,    i∈1,2,...,k. (10)

Given that business day starts at 7:00 and ends at 18:00, in total 11 hourly cash 
flows were added up. The visualised trajectories of 100 simulations are shown in 
Figure 2 (outflows are shown with negative operator):
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Fig. 2. 100 simulated inflows and outflows during the day grouped by hour.

Source: own elaboration.

3. Cash flows recorded in all bootstrap simulations distribution function of inflows 
(outflows) in a given time interval (hour). Based on this function, from all the 
simulations one can determine confidence level p – ( ) ( )0, / 0, p p

i iIn T Out T . Thus, 
it can be said that with p% probability, inflows (outflows) are smaller than the 
given inflow (outflow). In these terms, ( )0,5

110, In T  stands for the cumulative 
inflow recorded throughout the entire day in the middle of all the simulations 
lined up in ascending order.

4. After the computation of all the simulations, net cash flows were calculated as the 
difference between the inflows and outflows recorded on given confidence level p:

 ( ) ( ) 0, 0, ,  1 , 2, ,11 .Net p p
i i iCF In T Out T i= - ∈ …  (11)

Inflows and outflows computed for individual hours can be calculated as the 
difference between the actual and previous cash flow on given confidence level:

 ( ) ( ) ( )10,  0, 0, ,    2, ,11.p p p
i i iIn T In T In T i∆ -= - ∈ …  (12)

5. Stress scenarios supposed to simulate intraday liquidity stress were then set up on 
a qualitative basis. For each scenario, different confidence levels were considered.

Base scenario
As a representation of the base scenario, the author chose median cash flows. 

Both cash inflows and outflows amount to the middle simulation in terms of volume, 
therefore this scenario can be expressed in the introduced terminology as ( )0,5 0, kIn T  
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and ( )0,5 0, kOut T . This scenario represents cash flows under standard conditions. 
The resulting gross cash flows are shown in Figure 3 with dashed lines, and hourly 
inflows and outflows with bars.

Fig. 3. Gross cash flows simulated for base scenario.

Source: own elaboration.

Fig. 4. Net liquidity flow – standard conditions.

Source: own elaboration.

Total cumulative inflows in the base scenario reached EUR 114 million and total 
cumulative outflows EUR 125 million. Total payments are one of the previously 
mentioned monitoring tools introduced by the BCBS, specifically A(iii) – Total 
payments, which allows to evaluate the expected amount of total payments. Another 
useful indicator is cumulative net liquidity position. The largest negative net cumulative 
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position stands for the amount of liquidity sources that banks use in standard 
conditions and which therefore must be always available. Net cash flows are shown 
in Figure 4. standard

Fig. 5. Cash outflows profile – base scenario.

Source: own elaboration.

The net cumulative position is represented by the dashed line. The maximum 
stands for the largest positive net cumulative position and basically represents the 
largest amount of additional sources of liquidity available resulting from intraday 
cash operations. The minimum is the largest negative net cumulative position 
representing required sources of funding that banks use during the day. The largest 
positive net liquidity position in the amount of EUR 30 million was reached during 
the 9:00-10:00 time interval, while the largest negative liquidity position in the 
amount of EUR -43 million occurred in the period 14:00-15:00. The net cumulative 
position is related to tool A(i) – Daily maximum intraday liquidity usage. Another 
BCBS tool that can be calculated from simulated cash flows is C(i) – Intraday 
throughput, showing a profile of cash outflows recorded on an hourly basis as  
a proportion to total outflows during the day. This shows which hour requires the 
highest liquidity for settlement of payments. The outflows profile is shown in Figure 
5; on the left y-axis is the amount of outflows in million EUR, while on the right 
y-axis there are relative cumulative outflows up to a given hour. The largest outflow 
in standard conditions occurs during the period 12:00-13:00 in the amount of EUR 
33 million. It is worth noting that the majority of standard outflows happen up to 
14:00, i.e. 91%. This means that outflows in the morning and early afternoon hours 
are highest, and liquidity required in later hours is not that high.

Stress scenarios
The benefit of the base scenario is that it helps with understanding cash flows’ 

behaviour in standard conditions. This section defines several stress scenarios, where 
cash flows should reflect the occurrence of a non-standard event. All these scenarios 
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are specified on a qualitative basis by determining cash flow quantiles from a historical 
bootstrap simulation. It is necessary to point out that in the case of a real stress 
situation, historical data might fail to forecast the correct outcomes, therefore the 
results are just a quantification of the estimate. Four stress scenarios were developed:
1. Reputation crisis,
2. Disruption in RTGS payment system,
3. Increased deposit outflows,
4. Black scenario – bank run.

The first scenario is supposed to reflect a reputation crisis. In cases when the bank 
is exposed to reputation risk, e.g. some negative information about the bank’s ability 
to repay its obligations is shown in the media, even if this information is false it tends 
to influence clients’ behaviour and they might withdraw their money from the bank. 
A decreased amount of inflows might also be expected, because clients will avoid 
sending money to this bank and redirect their cash flows elsewhere. For this scenario, 
simulations ( )0,25

110, In T  and ( )0,75
110, Out T  were carried out. Cash flows for each 

hour will be at the level of 25% simulations with the lowest inflows, and outflows at 
the level of 75% simulations with the lowest outflows (this designation is used for all 
upcoming scenarios).

Fig. 6. Intraday liquidity flows in reputation stress scenario.

Source: own elaboration.

As expected, this change has quite a significant impact on net liquidity position 
and total payments; net position and cash flows are shown in Figure 8. Unlike in the 
base scenario, where net position is close to zero (outflows and inflows are close to 
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equal at the end of the day), in a reputation crisis scenario outflows significantly 
exceed inflows. This impacts on net liquidity flows, which at the end of the day 
amount to EUR -90 million. The largest net negative cumulative position is EUR 
-113 million during the 14th hour, and reflects the amount of liquidity sources that 
must be available in the bank to cover all the obligations due during the day. The 
cumulated outflow reached EUR 165 million, and the cumulated inflow EUR  
83 million.

The second scenario was labelled as a disruption of the RTGS payment system. 
This scenario simulates a situation of an unexpected failure in the payment system in 
the case of a hacker attack, or due to other external impacts that cause situation when 
a bank is unable to accept payments from other banks. Outgoing payments will be 
working without restrictions and this scenario can be defined in line with the former 
designation as ( )0

110, In T  and ( )0,5
110, Out T . In other words, the scenario simulates  

a situation when inflows are zero and outflows are standard. In this case, net liquidity 
outflow will be equal to cumulated outflow from the base scenario and reach  
the highest negative net cumulative position at the end of the day amounting to EUR 
125 million.

Fig. 7. Intraday liquidity flows in RTGS drop-out scenario.

Source: own elaboration.

The third scenario simulates increased outflows due to a higher withdrawal rate 
from deposit accounts, not necessarily because the situation of mass withdrawals is 
due to some bank specific crisis, but just a higher level of standard outflows caused 
by the tax due date or a similar event. Nowadays, corporate clients withdraw their 
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funds at a higher rate to pay off taxes and this might impact liquidity position. In 
addition, the business day before a holiday might record a higher outflow rate from 
retail customers. This scenario should reflect such occurrences, and scenario is 
designed as ( )0,5

110, In T  and ( )0,95
110, Out T  meaning standard inflows and higher 

outflows. In this case, the net liquidity position at the end of the day reached EUR 
-126 million, and the largest negative net cumulative position EUR -157 million 
over the period 14:00-15:00. Total outflows were EUR 240 million and inflows 
remained unchanged to the base scenario in the amount of EUR 114 million.

Fig. 8. Intraday liquidity flows in increased deposit outflows scenario.

Source: own elaboration.

The fourth and the final defined scenario is labelled the black scenario. All the 
aforementioned scenarios are based on the quantile value of a historical bootstrap 
simulation. Given that cash inflows and outflows are strongly positively skewed, 
outflows recorded at tails of distributions might be significantly higher than related 
quantile value. For this reason, the author introduced conditional value-at-risk (also 
referred to as expected shortfall – ES), which can be interpreted as expected loss 
from the values exceeding a given quantile. The study applied this metric on cash 
outflows so that conditional value at risk stands for average outflow from outflows 
that exceed a given percentage of simulations. To project the study’s designation into 
this methodology, ( )0,95

110, Out T  could be labelled as value at risk – ( )_ 0.95VaR Out . 
In order to calculate average outflow from simulations with higher outflows than 
95% of other simulations, there would be conditional value at risk, in other words 
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( )_ 0.95ES Out . Expected shortfall is also a coherent risk measure as it satisfies the 
sub-additivity property, unlike standard VaR (Horáková, 2015).

All the previously mentioned scenarios were intended to deal with a specific field 
of increased liquidity needs during the day. However, the need for liquidity might be 
significantly higher in the case of a bank run, i.e. a situation, when clients, due to 
some reason – most often a reputational problem, start to withdraw all their deposits 
from the bank. It should be noted that for the rest of the risks a negative outcome is 
loss, in the case of inadequate liquidity needs it is bankruptcy. Therefore, a crisis 
related to a bank run is one of the most severe situations banks can face, at the same 
time it is also stressed that this might have no clear cause. Sometimes even an 
incorrect interpretation of some steps carried out by banks can cause that clients 
commence mass withdrawals of their funds. When other clients recognize this 
behaviour, they tend to panic as well, and also withdraw their deposits. This triggers 
off a withdrawal spiral when everyone removes their funds from the bank, and even 
when the bank is otherwise financially healthy it might face severe difficulties to 
withstand the crisis.

Fig. 9. Liquidity flow – black scenario (bank run)

Source: own elaboration.

In the case of a bank run, inflows are expected to decrease and outflows strongly 
increase. For this scenario the author proposed ( )0,1

110, In T  and ( )0,99
11_ 0, ES Out T  

cash flows, reflected by 10% of lowest inflows and outflows being the average from 
1% simulations with the highest outflows. With these assumptions, simulated 
outflows reach EUR 334 million, and inflows EUR 60 million. The net cumulative 
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liquidity position at the end of the day is EUR -274 million, and the lowest recorded 
during period 14:00-15:00 amounted to EUR -300 million. In comparison to other 
scenarios, this time the liquidity needs are much higher. Here it is necessary to note 
that the study did not have historical data with a bank run included (as it is for most 
of the banks), and therefore predicting client behaviour is difficult. The usage of 
historical simulation as shown here may serve as the basis for some expert judgement 
adjustments to the model.

4.2. EWMA historical bootstrap simulation

As already noted, in a standard bootstrap each element has the same probability 
of being chosen for simulation at any step of the simulation. Bearing in mind the fact 
that the author chose records of different age, it might not be the best approach. Older 
data have the same probability of being selected as the newer, even though the latter 
might predict the current situation more credibly. This is valid specifically in cases 
of long time series that were used as entry data for bootstrap simulation. With only 
roughly 7 months of observations being available, this should not be the case, 
however the author carried out the EWMA simulation for the purposes of comparison 
purposes on these dataset as well.

First, one must choose the value for parameter lambda and calculate weights 
( ) W nλ  for all the records in the sample. For the purposes of the EWMA bootstrap 

simulation, it was decided to apply an effective sample size of 3 months, bearing in 
mind that the highest probability of being chosen is linked to the newest record, and 
that the probability is exponentially decreasing when going further back into the 
past. The author chose a parameter lambda equal to 0.9677, and the correctness  
of the chosen value can be verified by Kish’s effective sample size. In relation to 
the sample (observations from 147 days), an effective sample size with the use of  
λ = 0.9677 is equal to 60, what can be considered the average amount of business 
days for three months, and thus parameter λ was chosen correctly.

2
1

1 1 59.95076
0.0167Kish n

ii

n
w

=

= → =
∑

.

By calculating of the weight’s cumulative distribution using Kish’s effective 
sample size of 60 and lambda 0.9677, one obtains the value of 0.8675. This value can 
be interpreted in a way that a randomly chosen cash flow in any step of simulation 
has approximately 87% probability of not being older than 3 months.

( ) 1
1

r

nQ r λ
λ

-
=

-
( )

60

147

1 1 0.9677 0.8675
1 1 0.9677

r

nQ n λ
λ

- -
= → =

- -
.

Due to the high number of simulations, one can also say that cash flows from the 
last three months make up 88% of all cash flows selected into the simulation. This 
results in newest cash flows having a higher impact on the calculated net flows than 
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older ones; however, older records are not completely excluded – just their impact  
is smaller. The meaning of EWMA bootstrap simulation increases in situations  
when cash flows behaviour changes in time, e.g. when the bank faces a recent crisis. 
This crisis is then reflected in an EWMA simulation with a higher impact than in the 
basic one.

Basic scenario EWMA
First, simulate the EWMA basic scenario. All the inputs remain the same, only 

the probability for each record to be chosen is different and determined by the weights 
function. The cash flows simulated by the EWMA methodology are shown in Figure 
10 (net flows from the basic simulation are also shown for comparison). The net 
liquidity flow is in this case EUR -25 million, and the largest negative net cumulative 
position is EUR 60 million during the period 14:00-15:00. The net liquidity position 
is worse by EUR 14 million, in comparison to the basic bootstrap methodology. One 
can conclude that there was a slight worsening of net liquidity positions in the 
EWMA simulation, due to higher outflows in the last months shown in the sample. 
Total inflows reached EUR 108 million (+6 m EUR) and total outflows were EUR 
133 million (+8 m EUR). Changes in the outflows profile were minimal.

Fig. 10. Cash flows – EWMA basic scenario.

Source: own elaboration.

Stress scenarios EWMA and comparison to basic bootstrap
In stress scenarios, the differences between basic and EWMA simulation are 

negligible, which confirms that no period of recent stress was visible in the data. Due 
to slight differences between the basic and EWMA stress scenarios, the author 
introduced only a net liquidity flows comparison. The biggest difference was found 
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during the first few hours in the third scenario related to increased outflows. In the 
first hour of a working day this difference reached EUR 43 million, and in the second 
EUR 24 million. The difference in net flows at the end of the day, however, was 
almost zero. The first and the second scenarios (reputation and RTGS failure, 
respectively) yielded better results for the basic simulation and a slight worsening 
was observed in the case of EWMA. In general, it can be concluded that there was 
not a very significant difference between both approaches, which was expected – 
given that the dataset was relatively small, and no period of stress occurred in the 
underlying data. A comparison of all the scenarios is shown in Figure 11. The 
numbering of the scenarios follows the order defined above.

Fig. 11. Comparison of basic and EWMA simulated net positions for stress scenarios.

Source: own elaboration.

For the black scenario, the results of the EWMA simulation are better than for 
basic one (net outflows at the end of the day amounted to EUR -287 million for the 
EWMA simulation, and EUR -287 million for the basic one).

As previously mentioned, a comparison of the basic and EWMA bootstrap serves 
mostly as an example. EWMA would be most appropriate when possessing data 
recorded in the past several years; in this case one might want to increase the effective 
sample size to e.g. one year. From the long-term point of view, it is also necessary to 
stress that cash flows have a notional value. If data were taken from several years, 
the real value of older cash flows might be different from the notional one in that 
time. This is important with respect to the actual trend of increased inflation. If 
inflation persisted, cash flows recorded before this period might look small in 
comparison to actual amounts, however, in time of their realisation they might appear 
higher. This might lead to an underestimation of stress outflows in current conditions. 
For this reason, in the case of the biggest dataset it might be beneficial not only to use
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Table 2

Comparison of scenarios. Base and EWMA simulation (million EUR)

Scenario Cumulated 
inflow

Cumulated 
outflow

Net position  
end of day

Net position  
Max

Net position 
Min

Basic 113.78 -124.62 -10.84 30.43 / 9:00 -42.77 / 14:00
Basic EWMA 108.43 -133.16 -24.73 21.29 / 9:00 -59.57 / 14:00
1 sc. In_0,25/Out_0,75 82.17 -165.16 -82.99 0 / 7:00 -113.04 / 14:00
1 sc. In_0,25/Out_0,75 EWMA 76.26 -170.45 -94.20 0 / 7:00 -125.76 / 14:00
2 sc. In_0/Out_0,5 0.00 -124.62 -124.62 0 / 7:00 -124.62 / 17:00
2 sc. In_0/Out_0,5 EWMA 0.00 -133.16 -133.16 0 / 7:00 -133.16 / 17:00
3 sc. In_0,5/Out_0,95 113.78 -240.10 -126.32 0 / 7:00 -157.03 / 14:00
3 sc. In_0,5/Out_0,95 EWMA 108.18 -234.88 -126.71 0 / 7:00 -160.39 / 14:00
4 sc. In_0,1/Out_ES_0,99 60.22 -334.30 -274.07 0 / 7:00 -300.49 / 14:00
4 sc. In_0,1/Out_ES_0,99 EWMA 56.97 -317.61 -260.64 0 / 7:00 -286.83 / 14:00

Source: own elaboration.

the EWMA bootstrap but also to recalculate the cash flows to their actual fair value. 
The final comparison of all the scenarios and their cumulative cash flows and net 
positions is presented in Table 2. 

Conclusion

Liquidity risk is one of the major banking risks, especially bearing in mind that 
the results of the liquidity crisis might be severe not only for the bank itself, but 
could also spread through the entire financial system. This paper focused on one 
particular part of liquidity risk management in commercial banks – intraday liquidity 
cash flows management. The research was based on Monitoring tools for intraday 
liquidity management framework (BCBS, 2013). The Basel Committee also encouraged 
banks to perform stress testing of intraday liquidity, however, no detailed approach 
on how to do that was suggested. This research focused on providing a relatively 
straightforward and easily repeatable solution of doing that by means of a historical 
bootstrap simulation.

The approach was introduced on the anonymised data of bank inflows and 
outflows occurring during the day, grouped by hour as recorded from February to 
October 2021 in a commercial bank operating in the Slovak Republic. Four stressed 
scenarios were suggested, however they served only as an example, and other 
scenarios can be developed in the same manner. The biggest limitation of this solution 
is, naturally, relying on historical data. In the case of a real stress situation, there is 
no guarantee that cash flows would behave in the same way.

Cash flows were cumulated by hour, and the entire simulation was carried out on 
an hourly basis, however different time intervals can also be considered as well. With 
the hourly approach, stress testing could be performed at any given hour of the day 
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(not just from the start of business hours at 7:00, but e.g. at 12:00). Through this 
approach one could stress cash flows for only the remaining part of the day. For 
example, by starting the prediction at 14:00, most of the outflows would have 
occurred up to this hour (91%), and therefore the resulting net flows might not be as 
severe as in a full-day simulation.

This paper also deals with cash flows in their notional amount. This information 
itself does not directly reveal if the amount is high or not. All inflows and outflows 
occur in the bank’s current account of obligatory reserves in the central bank. For  
a determination of the severity of outflows in stress scenarios it might be beneficial 
to compare their amount to the average level of the bank’s reserves in the central 
bank. If this ratio is high, it means that banks rely on a bigger portion of their reserves 
for intraday payments purposes and an increase of these outflows might cause 
problems for the banks to cover them promptly. Vice-versa, lower percentage ratio 
signals that banks use only a small portion of their reserves on intraday transactions 
and their liquidity reserves are at a sufficient level.

A limitation of the research was also the fact that the author had access only to 
information about cash flows but no information as to where the outflows go or from 
which bank the inflows come from. Another suggestion for stress scenarios could be 
a counterparty or a country-specific stress focus on countries from which the most 
inflows usually come, and which carry out bigger transactions. Additionally, 
information whether cash flow is related to retail, corporate or treasury operation 
might be of interest and provide additional insights into cash flows structure. To 
obtain this information, further research of this issue is planned in order to understand 
the intraday liquidity position as well as possible.
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APPENDIX
Results of simulations (million EUR)

Base scenario (basic bootstrap) 

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 5,614 -12,662 -7,047 5,614 -12,662 10%
8:00 3,144 -4,330 -8,233 8,758 -16,992 14%
9:00 44,339 -5,678 30,428 53,098 -22,669 18%
10:00 4,326 -24,197 10,557 57,423 -46,866 38%
11:00 4,456 -7,045 7,968 61,879 -53,911 43%
12:00 4,977 -32,686 -19,741 66,857 -86,598 69%
13:00 4,854 -26,575 -41,461 71,711 -113,172 91%
14:00 3,498 -4,807 -42,771 75,209 -117,980 95%
15:00 26,486 -2,354 -18,639 101,695 -120,333 97%
16:00 3,307 -4,283 -19,615 105,002 -124,617 100%
17:00 8,778 0,000 -10,837 113,780 -124,617 100%

1. stress scenario – reputational crisis (basic bootstrap) 

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 2,670 -20,515 -17,845 2,670 -20,515 12%
8:00 1,746 -6,258 -22,357 4,416 -26,773 16%
9:00 19,886 -11,842 -14,313 24,302 -38,615 23%
10:00 4,694 -38,447 -48,066 28,996 -77,062 47%
11:00 4,535 -8,463 -51,994 33,530 -85,525 52%
12:00 4,410 -35,694 -83,278 37,941 -121,218 73%
13:00 4,215 -30,886 -109,949 42,156 -152,105 92%
14:00 2,934 -6,024 -113,039 45,090 -158,129 96%
15:00 25,704 -2,257 -89,593 70,793 -160,386 97%
16:00 3,112 -4,777 -91,258 73,905 -165,163 100%
17:00 8,269 0,000 -82,989 82,174 -165,163 100%

2. stress scenario – RTGS drop-out (basic bootstrap) 

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 0,000 -12,662 -12,662 0,000 -12,662 10%
8:00 0,000 -4,330 -16,992 0,000 -16,992 14%
9:00 0,000 -5,678 -22,669 0,000 -22,669 18%
10:00 0,000 -24,197 -46,866 0,000 -46,866 38%
11:00 0,000 -7,045 -53,911 0,000 -53,911 43%
12:00 0,000 -32,686 -86,598 0,000 -86,598 69%
13:00 0,000 -26,575 -113,172 0,000 -113,172 91%
14:00 0,000 -4,807 -117,980 0,000 -117,980 95%
15:00 0,000 -2,354 -120,333 0,000 -120,333 97%
16:00 0,000 -4,283 -124,617 0,000 -124,617 100%
17:00 0,000 0,000 -124,617 0,000 -124,617 100%
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3. stress scenario – increased outflows (basic bootstrap) 

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 5,614 -33,157 -27,543 5,614 -33,157 14%
8:00 3,144 -20,037 -44,435 8,758 -53,194 22%
9:00 44,339 -44,017 -44,113 53,098 -97,211 40%
10:00 4,326 -38,897 -78,684 57,423 -136,107 57%
11:00 4,456 -8,795 -83,023 61,879 -144,903 60%
12:00 4,977 -45,036 -123,082 66,857 -189,939 79%
13:00 4,854 -35,356 -153,584 71,711 -225,295 94%
14:00 3,498 -6,945 -157,031 75,209 -232,240 97%
15:00 26,486 -2,597 -133,143 101,695 -234,837 98%
16:00 3,307 -5,266 -135,101 105,002 -240,103 100%
17:00 8,778 0,000 -126,323 113,780 -240,103 100%

4. stress scenario – bank run (basic bootstrap) 

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 1,124 -105,512 -104,388 1,124 -105,512 32%
8:00 1,431 -8,898 -111,855 2,555 -114,410 34%
9:00 7,416 -32,482 -136,921 9,971 -146,892 44%
10:00 3,815 -69,070 -202,176 13,785 -215,962 65%
11:00 3,470 -9,985 -208,692 17,255 -225,947 68%
12:00 3,382 -52,329 -257,639 20,637 -278,276 83%
13:00 3,256 -40,472 -294,855 23,893 -318,749 95%
14:00 1,895 -7,534 -300,494 25,788 -326,282 98%
15:00 23,989 -3,035 -279,541 49,777 -329,318 99%
16:00 2,675 -4,980 -281,845 52,452 -334,297 100%
17:00 7,771 0,000 -274,074 60,223 -334,297 100%

Base scenario (EWMA bootstrap) 

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 5,865 -12,662 -6,796 5,865 -12,662 10%
8:00 2,827 -4,679 -8,648 8,692 -17,340 13%
9:00 36,469 -6,535 21,286 45,162 -23,875 18%
10:00 4,168 -29,021 -3,568 49,329 -52,897 40%
11:00 4,955 -8,355 -6,968 54,284 -61,252 46%
12:00 6,002 -31,956 -32,921 60,286 -93,208 70%
13:00 3,258 -27,184 -56,848 63,544 -120,392 90%
14:00 3,223 -5,950 -59,575 66,767 -126,342 95%
15:00 28,562 -2,220 -33,233 95,329 -128,562 97%
16:00 3,789 -4,593 -34,038 99,118 -133,155 100%
17:00 9,309 0,000 -24,729 108,426 -133,155 100%
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1. stress scenario – reputational crisis (EWMA bootstrap) 

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 3,059 -20,515 -17,456 3,059 -20,515 12%
8:00 1,281 -7,969 -24,144 4,340 -28,484 17%
9:00 13,881 -16,240 -26,503 18,222 -44,724 26%
10:00 4,100 -35,412 -57,814 22,322 -80,136 47%
11:00 4,758 -10,263 -63,319 27,080 -90,399 53%
12:00 4,794 -34,527 -93,052 31,874 -124,926 73%
13:00 2,916 -30,961 -121,097 34,791 -155,887 91%
14:00 2,645 -7,307 -125,758 37,436 -163,194 96%
15:00 26,749 -2,421 -101,430 64,185 -165,615 97%
16:00 3,468 -4,837 -102,799 67,653 -170,452 100%
17:00 8,604 0,000 -94,195 76,257 -170,452 100%

2. stress scenario – RTGS drop-out (EWMA bootstrap)

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 0,000 -12,662 -12,662 0,000 -12,662 10%
8:00 0,000 -4,679 -17,340 0,000 -17,340 13%
9:00 0,000 -6,535 -23,875 0,000 -23,875 18%
10:00 0,000 -29,021 -52,897 0,000 -52,897 40%
11:00 0,000 -8,355 -61,252 0,000 -61,252 46%
12:00 0,000 -31,956 -93,208 0,000 -93,208 70%
13:00 0,000 -27,184 -120,392 0,000 -120,392 90%
14:00 0,000 -5,950 -126,342 0,000 -126,342 95%
15:00 0,000 -2,220 -128,562 0,000 -128,562 97%
16:00 0,000 -4,593 -133,155 0,000 -133,155 100%
17:00 0,000 0,000 -133,155 0,000 -133,155 100%

3. stress scenario – increased outflows (EWMA bootstrap) 

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 5,614 -75,707 -70,093 5,614 -75,707 32%
8:00 2,827 -1,474 -68,740 8,441 -77,181 33%
9:00 36,469 -12,492 -44,763 44,910 -89,673 38%
10:00 4,168 -42,483 -83,079 49,078 -132,156 56%
11:00 4,955 -12,316 -90,439 54,033 -144,472 62%
12:00 6,002 -38,465 -122,901 60,035 -182,937 78%
13:00 3,258 -34,042 -153,685 63,293 -216,978 92%
14:00 3,223 -9,926 -160,388 66,516 -226,904 97%
15:00 28,562 -2,596 -134,423 95,078 -229,500 98%
16:00 3,789 -5,383 -136,017 98,866 -234,883 100%
17:00 9,309 0,000 -126,708 108,175 -234,883 100%
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4. stress scenario – bank run (EWMA bootstrap) 

Hour Inflow Outflow Net position Cumulative 
inflow

Cumulative 
outflow

Cumulated 
outflow (%)

7:00 1,615 -107,576 -105,960 1,615 -107,576 34%
8:00 1,175 -10,109 -114,895 2,790 -117,685 37%
9:00 5,536 -26,959 -136,317 8,326 -144,643 46%
10:00 3,107 -62,236 -195,447 11,433 -206,879 65%
11:00 3,209 -14,270 -206,508 14,642 -221,150 70%
12:00 3,739 -41,415 -244,184 18,381 -262,565 83%
13:00 2,248 -35,488 -277,424 20,629 -298,053 94%
14:00 1,735 -11,145 -286,834 22,364 -309,198 97%
15:00 24,204 -2,424 -265,054 46,568 -311,623 98%
16:00 2,740 -5,984 -268,299 49,308 -317,607 100%
17:00 7,661 0,000 -260,638 56,969 -317,607 100%

Source: own elaboration.
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1. Introduction

Identifying the level of the socio-economic development as well as its changes is 
a very important research issue both in the theory of economics and in economic 
practice. The level of the development heavily influences the EU regional 
classification in terms of the better and worse developed regions, and the latter in 
turn impacts on the scope of the EU fund allocation in the regions, as well as the 
intensity of state aid made available in the respective territorial units (Matsuura 
2015; Albulescu, Goyeau 2014; Nistor, Glodeanu 2014). Within the EU cohesion 
policy, the regions are classified as richer and poorer and based on that, territorial 
units eligible for EU aid funds are subcategorised. The abovementioned classification 
was, however, conducted solely based on GDP per capita of a particular region as 
well as relating its value to the EU average. The purpose of the report was to specify 
the level of the development of the EU regions, however taking into account of the 
larger number of indicators, not just the GDP per capita.

Researching the core, the cause and the consequences of the process of the level 
of the socio-economic development constitutes the subject of many scientific 
compilations (Dreyer et al. 2006; Mukhametzhan et al. 2020; Jašková, Havierniková 
2020; Vučković et al. 2018; Orlova et al. 2018; Shikverdiev et al. 2019). The regions 
under scrutiny progressed in spatially diverse ways. The increasing discrepancies of 
regional development are one of the core issues of the modern economy, and the 
main goal of the EU cohesion policy is convergence, i.e. activities aimed at decreasing 
the discrepancies in the level of EU regional progression (Beugelsdijk et al. 2018; 
Martin, Sunley 1998; Charron et al. 2014).

The article examines the level of the socio-economic development of all 1,347 
EU NUTS-3 unit subregions (as of 2019), analysed based on 31 indicative factors 
included within the three factors (subcomponents) of regional progression: human 
capital, the environment, as well as the economy. The results were obtained using 
widely accessible Eurostat data. The article was written in order to present the extent 
of the variation of 28 EU regions within 1,347 territorial units of the NUTS-3 level, 
i.e. the third level of Eurostat categorisation of units of territory in a statistical 
manner. The article presents the socio-economic situation of the EU subregions at  
a more detailed level than the one used by the European Commission within the 
cohesion policy, both in terms of the number of subjects of the research and the 
scope of the indicators taken into account. The variation between the level of 
development aimed for, and the actual one demonstrates the level of progression.

A review of the literature within the scope of the factors of regional development 
is presented first, followed by the methodology of the research, together with  
a description of the respective stages of the research procedure. Next, the obtained 
results of the research are examined extensively. In the final section, the conclusions 
as well as the recommendations within the scope of exhibiting the extent of the 
progression between regions are indicated.
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2. Factors of regional development in the subject literature 

The regional development may be considered both in the quantitative and in the 
qualitative dimension. Striving towards an increase in productivity may be considered 
to be quantitative activities, and stimulating the development of certain spheres of 
activity with the simultaneous lack of incentives for other spheres may pass as 
qualitative activities (see: Vučković et al. 2018). It is well worth noting that the 
quantitative dimension of development is economic development, hence it is a notion 
wider than growth, as apart from qualitative changes, it is accompanied by structural 
changes (Bystrova et al. 2015).

In the subject literature one may find numerous reviews of the concepts and 
theories of regional development, some attempting to systematise them, taking 
account of different criteria (Illeris 1993; Martin 2015). The article includes a review 
of concepts of regional development conducted in terms of the factors of the 
development based on two main trends in economics:
 – neoclassical, according to the liberal doctrine, minimising the extent of the 

intervention of the state in business and treating the free market as a regulating 
force;

 – neo-Keynesian, considering state interventionism as indispensable and the most 
important regulatory mechanism of the regional development.
A concept of regional development relating to Smith’s and Ricardo’s theories 

representing the classical school of economics, is the theory of comparative costs. 
Ricardo proved not only the falsehood of the Mercantilists’ beliefs concerning 
international trade, who thought only one party of the transaction obtains benefits, 
but also supported Smith’s arguments on the advantages of free international trade. 
Smith saw the benefits of both partners, if each, thanks to specialisation has a cheaper 
product at their disposal, created using a relatively lower labour input compared to 
their partner (Friedmann 1983). Therefore, the main assumption of the theory is that 
the comparison of the efficiency and the labour cost between two regions shapes the 
level of the development, which is co-operation and international exchange.

Another neoclassical concept is the theory of convergence, formulated by the 
Nobel prize winner, J. Tinbergen. The theory has an immediate relation with  
the comparative cost theorem, and its supporters claim trade exchange between the 
highly and the low developed countries may with time lead to a decrease in  
the variations in their level of progression, going as far as to make even the level  
of generated revenue minus tax in both samples. The exchange between countries, 
the capital increase and the technology advancement are also significant (see: 
Henrekson, Jakobsson 2003).

In the first part of the twentieth century, as opposed to the neoclassical concepts, 
theories emerged connected with Keynes’ doctrine. The previous concepts focused 
on the supply aspect, while Keynes and his followers centred around the demand 
side of the equation. The demand concepts postulate different administrative  
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and management activities directed at creating or reinforcing the factors of  
the progress, such as: boosting export, improving the labour force competencies, 
supporting the development of entrepreneurship, investments in infrastructure and 
creating innovativeness (Li et al. 2019; Diebolt, Hippe 2019; Zemtsov, Smelov 2018; 
Florida 2002).

The importance of innovation in the process of the development between regions 
was emphasised by J. Schumpeter, leader of the Austrian School. In his opinion, 
progress is similar to the process of creative destruction (Emami-Langroodi 2018; 
De Castro et al. 2018). Innovativeness provides a structural transformation and 
growth on the one hand, as well as the destruction of previous socioeconomic 
structures that turned out to have been inefficient and maladapted to the changing 
reality on the other. Some such units are unprepared for such changes. Occasionally, 
some maladapted units or structures have to destroy themselves in order to make 
room for technological transformation.

A novel way of perceiving development, proposed by P. Romer, assumes the 
possibility of collecting the factors of development, meaning the option to achieve 
sustainable development, as well as maintaining and increasing the economic 
differences between the regions. A stable and long-lasting development is termed 
within the concept as an endogenous development. The main stimulating factors are: 
human capital, the financial capital and also the technological advancement of the 
economy. The theory states that the lesser developed regions may not close the gap 
in developmental differences in a manner different than by increasing their 
technological advancement and investing in human competencies (Baklanov 2020; 
Arranz et al. 2019; Rodionov et al. 2018; Benner 2003).

In line with the neoclassical trend, a contemporary model was also created of the 
so-called new economic geography, which combines three factors: transport cost, the 
benefits of an agglomeration and the cost of production flow resources (see: Krugman 
1998). The model established that there is a possibility of the occurrence, and even 
of the intensifying, the differences between regions, which according to Grosse 
(2018) is an effect of the trend of accumulating the factors of development in the 
most developed capital regions of the metropolitan area. New economic geography 
along with the new theory of development have found a widespread use within the 
concept of the policy of endogenous regional development (see: Eshugova 2018). 
According to this theory, the economic development of a particular region depends 
on factors such as: the endogenous material capital, the human and social capital as 
well as the intraregional policy of the development. Regional development should be 
an internal effect, as well as managed by a region “from the bottom” (Gallego et al. 
2010). The conditions for sustainable regional development should be created by an 
efficiently managed regional policy. Thus the concept rejects the neoclassical 
assumption of the “invisible hand of the market” to the benefit of neo-Keynesian 
state interventionism.
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Regional development may take place in a spontaneous manner or in a directed 
manner. The latter is connected with shaping development through stimulating the 
factors of the regional development within the regional policy. The problem of 
regional policy is a subject of lively debate among the exponents of different fields 
of knowledge: economics, geography, law and political science. Defining the regional 
policy leads to some difficulty, especially in the context of the activities taken within 
the structural policy and the cohesion policy of the European Union (Milenković et 
al. 2021). The notions are very often interchangeable, as both the regional policy, the 
cohesion policy and the structural policy have the same purpose which is to decrease 
the economic and social differences between the EU regions (Moroshkina 2020). 
The European Commission (Smętkowski, Dąbrowski 2019) concluded that regional 
policy is a conscious and purposeful activity of the central bodies of the public 
authority directed towards regulating the interregional proportions of development. 
Structural policy is a notion used in the European Union virtually always within the 
policy of cohesion (Downes 1996).

According to Smętkowski (2015), regional policy in the economic dimension 
comprises all forms of state intervention which are directed towards a change in the 
spatial location of the business venture activity. Within such a perspective, it aims to 
correct the effects of the functioning of free market forces directed at ensuring 
economic development, along with a change in income redistribution (Pfirrmann 
1995). From the general perspective, regional policy may be defined as activities 
striving towards maximising of the usability function, i.e. improving the economic 
situation of one or a few regions (Démurger 2001).

To summarise, regional policy is linked with the occurrence of variations in the 
level of the development of the respective regions. Uneven progress made by the 
regions resulting from the decisions of the investors, the workings of the mechanism 
regulating the market, and the factors connected with the geography, lead to different 
amounts of the registered income and the quality of life. The basic task of regional 
policy is thus the necessity to decrease the differences in scale of those phenomena 
(Liu et al. 2018).

Among the factors most frequently mentioned in the literature on regional 
development are: economic aspects and aspects related to human capital. Following 
the literature review, however, a research gap was identified in relation to including 
environmental aspects among regional development factors. This may be caused by 
the difficulty in identifying and insufficient indexing of environmental elements, 
therefore the author of this study decided to address the research gap and include 
environmental aspects in his considerations as one of the most important regional 
development factors. However, due to the limited availability of empirical data 
directly referring to the natural environment, the author is aware of certain 
imperfections related to the construction of a synthetic indicator.
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3. Methodology 

The article provides a confirmed hypothesis according to which the development 
of society and the economy, including the NUTS-3 unit subregion variation in the 
European Union, and its highest level of the said development is noted in the 
territorial units comprising the capitals of countries, and the lowest in the regions 
furthest from the capital units exhibited. The research comprises all NUTS-3 
subregions subcategorised in 28 EU states as at the end of 2019 – 1,347 units in total.

A cross-sectional measure of distance from the assumed pattern was used. The 
research procedure was carried out simultaneously – both statically (based on the 
values of measures as of 2019) and dynamically (based on the change of the value of 
indicators in 2010-2019, i.e. a 10-year period with the most up-to-date data). The 
research procedure consisted of five stages:
(1) an identification of subparts – i.e. the factors contributing to the progression of 

the regions (the so-called subcomponents of the development),
(2) a choice of contributing factors – a construction of a matrix of geographical 

information,
(3) a decrease in the multi-factor space,
(4) a specification of the extent of the social and economic development of the 

researched units,
(5) a classification of the subregions on the scale of the socio-economic progress 

resulting from the data included in a ranking created according to the decreasing 
value of the synthetic measure.

In the first stage, a conducted review of literature comprising the concept of 
regional development demonstrates that the most significant subparts were established, 
i.e. the subparts constituting the progression of the respective areas. A factor 
influencing the progression might be a subpart, a property of the region or an event 
which puts the most pressure on the socio-economic development of a particular 
territorial unit (Khasanova et al. 2020; Naydenov 2019; Feldman 1999; Yun et al. 
2017). In this article, the socio-economic development was characterised based on 
its three subcomponents: human capital, the natural environment, and the economy. 
The ‘human capital’ subcomponent was specified through the indicators presenting 
the population potential of a particular subregion, relating to the migration balance 
and the natural development, the level of education, the birth rate, and the age 
structure. Within the ‘natural environment’ subcomponent, the indicators concerning 
the use of land, the structure of farms, urban waste, the burden connected with road 
transport of goods, and the use of energy for heating and cooling the living quarters 
were also included. Within the ‘economy’ subcomponent, indicators concerning 
entrepreneurship were subcategorized, as well as the GDP, the structure of the 
employment and the scale of innovativeness measured as the number of trademarks 
and consumer goods obtained. All the factors of regional development mentioned 
above are interrelated. In striving towards the competitive development of a particular 
region, these factors should be included in its long-term strategy (cf. Cristina et al. 
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2021). According to Churski (2008), one may thus assume that regional development 
comprises both the dynamic processes occurring under the influence of specific 
factors which determine the character, the direction as well as the speed of the socio-
economic changes, and also the changes purposefully directed at realising the tasks 
within the regional policy. In the research, publicly available Eurostat data were 
used. The author understands the inadequacies and incompleteness of the structure 
of the respective indicators characterising the factors of the development. Specific 
characteristics could be built more precisely, however all the available public data 
taken into account may determine the level of the development of the respective 
subcomponents of the development. It is well worth considering a wider catalogue 
of indicators, e.g. from other sources.

Table 1

Indicative factors analysed in the establishment of the respective area development

The indicative 
factor  

of development
Indicative factors

Human capital 
(11 variables)

the growth rate counted per 1,000 inhabitants (s); the ratio of migration per 1,000 
inhabitants (s); the share of people with higher education in the total population (s); the 
percentage of individuals at working age in the general population (s); the percentage of 
individuals at pre-production age in the general population (s); the percentage of people 
at non-working age in the general population (d); the ratio of people at non-working age 
against one hundred individuals at working age (d); the number of people at non-
working age per 100 people at pre-working age (d); the birth rate in total (s); the 
population median age (d); the average age of women when giving birth (d)

The natural 
environment 
(10 variables)

the area of farming land and the green areas in the area in total (s); the percentage  
of farmers owning farms under the age of 35 in the number of farm owners in total (s); 
the percentage of farms under 5 hectares in the number of farms in total (d); road 
transport of products in tonnes measured against 1,000 inhabitants (d); the noting  
of minor offences and crimes against the natural environment measured against 1,000 
inhabitants (d); the electrical energy exploitation for the purpose of lowering the 
temperature of the living areas (as the average in the EU) (d); the electricity use  
for heating the living areas (as the average in the EU) (d); municipal waste in relation 
to1 inhabitant (d); municipal waste disposed of measured against 1 inhabitant (s); 
accommodation per 1,000 inhabitants (s)

The economy 
(10 variables)

microenterprises in the economic entity number in total (s); the creation of enterprise 
coefficient (s); the number of information sector employees in the general workforce 
(s); the percentage of farming employees in the total number of the employed (d); the 
percentage of professional service sector employees in the general workforce (s); the 
share of the employed in the financial sector in the total number of the employed (s); the 
percentage of the employed in services in the general workforce (s); consumables in 
relation to 1m inhabitants (s); the number of trademarks per 1m inhabitants (s); Gross 
Domestic Product per capita (as the EU average) (s)

Notes: (s) – stimulant, (d) – destimulant, italics – rejected indicators.

Source: own research.
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The subsequent part of the study involved geographical data obtained from  
31 indicating factors (Table 1), highlighting the level of development of the NUTS-3 
parts in 2019 and changes related to its three subparts: human capital, the environment 
and the economy. Next, Pearson’s correlation coefficients were included among  
all the final indicators researched separately for 2019, and separately for their change 
in 2010-2019. It is important for the indicators selected for a synthetic measure  
of distance from the assumed model of the development to be achieved, not to  
be correlated with each other. Thus, the information capacity of the indicators is varied.

The obtained Pearson’s correlation coefficient matrices were the foundation for 
the reduction of a departure variable decrease by means of Hellwig’s method, whose 
purpose was to seclude the indicative features, i.e. those indicators to be included in 
the further research procedure (Balcerzak 2016). In Hellwig’s indicative measure 
decrease method, the correlation coefficients between different variables were 
manipulated for the purpose of the final calculation. The main indicative feature had 
the highest correlation of the value sum of the absolute correlation coefficients with 
the other features (then called the central feature). Next, the variables for which the 
value of the correlation coefficient was bigger than the central value indicated formed 
against the pattern below specified, were eliminated (Nowak 2018):

 
( )

( )

2*
*

2*2

t
r

n t
=

- +
  (1)

where: *r  – the central value of Pearson’s coefficient measuring linear correlation  
[= 0.35], *t  – the t-Student statistic (at p = 0.05), n  – departing indicative measures 
(variables) [= 31]

Next, the varying measures were cancelled which were statistically significant for 
the diagnostic feature (termed as the satellite factors). At each subsequent stage, 
there was a reduction of the correlation matrix by a significant feature as well as the 
lesser significant features. Hellwig’s method was used again by the achievement of 
new decreased value correlation matrices until the set of features is exhausted or 
isolated features were separated (Hauke, Kossowski 2011). The procedure of variable 
reduction was conducted eight times: with respect to the level of the general socio- 
-economic development, and for the level of the development of each of the three 
subparts of the development both in the static dimension (for the data for 2019), as 
well as the dynamic dimension (for the data for 2010-2019).

At the following stage of the research procedure, a model and an anti-model of 
the social and economic progression were specified. The model considered the 
highest standardised values of the respective diagnostic features, and an anti-model 
– their minimum values (Spychała 2020). At the subsequent stage, the diversion of 
every thus examined subregion of the NUTS-3 level from the desired model  
of development formed against the data comprising the pattern specified below was 
established (Reiff et al. 2016):
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where: 0id  – the diversion of the ith subregion from the desired model of development, 
ijz  – the standard value of the jth indicative measure (feature) for the ith subregion, 
0 jz  – the standard value of the j indicative measure (feature) for the pattern of the 

development.
At the last stage of the research procedure, a synthetic measure being an indicator 

of the level of the development in a given subregion was devised for each territorial 
unit of the NUTS-3 level. The value of the synthetic measure was calculated for the 
total level of socio-economic development and separately for each of the three factors 
of development. The synthetic measure was calculated based on the following pattern:
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where iv  – a synthetic measure of the level of the ith subregion development, 0id  – the 
diversion of the ith subregion from the established model of development, 0d  – the 
diversion of the model from an anti-model of development.

A synthetic measure of the extent of the researched development took on figures 
from 0 to 1, noting that the higher its value, the higher the level of the development 
of the researched area. Against the values of the synthetic measures counted, a set of 
the ranked 1,347 subregions of the NUTS-3 stage in the EU countries was established, 
and subsequently divided into five groups:
1. group – extremely high (20% of the areas exhibiting the biggest value of the 

synthetic measure values within the ranking 1-269);
2. group – high (the next 20% of the areas within the ranking 270-539);
3. group – medium (territorial units ranked within 540-808 including their lowered 

position resulting from a particular synthetic measure);
4. group – low (areas within the ranking 809-1,078);
5. group – very low (20% of the subregions with the lowest value of the synthetic 

measure within the ranking 1,079-1,347).
Regarding the research conducted dynamically, areas of the NUTS-3 level for 

which the measure registered the highest value figures (20% of the studied areas) 
were subcategorised into a set of a very big change in the level of the development 
of a specific phenomenon, and the units for which the measure took the lowest values 
(20% of the researched subregions), classified into the group at a relatively low 
change in the level of development of a specific area of research.

In Figures 1 and 2 and in Tables 2 and 3, the research outcomes are presented. 
Table 2 shows the NUTS-3 level units of the highest and lowest values of the synthetic 
measure within the respective factors of the social and economic development counted 
separately for 2019, while Table 3  shows  the  NUTS-3  subregions of extreme figures
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Table 2

The highest and the lowest values of the synthetic measure within the specific factors of regional 
development in 2019

The highest figures of the synthetic measure  
(2019)

The lowest figures of the synthetic measure 
(2019)

Item The NUTS-3 area Value Item The NUTS-3 area Value

Human capital

1 Seine-Saint-Denis (FR) 0.581 1347 Stuttgart, Stadtkreis (DE) 0.139

2 Barking and Dagenham and Havering 
(UK)

0.569 1346 Esslingen (DE) 0.142

3 Val-d’Oise (FR) 0.568 1345 Böblingen (DE) 0.151

4 Thurrock (UK) 0.566 1344 Evrytania (EL) 0.325

5 Mid-East (IE) 0.566 1343 Zamora (ES) 0.360

The natural environment

1 Hautes-Alpes (FR) 0.596 1347 Florina (EL) 0.147

2 Savoie (FR) 0.582 1346 Seine-Saint-Denis (FR) 0.334

3 Primorsko-notranjska (SL) 0.551 1345 Darlington (UK) 0.341

4 Koroska (SL) 0.547 1344 Byen København (DK) 0.348

5 Kerkyra (EL) 0.542 1343 Arr. de Bruxelles-Capitale (BE) 0.356

The economy

1 Camden and City of London (UK) 0.642 1347 Vaslui (RO) 0.027

2 Westminster (UK) 0.554 1346 Kardzhali (BG) 0.029

3 Luxembourg (LU) 0.329 1345 Razgrad (BG) 0.031

4 Tower Hamlets (UK) 0.291 1344 Neamt (RO) 0.033

5 Groot-Amsterdam (NL) 0.244 1343 Silistra (BG) 0.035

The level of the social and economic progression in general

1 Camden and City of London (UK) 0.518 1347 Esslingen (DE) 0.194
2 Westminster (UK) 0.489 1346 Böblingen (DE) 0.202
3 Luxembourg (LU) 0.423 1345 Stuttgart, Stadtkreis (DE) 0.214
4 Tower Hamlets (UK) 0.406 1344 Florina (EL) 0.217
5 Dublin (IE) 0.379 1343 Evrytania (EL) 0.237
6 Groot-Amsterdam (NL) 0.378 1342 Vidin (BG) 0.256
7 München, Landkreis (DE) 0.372 1341 Fokida (EL) 0.258
8 Kensington and Chelsea and 

Hammersmith and Fulham (UK)
0.366 1340 Alto Tâmega (PT) 0.262

9 Miasto Warszawa (PL) 0.364 1339 Terras de Trás-os-Montes (PT) 0.262
10 München, Kreisfreie Stadt (DE) 0.363 1338 Arta, Preveza (EL) 0.264

Source: own research.
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Table 3

Extreme figures of the synthetic measure within the specific factors of regional development  
in 2010-2019

The highest values of the synthetic measure  
(the period of 2010-2019)

The lowest values of the synthetic measure 
(the period of 2010-2019)

Item The NUTS-3 area Value Item The NUTS-3 area Value

Human capital
1 Hagen, Kreisfreie Stadt (DE) 0.606 1347 Oost-Zuid-Holland (NL) 0.270
2 Gelsenkirchen, Kreisfreie Stadt (DE) 0.584 1346 Etelä-Savo (FI) 0.368
3 Salzgitter, Kreisfreie Stadt (DE) 0.581 1345 Kymenlaakso (FI) 0.373
4 Schweinfurt, Kreisfreie Stadt (DE) 0.581 1344 Kainuu (FI) 0.378
5 Ingolstadt, Kreisfreie Stadt (DE) 0.580 1343 Kanta-Häme (FI) 0.384

The natural environment
1 Norrbottens län (SE) 0.422 1347 Florina (EL) 0.160
2 Kerkyra (EL) 0.395 1346 Menorca (ES) 0.212
3 Außerfern (AT) 0.393 1345 Ithaki, Kefallinia (EL) 0.230
4 Grevena, Kozani (EL) 0.389 1344 Fokida (EL) 0.233
5 Västerbottens län (SE) 0.381 1343 Byen København (DK) 0.237

The economy
1 Camden and City of London (UK) 0.388 1347 Pieriga (LV) 0.155
2 Malta (MT) 0.357 1346 Bratislavský kraj (SK) 0.201
3 Westminster (UK) 0.356 1345 Zemgale (LV) 0.207
4 Ilfov (RO) 0.355 1344 Vidzeme (LV) 0.209
5 Wolfsburg, Kreisfreie Stadt (DE) 0.355 1343 Banskobystrický kraj (SK) 0.214

The level of the social and economic progression in general

1 Norrbottens län (SE) 0.371 1347 Florina (EL) 0.255
2 Außerfern (AT) 0.369 1346 Pieriga (LV) 0.264
3 Cluj (RO) 0.361 1345 Fokida (EL) 0.264
4 Västerbottens län (SE) 0.361 1344 Thesprotia (EL) 0.279
5 Vas (HU) 0.359 1343 Oost-Zuid-Holland (NL) 0.281
6 Bucuresti (RO) 0.358 1342 Bratislavský kraj (SK) 0.283
7 Ingolstadt, Kreisfreie Stadt (DE) 0.357 1341 Banskobystrický kraj (SK) 0.284
8 Camden and City of London (UK) 0.356 1340 Ithaki, Kefallinia (EL) 0.285
9 Vilniaus apskritis (LT) 0.356 1339 Etelä-Savo (FI) 0.287

10 Gyor-Moson-Sopron (HU) 0.354 1338 Nitriansky kraj (SK) 0.287

Source: own research.

of the synthetic measure counted for the changes in the period 2010-2019. Figure 1 
contains choropleth maps representing the spatial variation of the level of the socio-
economic development of the NUTS-3 subregions located in the continental part of 
the European Union in 2019 (the UK excluded), as well as the changes of the level  
of development in 2010-2019. Figure 2 shows the division of the NUTS-3 subregions
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Fig. 2. The most developed, medium-developed and socio-economically underdeveloped subregions

Source: own research.

into the most developed (darkest colour), medium-developed and underdeveloped 
(lightest colour). The above classification was made on the basis of the average value 
of the total synthetic measure and its standard deviation.

4. Conclusions from the scientific examination of the selected respective 
factors of development 

The research carried out for the purpose of this study resulted in the spatial 
variation of 1,347 NUTS-3 level subregions in 28 EU countries demonstrated with 
regard to the extent of socio-economic development, and the three subcomponents 
of the development (Figure 1). In the set of units examined, the value of the synthetic 
measure reflecting the level of the social and economic development in 2019 varied 
from 0.194 to 0.518 (Table 2). The value of the measure reflecting the variation in the 
social and economic rate of development of the researched subregions in the period 
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2010-2019 ranged from 0.255 to 0.371 (Table 3). A parallel variation was noted in 
the case of human capital (0.139–0.581 for 2019, and 0.270–0.606 for the change in 
2010-2019), the natural environment (0.147–0.596 and 0.160–0.422, respectively), 
and in the economy (0.027–0.642 and 0.155–0.388, respectively).

It is thus worth noting that the highest variation in the specific areas was observed 
for the economy in 2019, and the biggest similarity of the researched units occurred 
in the case of the changes of the general level of the socio-economic development in 
2010-2019. In the researched subregions, the biggest discrepancies within the scope 
of their economic development, while for human capital and the natural environment 
such big fluctuations were not registered.

Regarding the rate of development of the human capital subcomponent, the most 
significant values of the synthetic measure in 2019 were noted in the following 
subregions: Seine-Saint-Denis (FR – comprising the northern outskirts of Paris), 
Barking and Dagenham and Havering (the UK – forming part of the Greater London) 
and Val-d’Oise (FR – also located in the Île-de-France region), and the lowest – in 
the German subregions: Stuttgart, Esslingen and Böblingen. Their significant place 
within the ranking of the indicated NUTS-3 units was decided by: a high birth rate 
and a positive migration balance, a favourable age structure of the population, as 
well as a significant share of people with higher education. A low position of the 
respective units was decided by: the negative birth rate, and a very high share of 
people at the post-production age in the total number of people. In the group of the 
subregions of the lowest level of the development of human capital, there were the 
NUTS-3 units in which the ageing of the population may be observed. Apart from 
the German subregions (including specifically the ones located in the area of previous 
East Germany), one may thus subcategorise, among others, a high number of 
Portuguese, Spanish, Italian and Greek subregions. Considering the analysis 
conducted in the dynamic dimension, the biggest change in the level of the 
development of the human capital subcomponent in 2010-2019 was observed in the 
German subregions of Hagen, Gelsenkirchen and Salzgitter. Generally, the biggest 
improvement in the human capital in the researched years was noted in the German 
subregions, related to, among others, an increase in the level of the education of the 
population and also a relatively big improvement in the demographic structure 
(resulting from a very unfavourable starting position in 2010). The least significant 
variation in the rate of the development of the human capital impacting factor was 
noted in the areas: Oost-Zuid-Holland (NL), Etelä-Savo (FI) and Kymenlaakso (FI). 
The weaker position of the indicated NUTS-3 level units in the research on the 
change in the level of the development of human capital was influenced by: the 
falling birth rate, the increasing indicator of the demographic burden, and the 
significant deepening of the negative migration balance.

Regarding the factors impacting the condition of the environment, the highest value 
of the synthetic measure in 2019 was observed in the areas: Hautes-Alpes (FR), Savoie 
(FR) and Primorsko-notranjska (SL), and the lowest in Florina (EL), Seine-Saint-
Denis (FR) and Darlington (UK). The position within the ranking of the NUTS-3 



194 M. Spychała  

units was decided by: the number of accommodation places per 1,000 inhabitants, 
a significant share of land used for farming and the green spaces in the area in total, as 
well as the low share of road transport of goods. A high position within the ranking 
within the natural environment, involved tourist areas, located among others in South 
and Central France, in the Alpine region, in Austria, in Northern and Central Italy, on 
the Black Sea coast, by the Polish coast of the Baltic Sea and on the Mediterranean 
islands. A low ranking position was decided by: a low share of the area of farming 
land and the green spare in the area in total, a high number of offences and crimes 
connected with the natural environment per 1,000 inhabitants, and a heavy burden 
connected with road transport of products. When considering the dynamic 
development, the biggest improvement in the natural environment in 2010-2019 was 
observed in the following subregions: Norrbottens län (SE), Kerkyra (EL) and 
Außerfern (AT), and the lowest in Florina (EL), Menorca (ES) and Ithaki, and 
Kefallinia (EL). The lowest position of the studied subregions was decided by: an 
increase in urban waste generated per 1 inhabitant, a decrease in accommodation 
places, and an increase in electrical energy for cooling the living quarters. A high 
position within the ranking of the respective units was decided by: a decrease in the 
nuisance of road transport of products, a high increase in the share of the natural green 
areas in the total area (the biggest improvement was observed in the Austrian subregion 
of Außerfern), as well as a significant increase in the share of the treated waste.

Regarding the rate of development of the economy, the highest value of the 
synthetic measure in 2019 was observed in the British subregion forming part of the 
Inner London: Camden and the City of London and Westminster, as well as in 
Luxembourg (LU) – these NUTS-3 units showed the biggest number of patents 
registered per 1 mln inhabitants, the biggest share of the employed in the financial 
sector in the total number of the employed, as well as the biggest GDP per 1 
inhabitant. The lowest value of the synthetic measure was observed in the following 
units: Vaslui (RO), Kardzhali (BG) and Razgrad (BG) (the biggest share of the 
employed in farming, the lowest number of patents per 1 mln inhabitants, as well as 
a very low GDP per capita). Thus the highest value of the synthetic measure within 
the scope of the economy was observed in the subregions located within the belt 
extending from the British capital region , through Benelux, South-West Germany, 
up to the Alpine region. The value of the measure decreased together with the 
increasing distance from the abovementioned area of the development of the 
economic level. For the dynamic set, the biggest improvement of the economy 
subcomponent in 2010-2019 was registered in: Camden and City of London (UK), 
Malta (MT) and Westminster (UK), and the lowest in the subregions of Pieriga (LV), 
Bratislavský kraj (SK) and Zemgale (LV). The position within the ranking of the 
NUTS-3 units in the dynamic version of the research was decided by: the percentage 
of the professional service sector employees in the general workforce, the share of 
the employed in the financial sector in the total number of the employed, an increase 
in the number of registered patents per 1 mln inhabitants, as well as the share of the 
employed in the information sector and in the communication sector in the total 
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number of the employed. Interestingly, in the group of the subregions in which the 
biggest increase in the economy subcomponent was registered, there was a majority 
of Romanian, Hungarian, Lithuanian, Estonian and Croatian units. Moreover, it  
is worth noting that the value of the synthetic measure within the economy reflects 
to a large extent the level of the general social and economic development of the  
EU areas under study.

5. Discussion – the overall level of the socio-economic development  
of the NUTS-3 regions in the EU member states 

Summarising the results of the research conducted on the rate of the social and 
economic development of all 1,347 NUTS-3 areas in the EU countries, the following 
general remarks can be made. The rate of the overall development in 2019 was 
characterised according to 31 indicators subcategorised as the three indicative factors 
of the development: human capital, the natural environment, and the economy. The 
most significant indicative factor of the synthetic measure was registered in the 
subregions comprising the capitals of the respective countries: Camden and the City 
of London (UK), Westminster (UK) and Tower Hamlets (UK) as parts of London, 
Luxembourg (LU), Dublin (IE) and Groot-Amsterdam (NL). The statement to be 
verified, given at the start of the article, was confirmed. What is more, in the first 
thirty of the best developed NUTS-3 subregions in the European Union, 16 capital 
units were found – comprising the capitals of 11 countries (six units were parts of 
London), and the group of 20% of the best developed subregions numbered 22 out 
of 28 units, including the capitals of the respective EU countries ( constituting 79% 
of their population). Including the dynamic compilation, the biggest improvement of 
the socio-economic development in 2010-2019 was observed in the following 
subregions: Norrbottens län (SE), Außerfern (AT) and Cluj (RO). Among the capital 
subregions, the top thirty places in the ranking were: Bucuresti ( 6th), Camden and 
the City of London (8th), Vilniaus apskritis ( 9th ), Põhja-Eesti (17th position) and 
Luxembourg (30th). The group of 20% of the subregions demonstrating the biggest 
change in the level of the socio-economic development included 15 out of  
28 subregions including the capitals of the respective EU countries (i.e. 54% of all 
the capital regions). Apart from those previously mentioned, the group also included: 
Warsaw ( 42th position in the ranking), Berlin ( 45th), Malta (60th), Sofia (64th), 
Dublin (83th), Stockholms län (92th), Grad Zagreb (93th), Groot-Amsterdam (97th), 
Área Metropolitana de Lisboa (162th) and Madrid (244th). The first half of the 
compilation also included Budapest (450the), Osrednjeslovenska (470th ) and Hlavní 
mesto Praha (609th). Lowest positions among the capitals were taken by: Rome, 
Byen København, Arr. de Bruxelles-Capitale, Athens and Bratislavský kraj (1167th, 
1196th, 1262th, 1304th and 1342th, respectively). Remarkably, the areas exhibiting 
a very high level of social and economic development were usually those units which 
experienced the biggest change in the rate of their development in 2010-2019 (and 
conversely). Apart from the capitals indicated, a group of the subregions of the 
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highest level of the development in 2019 included among others, units located in  
a belt extending from Ireland, through Central England, Benelux, Western and 
Southern Germany up to the Alpine regions (i.e. an area similar to the units 
characterised by the highest level of development of the economy), as well as the 
Danish, Southern Swedish and French-Italian border subregions. The group of units 
of the most significant alteration of the level of socio-economic development – 
outside of the capitals – included above all the subregions from the areas with  
a weaker level of socio-economic development in 2010, and which within the last  
10 years made up for the developmental discrepancies and effectively caught up with 
the richer regions in terms of the level of the development (mainly the Romanian, 
Hungarian, Croatian and the Baltic states’ regions). Conversly, the regions with the 
lowest rate of socio-economic development were the NUTS-3 units located on the 
outskirts and also away from the most advanced areas, including, most notably, the 
NUTS-3 units in Greece, Southern Italy, and the furthest overseas departments and 
dependent units, such as: Martinique, Guadeloupe, French Guyana, Ciudad de 
Melilla, Ciudad de Ceuta, the Azores and Madeira. One may thus conclude that – on 
the one hand – the current level of development of the respective subregions of the 
EU member states to a large extent depends on the means of activities undertaken 
within the last ten years, while on the other hand – the increasingly higher 
developmental discrepancies of the NUTS-3 subregions are noted. To the greatest 
extent, this applies to the level of socio-economic development in the economically 
strongest regions, being mostly capital subregions of the respective countries, and to 
the least extent – to the relatively weaker developed subregions, usually located 
away from the socio-economic centre of Europe, within the belt extending from 
London, through Benelux, up to the Alpine regions. Large developmental 
discrepancies may also be observed in the respective countries. In the examined 
areas of each subregion, there were regions both exhibiting a very high level of 
socio-economic development, and the units classified into the group of the 20% of 
the least developed NUTS-3 units in the respective states.

The conducted research analysis is specific to the related studies, and it was not 
possible to find another publication in which the level of the regional development 
of the EU was first of all conducted in a synthetic manner for all the 28 EU member 
states on the level of all 1,347 NUTS-3 subregions, and secondly, where a synthetic 
measure of development was used for that purpose prepared on the basis of Hellwig’s 
data reduction procedure. The statements of other authors researching regional 
development in the EU, who use other procedures, are however similar. They also 
indicate the largest intensity of development of the capital regions, while the level of 
development usually decreases together with the distance from the most important 
regions. Similarly, analyses concerning the NUTS-2 unit regions by Eurostat, based 
on GDP per capita, classify the capital units among the richest regions. The 
abovementioned compilation thus validates the appropriateness of the achieved final 
criteria – the applied procedure notwithstanding – classifying a specific area into  
a more or less developed group in a correct manner.
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Conclusions

To summarise, it is worth looking into the results relating to the respective 
countries (Table 4). The rate of the social and economic development varied greatly 
also  in  the  respective  countries,  as  shown  in  Table 4 (apart from the countries in 

Table 4

The most and least advanced NUTS-3 subregions in the EU member states in 2019

Country
The most developed NUTS-3 region The least developed NUTS-3 region

The name of the region Value Place The name of the region Value Place

Belgium Arr. de Bruxelles-Capitale 0.359 15 Arr. Veurne 0.309 737
Bulgaria Sofia (stolitsa) 0.326 254 Vidin 0.256 1342
Czech Rep. Hlavní mesto Praha 0.335 119 Karlovarský kraj 0.299 1021
Denmark Byen København 0.352 26 Bornholm 0.292 1148
Germany München, Landkreis 0.372 8 Esslingen 0.194 1347
Estonia Põhja-Eesti 0.353 23 Kirde-Eesti 0.309 738
Ireland Dublin 0.379 5 Mid-West 0.324 294
Greece Andros, Thira, Kea, Milos… 0.320 391 Florina 0.217 1344
Spain Girona 0.330 177 Ourense 0.267 1332
France Hauts-de-Seine 0.352 24 Creuse 0.283 1261
Croatia Grad Zagreb 0.321 370 Vukovarsko-srijemska 

zupanija
0.276 1307

Italy Bolzano-Bozen 0.335 118 Medio Campidano 0.270 1324
Cyprus Kypros 0.338 90 Kypros 0.338 90
Latvia Pieriga 0.315 552 Latgale 0.283 1268
Lithuania Vilniaus apskritis 0.328 217 Utenos apskritis 0.277 1305
Luxembourg Luxembourg 0.423 3 Luxembourg 0.423 3
Hungary Budapest 0.325 286 Békés 0.292 1142
Malta Malta 0.354 21 Gozo and Comino 0.313 592
Netherlands Groot-Amsterdam 0.378 6 Oost-Groningen 0.293 1124
Austria Salzburg und Umgebung 0.349 34 Südburgenland 0.295 1079
Poland Miasto Warszawa 0.364 9 Sandomiersko-

jedrzejowski
0.291 1169

Portugal Área Metropolitana de Lisboa 0.319 426 Alto Tâmega 0.262 1340
Romania Ilfov 0.329 195 Teleorman 0.270 1325
Slovenia Osrednjeslovenska 0.345 47 Pomurska 0.302 930
Slovakia Bratislavský kraj 0.341 64 Trenciansky kraj 0.301 972
Finland Helsinki-Uusimaa 0.343 53 Etelä-Savo 0.266 1333
Sweden Stockholms län 0.359 12 Norrbottens län 0.294 1109
the UK Camden and City of London 0.518 1 Eilean Siar (Western Isles) 0.289 1195

Notes: italics – countries in which only one or two NUTS-3 subregions are separate.

Source: own research.
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which only one or two NUTS-3 subregions are separate, i.e. Cyprus, Luxembourg 
and Malta). The biggest developmental discrepancies measured by the value of the 
synthetic measure were registered in Great Britain. The largest discrepancies in 
socio-economic development measured by the position within the ranking of the best 
developed subregions were observed in Germany. The countries with a strong 
variation in the level of socio-economic development were: Greece, Italy, the 
Netherlands, France, Poland, Spain, Finland, Bulgaria and Romania, whose capitals 
mostly counted as 20% of the best developed subregions, and numerous NUTS-3 
units were found in the last positions of the ranking. Taking into account the value of 
the synthetic measure, as well as the position of the respective NUTS-3 subregions 
within the ranking, the countries showing the lowest developmental discrepancies 
were: Ireland, Estonia, Latvia and Belgium.

In the results discussed here, the most commonly mentioned were the German, 
British and French subregions, therefore one may have an illusion that those features 
are the best (the least) developed. However, a higher frequency of the occurrence of 
the subregions from those countries results from the fact that in Germany there were 
401 NUTS-3 units (30% among all those under study), in the United Kingdom – 179 
subregions (13% of the researched group), and in France – 101 units (7%). This is 
related to the assumption that a NUTS-3 subregion must number – apart from certain 
extraordinary circumstances – at least 150,000 inhabitants, and at most 800,000 
inhabitants, thus the majority of such units were created in the most densely populated 
EU states, and vice-versa.

Table 5 shows a different attitude to the specification of the level of development 
from the perspective of the respective countries. The level of socio-economic 
development was presented, as well as the changes in the NUTS-3 unit subregions 
of the EU member states, taking account of the average values of the synthetic 
measure of all the subregions in a particular country. The highest average value of 
the synthetic measure of the general level of socio-economic development and its 
changes, as well as the ‘economy’ subcomponent was registered in Luxembourg. 
This stems from the fact, however, that in Luxembourg only one NUTS-3 subregion 
was subcategorized, which at the same time is the third most developed EU subregion. 
Among the countries in which at least three NUTS-3 units were subcategorised, the 
highest average value of the synthetic measure of the general level of socio-economic 
development was registered were Ireland, the Netherlands, the United Kingdom, 
Denmark and Belgium, while the highest average of the synthetic measure of the 
changes of the rate of development was observed in Hungary, Romania and Estonia. 
The highest level of development of the ‘human capital’ component in 2019 was 
registered in Ireland, and the biggest change of the subcomponent in the period 
2010-2019 was observed in the German subregions. The most significant value of 
the synthetic measure within the ‘economy’ subcomponent, among the member 
states of at least three NUTS-3 subregions in the static dimension, was observed in 
the Netherlands, and in the dynamic dimension – in Romania. Within the natural 
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environment, the highest value of the synthetic measure in the static dimension was 
registered in Slovenia, and the biggest improvement of the state of the environment 
in 2010-2019 was observed in Estonia. To sum up, it could be thus stated that in the 
analysis of the respective NUTS-3 subregions, dominated German, British and 
French units due to their largest number. Taking account of the average value of the 
respective synthetic measures, the best results were registered for Irish, Dutch and 
Romanian regions. The abovementioned considerations, the conducted research and 
the final figures arrived at, may therefore be a stimulus for further studies, including 
those of future development and shaping the cohesion policy at the subsequent 
stages.
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Regionalizing a Tourism Satellite Account:  
A top-down approach based on existing data sources

Purpose: Developing Tourism Satellite Account (TSA) at regional level is a challenging task for 
any country that wishes to have data for its component regions or its sub-national entities. There are 
numerous conceptual and methodological issues to be faced in such an endeavour. Considering data 
availability, particularly the lack of demand-side data at regional level, the purpose of this paper was to 
employ a top-down method for regionalizing TSA data in Romania at the level of its eight development 
regions.

Design/methodology/approach: This method is based on using multiple regional indicators and 
existing data sources coming from the supply side: tourism statistics, passenger transport statistics, 
culture statistics, administrative data, structural business survey, labour cost survey, as well as national 
and regional accounts.
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1. Introduction

Since tourism does not exist as a separate sector in economic statistics, particularly 
in the national accounts, the statistical instrument of Tourism Satellite Account 
(TSA) was officially proposed more than 20 years ago in order to measure in  
a standardised manner the tourism’s contribution to the economy. In 2010 there were 
a total of 60 countries that embraced the TSA project at national level according to 
an assessment made by the World Tourism Organization (2010). Nevertheless, 
recently at regional (sub-national) level only 14 countries were identified in 2019 to 
have a regional TSA (Frenț and Frechtling, 2020). At the same time, it has to be 
considered that developing TSA at sub-national (regional) level is a much more 
challenging issue compared with national TSA due to “differences in statistical 
resources and systems, in policy priorities and in technical capabilities between 
regions” (Dwyer et al., 2020).

In a certain perspective, one can say that, especially the literature on regional 
tourism satellite accounts (RTSAs) is as old as TSAs in general. The first academic 
paper on this issue seems to be that by Rütter and Berwert (1999). This was even 
before the initial official adaptation of the internationally agreed document on TSA 
by the World Tourism Organization (WTO) in 2001. In 1999, Rütter and Berwert 
proposed a pragmatic way of applying TSAs in some regions of Switzerland which 
was considered to be an input for establishing TSA at national level.

At institutional level, discussions on RTSAs were illustrated by Quevedo (2002), 
and later officially by the WTO (2005). Actually the paper of Quevedo (2002) was 
considered to be “the first time UNWTO referred to a regional TSA” (INRouTe, 
2016). In the same year of 2002, important contributions to the topic of regionalization 
of TSA from the Spanish perspective (seen as a medium-term project at that time) 
were made by Cañada-Martinez (2002). After some years of international 
consultations one should also mention the 2005 WTO conference held in Iguazu 
Falls where a special session was devoted to “Tourism Satellite Accounts: The 
Regional Perspective”. The central paper of this conference prepared by Jones (2005) 
concluded that regions should envisage a regional TSA only where there are policy 
needs as well as statistical systems and proper human resources.

Meanwhile, some pioneering initiatives on regional TSA were made by countries 
such as Norway (Braendvang et al., 2001), Canada (Barber-Dueck and Kotsovos, 
2002), the United Kingdom – Wales and Scotland (Jones et al., 2003; University of 
Strathclyde, 2003), Spain – Andalusia (Working Group, 2004), Denmark (Zhang, 
2005), Finland (Konttinen, 2006) and Australia (van Ho et al., 2008; Pham et al., 
2009).

An important contribution to the topic of RTSAs was also made by Frechtling 
(2009) in the main paper of the 2008 UNWTO Malaga conference on “Measurement 
and analysis of tourism economic contribution for sub-national regions through 
Tourism Satellite Account”. The author proposed some principles for TSA validation 
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and discussed three scenarios for TSA development: under the current TSA condition, 
under the outdated TSA condition and under the non-existent TSA condition; more 
precisely, when a country has a TSA, two options are considered for developing  
a regional TSA: (A) elaborating TSA based on input-output table of a region and (B) 
distributing the TSA macroeconomic aggregates among the regions by a set of 
indicators (p. 189). Option (B) is envisaged in this paper. However, Frechtling (2009) 
warned that “this approach does not produce proper TSAs at regional level, as it is 
inherently a modelling exercise” and used the term “Experimental regional TSA – 
ER-TSA” (p. 196). In this paper one wants to challenge that statement by proposing 
a method where national TSA data are disaggregated at the level of its component 
regions (sub-national entities). While the author of this paper agrees with the term 
ER-TSA, he suggests that the top-down approach (proposed in this paper) does 
produce certain TSA results at regional level that cannot be considered strictly  
a modelled exercise.

Meanwhile, the topic on regional TSAs has also emerged in other countries, such 
as Austria (Smeral, 2010), France – Reunion Island (Perrainn and Jean-Pierre, 2011), 
India (Pandey and Singh, 2013), Belgium – Flanders (Weekers and Maesschalck, 
2014), Poland (Skalska and Dziedzic, 2014), Italy (Maresca, 2014) and Portugal – 
Madeira and Azores (Direção Regional de Estatística da Madeira DREM, 2019a, 
2019b; Serviço Regional de Estatistica dos Açores SREA, 2018). Some RTSAs 
initiatives of other regions within a country should also be added, for instance in 
Spain – Community of Madrid, Basque country, Canary Islands (Cañada, 2013).

At the same time, it is important to include Cañada (2013) as a specific paper for 
regional TSA published by UNWTO which provides some general guidelines for 
developing a regional TSA admitting to be “experimental in character but sufficiently 
complete to cover the essential objectives of a TSA” (p. 30). The author stresses the 
importance of developing interregional origin/destination matrices for tourism 
consumption while recognizing the origin/destination matrices to be “one of the 
most difficult fields for estimating RTSA”. Meanwhile, the author considers two 
fundamental pillars for a RTSA: regional Supply and Use Table (or a partial set of 
regional accounts) and the system of tourism statistics at regional level “used to 
move up from accounting data to the estimation of a TSA” with examples for the 
community of Madrid (p. 31).

Cañada (2013) named two approaches for developing a regional TSA: 
regionalization versus regional estimation. When referring to the first approach it is 
said that it “attempts to apportion territorially certain parts or variables of an available 
national TSA, using different indicators and methods” (p. 1); however Cañada’s 
paper failed to provide any details on how this apportionment should be made 
admitting that his paper is “in line with the second approach”. This second approach 
envisages a separate TSA for a region developed in the same manner as a national 
TSA; obviously, the second approach is more suitable but it is a costly exercise as it 
should be applied only by the regions where tourism is well developed, and moreover 
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where there is a strong regional administration as stated by the WTO (2005).  
A combination of these two approaches has also emerged, and this was well illustrated 
in the case of Australia (Dwyer et al., 2016), and described as a “hybrid approach 
(part bottom-up part top-down)”.

This paper wants to additionally report about another country in the regional TSA 
developments around the world, namely Romania as a case study for a centralised 
country in terms of administrative regional affairs, and thus in the official statistical 
system. A new perspective is highlighted showing a method of regionalization of its 
TSA aggregates by using a pure top-down approach which is based only on the 
existing data sources. This is an evidence-based case that can serve as an example for 
other countries wishing to produce their own rough estimates of TSA at regional 
level. Needless to say, the existence of a national TSA is a precondition to talk about 
regionalization of a TSA, hence the author considered the “under the current TSA 
condition” as proposed by Frechtling (2009).

2. Methodology

Starting from 2013, TSA has been presented annually in Romania at national 
level by the National Institute of Statistics (INS). However, on ad hoc basis, previous 
experimental TSAs in Romania for the reference years 2001 and 2007 that were 
prepared by National Institute of Research Development in Tourism (INCDT) within 
some research projects carried out in the period 2003-2010 also have to be mentio- 
ned. INS publishes TSA data every year in mid-December in a specific publication  
also presenting detailed data (in eight tables of TSA results). The following  
TSA aggregates are calculated at national level in accordance with the TSA:RMF 
(2008) methodology: Internal Tourism Expenditure, Internal Tourism Consumption, 
Gross Value Added of Tourism Industries, Direct Tourism Gross Value Added, Direct 
Tourism Gross Domestic Product and Employment in the tourism industries.

2.1. A step-by-step approach

In order to regionalize these TSA aggregates, the following eight steps were 
employed:
I. Perform a general assessment of the data sources on which national TSA is based 

(see Appendix A in the case of Romania). The purpose is to identify the regional 
breakdown of the data used in the TSA compilation. In principle and if feasible, 
all data sources used at national level should be also employed at regional level. 
However, this is not a recipe for success, as many of these data sources might 
provide data only at national level.

II. Take the national TSA data as reference values in the process of regionalization 
of TSA aggregates. In essence, the top-down approach means the regional 
allocation of TSA data having as a starting point the national TSA.
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III. Since both national and regional accounts are involved in TSA regionalization 
(see Figure 1), the regional accounts as a point of reference are also taken as 
(Cañada-Martinez, 2002).

National
accounts

Territorial distribution

Regional
accounts

National tourism
satellite account

Territorial distribution

Regional tourism 
satellite account

Specific methods 
and sources

Linkage
Methods
Data

_
_

Fig. 1. Regionalization of TSA based on National and Regional Accounts.

Source: Cañada-Martinez (2002), p. 91.

It is important to mention that in Romania, developing regional accounts are 
mainly based on a top-down approach, while mixed methods are applied for 
some industries like electricity production and distribution, mining, fishery, 
postal services, chemical industry (INS, 2019, p. 15) – but none of these are 
related to tourism industries. To be more precise, the rules from regional accounts 
regarding the distribution of gross value added by industries and regions were 
also applied in the case of tourism industries (i.e. different indicators in the case 
of regionalizing air and rail transportation industries).

IV. Setting the general approach – regionalize each of the TSA aggregates through  
a specific procedure. Details on the regionalization procedure of each of these 
aggregates for Romania are presented in Table 1. The data sources pertaining to 
each regionalized TSA aggregated in Romania are presented in Appendix B.

V. Identifying regional indicators to be used to regionalize national TSA data. In 
this endeavour, in the regionalization process the indicators used are “as close as 
possible to the variable to be estimated” (Eurostat, 2013, p. 34). This method is 
facilitated by the existence in each region of a uniform system of data collection. 
WTO (2005) considers that for the top-down approach to be feasible in a country 
having national TSA “it is essential to have access to a set of homogeneous 
tourism-related regional indicators so that the national aggregates may be 
regionalized” (p. 23). These regional indicators were identified in Romania based 
on available data sources (see Table 2).
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Table 1

Regionalization procedure of the TSA aggregates in Romania

TSA aggregate Regionalization procedure

Internal Tourism 
Expenditure

Different procedures for Inbound tourism expenditure and Domestic tourism 
expenditure. Inbound tourism expenditure is regionalized at the level of total 
expenditure (no products breakdown) while domestic tourism expenditure is 
regionalized at the level of each constituent product. In the case of domestic 
tourism expenditure, no separation is made between overnight tourists and 
same-day visitors while for inbound tourism expenditure, separate estimation 
procedures are employed for these two segments.

Internal Tourism 
Consumption

Regionalization at the level of total expenditure (no products breakdown) 
resulted from summing the components of Internal Tourism Consumption

Gross Value Added 
of Tourism Industries 
(GVATI)

Regionalization at the level of each tourism industry based on National and 
Regional Accounts practice on disaggregating gross value added by each 
industry

Direct Tourism Gross 
Value Added 
(TDGVA)

Regionalization at the level of each industry based on domestic tourism 
consumption breakdowns by products

Direct Tourism Gross 
Domestic Product 
(TDGDP)

For the constituent part (i.e. Taxes less subsidies on products) the same 
procedure as for TDGVA will be employed.

Employment in the 
tourism industries

Regionalization at the level of each tourism industry

Source: own elaboration.

VI. Calculating regional distribution keys based on indicators identified in the 
previous step. Except for data from Family Budget Survey (for Other products 
category and Country-specific products category – in the case of domestic 
tourism expenditure), all indicators can be used to provide each year some 
distribution keys to be further applied to the national data. However, when 
employing Family Budget Survey data, in addition some disparity indexes were 
calculated in relation with the national level that were further used and to derive 
indirectly the related regionalized products (i.e. for Other products and Country-
specific products). It should be noted that Romania does not have a tourism 
regionalized demand-side survey.

VII. Regionalizing TSA data based on the distribution keys and deriving regionalized 
TSA aggregates. Distribution keys are the input to regionalize TSA data. After 
TSA data is regionalized, the calculation of TSA aggregates at regional level is 
performed as a sum of its regionalized components. For instance, regionalized 
Internal tourism consumption is the sum of regionalized inbound tourism 
expenditure, regionalized domestic tourism expenditure and regionalized Other 
components of tourism consumption.
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Table 2

List of indicators with regional breakdown used for regionalizing TSA aggregates in Romania

TSA aggregate / 
Component  

of the aggregate
Indicators

Internal tourism 
consumption / Inbound 
tourism expenditure

Foreign arrivals at border points (excluding airports) from citizens of the 
neighbouring countries (only in the case of same-day visitors)
Number of arrivals of non-residents in accommodation establishments
Number of overnight stays of non-residents 

Internal tourism 
consumption / 
Domestic tourism 
expenditure

Turnover of local units

Number of overnight stays of Romanian residents

Number of restaurant services provided by accommodation establishments

Number of embarked passengers in domestic traffic (by airport of origin)

Estimated number of passengers at regional level calculated/derived from:
Average revenue per train-kilometre in 2016
Number of train-kilometres operated 
Length of transport routes operated by trains (km)

Number of passengers-kilometres in interurban and international road 
transport (only regular and occasional services taken into consideration)

Number of passengers crossings with ferry (inland)
Departures of Romanian citizens abroad by border points with ferries

Number of visitors at museums

Data from Family Budget Survey – category Expenditure for service 
payments – Payments for tourist services and COICOP category ‘Other 
products and services’

Internal tourism 
consumption / Other 
components of tourism 
consumption

Number of holiday homes
Number of dwellings
Data from Family Budget Survey – category Expenditure for service 
payments – Payments for rent
Number of treatment tickets supported by social insurance by spa localities
Ticket price for each accommodation unit in spa localities
Number of bed – places for particular accommodation establishments 
located in spa localities

Gross Value Added of 
the Tourism Industries 

Expenditure for remuneration of employees (wages and salaries)
Turnover of local active units
Gross salaries
Average number of employees
Average gross monthly salary

Employment in the 
tourism industries

Personnel employed in active local units
Personnel employed in museums at the 31th of December

Source: own elaboration.
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VIII. Data validation through various checks with some related indicators (e.g. by 
calculating location quotients based on the tourism intensity indicator defined 
as the ratio between number of overnight stays and total resident population). 
This final step is to assure the reliability of obtained data.

2.2. Specificities of the proposed method

Overall, even if the regionalization of TSA in Romania is based exclusively on  
a top-down method, and what is specific is that it is based only on the existing data 
sources (and moreover without either a regional demand-side survey or a regional 
Input-Output table). However, a particularity emerges in the regionalization of 
Tourism Direct Gross Value Added (TDGVA). Due to the lack of regional input-
output tables, there was no reconciliation between production at regional level and 
regionalized internal tourism consumption at the level of each tourism product/
industry. Instead, each portion of tourism gross value added related to an industry 
was regionalized based on the  distribution  keys derived  from  the  domestic tourism

Table 3

Simplified form for deriving Tourism Direct Gross Value Added

Tourism industries
Other industries 

(residual)

Output  
of domestic 
producers

(at basic prices)
Accommodation 

for visitors ...

Output
Tourism 

share
(1)

Output
Tourism 

share
(...)

Output
Tourism 

share
(13)

Output
Tourism 

share
(total)

Production (A) ∑

Intermediate 
consumption 
(B)

Gross Value 
Added
(C) = (A) – (B)

∑

Notes:

Internal Tourism Consumption (∑ = Internal Tourism Consumption in the country/region)

Tourism Gross Value Added (∑ = Tourism Gross Value Added in the country/region)

Source: adapted upon TSA:RMF (2008).
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consumption of the corresponding product. This is due to the fact that over 80% of 
internal tourism consumption at national level is based on domestic tourism 
consumption (86.3% in 2016).

It is important to mention that in the TSA, the aggregate of TDGVA is derived 
from internal tourism consumption, as a result of a reconciliation between demand 
and supply – in fact the essence of the TSA framework (see Table 3). Moreover, it is 
believed that under the circumstances where there is a direct proportionality between 
gross value added on the one hand, and intermediate consumption and production on 
the other, regionalizing TDGVA in a similar manner with internal tourism 
consumption is fully justified (see Table 3 for a simplified representation of deriving 
TDGVA). It should be stated that internal tourism consumption is equal to tourism 
output at market prices for tourism services if imports are not considered. A somewhat 
similar simplified procedure for estimating TDGVA, but limited only to national 
level, is also found at UNWTO (2018). This confirms that the method proposed in 
this paper has in a way the same validity from the methodological point of view as 
that proposed by UNWTO (2018).

In addition, the representation from Table 3 is only illustrative and does not 
consider taxes on products. In fact, TDGVA (at basic prices) does not include taxes 
on products while Internal Tourism Consumption includes those taxes which refer to 
value added tax, excise duties on tobacco and alcohol, etc. Yet, in the regional 
accounts practice, the regionalization of taxes is carried out in a similar manner as 
with Gross Value Added (GVA), since by convention these taxes “are allocated on 
the basis of relative size of GVA of all industries in the region, valued at basic prices” 
(Eurostat, 2013 p. 52). Therefore, in this simplified example from Table 3, it is 
reasonable to assume that the issue of exclusion of taxes will not greatly influence 
the regionalization of the main TSA aggregates.

3. Results

3.1. The TSA aggregates at regional level

The following aggregates were calculated for each of the eight development 
regions of Romania (defined at NUTS 2 level), annually in the period 2011-2017:
 • Internal Tourism Consumption (ITC),
 • Gross Value Added at Tourism Industries (GVATI),
 • Direct Tourism Gross Value Added (DTGVA),
 • Direct Tourism Gross Domestic Product (DTGDP),
 • Employment in the Tourism Industries (ETI).

All these are presented in Table 4 for the year 2017.
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Table 4

TSA aggregates by regions in Romania in 2017

Regions
ITC GVATI DTGVA DTGDP ETI

Millions RON Persons

North-West 5,707.1 5,072.3 2,605.6 2,675.2 50,533
Centre 6,875.9 5,182.6 3,558.2 3,566.9 48,126
North-East 4,606.7 3,856.9 2,106.7 2,154.2 39,500
South-East 5,798.5 4,639.9 3,414.2 3,400.1 42,895
South-Muntenia 3,818.3 3,531.5 1,962.6 1,975.3 29,778
Bucharest-Ilfov 17,116.1 13,557.7 6,942.1 7,473.8 104,656
South-West Oltenia 1,939.7 2,394.0 962.6 979.7 25,367
West 3,693.3 3,416.5 1,644.6 1,683.8 32,219
Total Romania 49,555.5 41,651.3 23,196.5 23,909.0 373,074

Source: INCDT (2020).

One should note that these aggregates are in line with TSA:RMF (2008) 
provisions. The only minor difference is given by the lack of Internal tourism 
expenditure as aggregate, in this case very close to Internal tourism consumption, so 
it would have been somehow redundant to use both aggregates.

3.2. Components of internal tourism consumption at regional level

For each region, internal tourism consumption at regional level was calculated as 
the sum of three components at regional level:
 • Inbound tourism expenditure,
 • Domestic tourism expenditure,
 • Other components of tourism consumption.

It should be kept in mind that the concepts of inbound and domestic tourism 
consumption are similar to those used at national level, hence there is no distinct 
terminology employed at the level of regions.

From an analytical perspective, one can calculate an indicator representing the 
level of internationalization of each region’s internal tourism consumption, in other 
words the share of inbound tourism expenditure in total internal tourism consumption 
in a region (see Table 5). At national level, this share is around 15%. In the period 
2011-2017, two regions (Bucharest-Ilfov and Centre) had a level of internationali-
zation higher than the national average. At the bottom end there was South-East 
region where the level of internationalization was the lowest (it was only 5.9% in 
2017).
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Table 5 

Level of internationalization of internal tourism consumption in each region, 2011-2017

Regions 2011 2012 2013 2014 2015 2016 2017

North-West 15.0% 14.1% 12.6% 12.1% 15.3% 16.4% 13.2%
Centre 24.6% 25.8% 21.5% 18.0% 19.1% 20.4% 16.9%
North-East 13.2% 11.9% 12.2% 11.6% 13.3% 14.8% 12.7%
South-East 8.2% 8.0% 7.9% 6.4% 6.0% 6.7% 5.6%
South-Muntenia 16.1% 17.0% 13.9% 9.1% 11.7% 10.5% 8.7%
Bucharest-Ilfov 24.0% 20.4% 23.1% 22.9% 21.9% 20.5% 17.6%
South-West Oltenia 8.7% 13.4% 11.3% 8.7% 11.2% 11.7% 9.8%
West 17.9% 17.9% 17.5% 15.5% 15.8% 16.8% 13.3%
Romania (national level) 18.6% 17.4% 17.5% 15.9% 16.4% 16.5% 13.7%

Source: INCDT (2020).

3.3. Regional tourism as a share of national tourism

Some shares from national TSA aggregates can be illustrated as regional distributions 
(see Table 6). These reflect the importance of regional tourism within national 
tourism.

Table 6

Distribution of Tourism Direct GDP by regions, 2011-2017

Regions 2011 2012 2013 2014 2015 2016 2017

North-West 11.4% 11.0% 11.4% 10.6% 11.6% 11.3% 11.4%
Centre 10.9% 11.5% 15.1% 14.8% 13.9% 13.5% 15.3%
North-East 8.8% 8.5% 8.0% 8.3% 9.4% 10.2% 9.2%
South-East 13.1% 18.3% 15.2% 15.2% 14.9% 14.4% 14.9%
South-Muntenia 6.9% 6.2% 7.4% 9.7% 8.3% 8.8% 8.8%
Bucharest-Ilfov 36.2% 32.9% 31.9% 30.3% 30.4% 30.9% 28.9%
South-West Oltenia 4.0% 3.8% 4.1% 4.6% 4.1% 4.1% 4.3%
West 8.7% 7.8% 7.1% 6.5% 7.4% 6.8% 7.3%
Total Romania 100% 100% 100% 100% 100% 100% 100%

Source: INCDT (2020).

For instance, one can calculate Regional Tourism Gross Domestic Product as  
a share of the country’s Tourism Gross Domestic Product. One can see that the 
Bucharest-Ilfov capital region ranks first, followed by the Centre and South-East 
regions, while at the bottom end there are the South-West Oltenia and West regions. 



216 C. Frenţ  

Besides those, it is important to note the decreasing share of the capital region, which 
is in contrast with the slow increase of the share for the Centre and North-East 
regions.

3.4. Tourism’s direct contribution to the regional economy

For each region, one can compute the tourism’s contribution to the regional GDP 
and regional GVA since the latter aggregates are available at NUTS 2 level (in the 
European Union there is the Nomenclature of Territorial Units for Statistics (NUTS) 
system used to classify the sub-national territories at three levels which are defined 
according to population threshold: NUTS 1 from 3 million to 7 million residents, 
NUTS 2 from 800,000 to 3 million, and NUTS 3 from 150,000 to 800,000 (Eurostat, 
2020b)). This shows the economic significance of tourism in the regional economy, 
and can also be compared with the national level (tourism’s contribution to the GDP 
in the country). Only three regions posted levels of contributions to their regional 
GDP superior to the national level: South-East (4.0%), Centre (3.8%) and Bucharest-
Ilfov (3.1%). The same patterns are seen in the case of DTGVA (see Table 7).

Table 7

Tourism’s direct contribution to regional and national economy in Romanian 2017 (%)

Regions GVATI DTGVA DTGDP ETI*

North-West 5.3 2.7 2.6 7.4
Centre 5.9 4.1 3.8 7.5
North-East 4.8 2.6 2.4 7.3
South-East 5.8 4.3 4.0 8.4
South Muntenia 3.9 2.1 2.0 5.0
Bucharest-Ilfov 6.4 3.3 3.1 8.1
South-West Oltenia 4.1 1.7 1.5 6.7
West 4.7 2.2 2.1 5.8
Total Romania 5.4 3.0 2.8 7.2

* Based on number of employed persons taken from the Structural Business Survey

Source: INCDT (2020).

A particular case is the aggregate of Employment in the tourism industries, 
calculated in this table independently from national TSA data, using exclusively the 
indicator of number of employed persons (in local active units) from Structural 
Business Statistics, where activities from agriculture were excluded. One can 
consider this indicator as a proxy of estimating the regional importance of tourism 
from the labour force perspective. This situation occurred due to the fact that national 
TSA data does not include total employment figures for all economic activities, 
which would have allowed the calculation of a share of employment in the tourism 
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industries in total employment at national level. In addition, from a methodological 
point of view it would not have been correct to use total employment figures from 
other data sources (i.e. national accounts) since there is not the same methodology 
employed in the compilation of national TSA employment data. In any case, the 
values presented in Table 7 confirm to some extent the same hierarchy of regions in 
terms of their regional importance of tourism.

4. Discussion and conclusions

This paper proposes a pure top-down approach for regionalizing TSA using a set 
of specific indicators available at regional level. While recognizing the need to have 
proper tourism-related regional indicators, WTO (2005) admits that due to the 
specific nature of tourism and its territorial characteristic, the existence of homogenous 
indicators cannot always be guaranteed in advance (p. 23). Indeed, the fact that there 
are some homogenous indicators available for regions is not a guarantee that the 
regionalization process is made properly. It is always questionable to what extent 
these indicators are relevant, and reflect completely the tourism characteristics of  
a region. The latter issue was not solved in this paper. It is believed that only  
a different approach of regional TSA compilation (i.e. a bottom-up or a hybrid 
approach) is proper in such endeavour.

It is supposed that if there are no data sources specific for tourism at regional level 
(i.e. tourist surveys for a region) and the methods used in the regional accounts 
compilation in a country are developed in a top-down approach, the choice of a pure 
top-down approach for TSA regionalization is feasible in the lack of any other 
alternative.

The level of territorial disaggregation is an important aspect to be discussed. The 
question is to what territorial level TSA should be developed. This paper applied  
a pragmatic approach and used only the NUTS 2 level (as territorial level), not going 
deeper to NUTS 3 level. The reason for this was twofold: some supply-side data 
sources (i.e. structural business statistics which provides the core supply-side data in 
the regional disaggregation) provide data only at NUTS 2 level; the lack of any 
demand-side data for tourism at regional level is a serious constraint and choosing 
NUTS 3 level would have posed much more difficulties than NUTS 2 level. Moreover, 
it is considered that the proper territorial level used for a TSA cannot be established 
universally since a tourism destination cannot always be defined by its administrative 
borders (OECD, 2010).

4.1. Limitations and delimitations

An important limitation is given by the lack of any data to construct an origin-
destination matrix for tourism consumption. Hence tourism expenditure between 
regions was not quantified properly (there was no survey capturing expenditure 
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neither at the place of origin nor at the place of destination). Instead, the top-down 
regionalization of TSA data based on properly-chosen indicators tried to eliminate 
this major lack. Being aware that this is far from being an accurate approach, in  
a pragmatic way, one must admit that it is the only solution to tackle the lack of data. 
Additionally, Jones at al. (2009) admitted that “national surveys are not always 
stratified to ensure an adequate return for each industry activity for each region” 
which is an important difficulty of a top-down approach (p. 305).

At the same time, the author is aware that the pure top-down approach applied in 
this paper complies only partially with the two fundamental pillars proposed by 
Cañada (2013) due to the lack of a system of tourism statistics at regional level in 
Romania, in particular the lack of regional demand-side data. The lack of regional 
SUT is another shortcoming, but this is compensated by the existence of the 
alternative proposed by Cañada (2013), namely “partial set of regional accounts”  
(p. 31) which are “with reference to the example of the European Union, the ESA 
regional accounts and regional system (A/N which) are confined to a limited set of 
accounting elements” (p. 23). As an EU member state since 2007, Romania has had 
such regional accounts as the country has to comply with European regulations in 
terms of National Accounts statistics. In other words, gross value added and gross 
domestic products are produced at NUTS 2 level, so the regions have these major 
economic aggregates already calculated.

Another issue refers to the impossibility of compiling any TSA results 
disaggregated by regional forms of tourism (i.e. regional inbound tourism expenditure 
and regional domestic tourism expenditure). It should be recalled that when speaking 
strictly at regional level, inbound tourism includes not only foreign tourists (non- 
-residents for the country where the region is located), but also residents from 
different regions of the country of reference. Moreover, at regional level domestic 
tourism expenditure would refer only to the expenditure of residents of the region of 
reference made inside this region. However, in all the data compilation the paper 
used only the concepts from national level (having the same meaning as at national 
level) that were further disaggregated by regions.

In other words, at regional level there was no specific terminology adopted (and 
used) since there was no demand-side data available at regional level. Consequently, 
this is maybe the major limitation of the top-down approach since there was no 
reconciliation between domestic supply and demand at regional level which is the 
core modus operandi of any TSA. However, this reconciliation is practically 
impossible in the absence of regional input-output tables. Therefore, it should be 
acknowledged that in this case, TDGVA and TDGDP at regional level are not derived 
directly from this reconciliation. TSA:RMF (2008) clearly states that (at national 
level) these are “indicators emanating from a reconciliation of tourism consumption 
and supply, and their values will depend on the scope of measurement of tourism 
consumption that a country adopts” (p. 48). Nevertheless, in order to respect these 
principles to some extent, regionalization of TDGVA was made taking internal 
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tourism consumption at regional level (more precisely, domestic tourism 
consumption) as a proxy indicator used in this regionalization process. It is believed 
that using distribution keys coming from the regionalization of a demand aggregate 
(i.e. part of internal tourism consumption) is much more relevant that using the 
distribution keys coming from the regionalization of gross output, namely gross 
value added of tourism industries (this also comprises the non-tourism production). 
The author has to admit that the whole process is in fact simply a redistribution by 
regions of the national TSA aggregates using different indicators and data sources.

Nevertheless, the experimental character of the results obtained has to be always 
kept in mind. It was the first exercise on the TSA regionalization in Romania through 
a method based on assumptions applied to various data sources. Apart from tourism 
indicators, data coming from other related fields were integrated, most notably 
transportation and culture. However, these fields provide statistics that are not always 
designed to respond to the specificity of tourism. Put more simply, not all museum 
visitors can be considered tourists and not all passengers travelling have tourism 
related purposes. Yet, there are always some assumptions that have to be made 
without having the perfect statistics (i.e. assuming that long-distance travel is always 
part of tourism or museum visitors are mostly tourists).

INRouTe (2016) admits that in practice “it is not so easy to measure what one 
region produces and which part of it is consumed by visitors in another region”  
(p. 123). Only a specific demand-side survey carried out in each region would 
provide some indication about these measurements. Unfortunately, this was not the 
case of Romania, which lacks any tourism surveys carried out from demand side at 
regional level. This was a major constraint of the applied method.

OECD (2016) saw RTSA as “an irregular project and a one-off exercise” (p. 11). 
However, the author of this paper wanted to prove that this irregularity of regional 
TSA can be tackled with a method of regionalization of TSA using a top-down 
approach. This might have the potential to encourage other countries with national 
TSAs to develop a similar exercise. Finally, more TSA applications at regional level 
may demonstrate that there is always room for improvements and future developments 
in this field.

Thus, one can sum up some important delimitations of this paper:
 • The lack of any direct relationship between regional tourism demand and regional 

tourism supply at the level of regional tourism products as this is a core part of 
any TSA.

 • Regionalization of TDGVA aggregate at the level of each tourism industry (which 
is based only on domestic tourism expenditure breakdowns by products) does not 
in fact consider the inbound tourism expenditure. This was the case even if one is 
aware that there are different levels of internationalization of internal tourism 
consumption in each region, which can influence somehow the results. It is 
believed that regions that have a lower level of internationalization of tourism 
consumption (i.e. the South East, South Muntenia and South West Oltenia 
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regions) will be more accurately reflected in the regionalization process. Instead, 
for the regions with a higher level of internationalization of tourism consumption 
(e.g. Bucharest-Ilfov, Centre and West), there will clearly be a loss of accuracy. 
However, the magnitude of this influence is rather unknown at this moment due 
to the lack of any data in this field. Yet, it is assumed that since for most of the 
regions the level of internationalization is below 20%, thus the approach taken 
will not greatly influence the results.

 • The issue of neglecting intra-regional tourism, since both domestic tourism 
expenditure and inbound tourism expenditure are defined in the same way as at 
national level.

 • The estimation of tourism expenditure of non-residents staying in non-commercial 
establishments (VFR and second/holiday homes) was not envisaged since this 
type of expenditure is not yet estimated in the national TSA.

 • As regards the accuracy of results, one should assume that our approach is far 
from being very accurate but the magnitude of this potential inaccuracy is indeed 
unknown until new data sources are developed. 

4.2. Conclusion

The regionalization of TSA data proposed in this paper can be illustrative for any 
country that wishes to have some TSA data at sub-national level, especially for 
countries that are EU members or those countries that are complying with the ESA 
regulations on regional accounts and have already developed TSA at national level. 
According to Eurostat (2019) data collection, 25 EU countries (out of 28 in 2019) 
provide TSA data. These countries compile regional accounts data that are transmitted 
annually by Eurostat, so they provide a set of regional accounts data seen as statistical 
reference in a macroeconomic framework. This is one of the pillars mentioned by 
Cañada (2013), while the other pillar refers to the system of tourism statistics at 
regional level. Regarding the latter, in the EU there are accommodation statistics 
figures available at regional level (NUTS 2), as well as some statistics for transport 
and culture available at NUTS 2 level. Thus, a synergy between tourism statistics 
and other related fields (i.e. transportation, culture) should be created at regional 
level. This will help tourism statistics to take advantage of data coming from other 
related fields. This paper proved that this synergy with statistics from other related 
fields (i.e. transportation, culture) could be an option in the absence of demand-side 
data at regional level.

There will always be a trade-off between data availability and the theoretical and 
methodological provisions that have to be adopted. The belief is that, above all, it is 
important that all available data sources are examined and utilized to the maximum 
extent possible. This was also the approach adopted in this paper by using regionalized 
existing data sources not all of them coming from tourism but also from other related 
fields (i.e. transportation, culture). Naturally, the principles and rules of TSA and 
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regional accounts were envisaged throughout this process, albeit with no direct 
reconciliation of data between regional supply and demand. This was in fact the major 
compromise in the absence of specific tourism demand-side data at regional level.

Nevertheless, the paper proved that disaggregated TSA data for regions can be 
obtained at least at the level of the main TSA aggregates that international standards 
(i.e. TSA:RMF 2008) have proposed. These aggregates should be interpreted both in 
relation to the national levels as a share from total country’s tourism economy, and 
in a comparative manner as contributions to the regional economy. Finally, the TSA 
aggregates provide very useful data in characterizing the economic importance and 
the size of tourism in each region. Obviously these are in fact very useful key figures 
used by policy-makers and any other stakeholders in a region.
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Appendix A

Data Sources for TSA Compilation at national level in Romania and Assessing the Possibilities  
for Regional Breakdowns

Data source
TSA 

tables  
of results

Regional 
breakdown  

of data  
(NUTS 2 level)

Comments

1 2 3 4
ACNER – Survey on tourism 
expenditure of non-residents 
staying in collective 
accommodation 
establishments

Table 1 No Data is representative only at national 
level.

TOUR_PA – Survey on 
tourism expenditure of 
non-residents staying in 
private accommodation 
establishments

Table 1 No There is no regional breakdown of 
data. However, the total expenditure 
by tourists (at the place of 
accommodation) does not reflect 
accurately the region where this 
expenditure was actually made.

ACTR – Survey on Tourism 
Demand of residents in 
Romania

Tables 2, 
3, 10

No Data is representative only at national 
level.

Family Budget Survey Table 2 Partially Although data on the structure of 
consumption expenditure is available 
at regional level, this structure is 
rather aggregated which is not very 
useful for TSA purposes. However, 
there is a major limitation since the 
destination (region) where 
expenditure is not required in the 
survey’s questionnaire. All 
expenditure is allocated implicitly 
where the household has the 
residence.

Survey on tourist actions 
organized by travel agencies

Table 3 No Since there is a cut-off sample, only 
national data representativeness can 
be guaranteed.

CHDEP – Survey on travel 
of employees

Tables 3, 4 No The coverage of the survey is limited 
only to some institutions whose 
activity is difficult to be regionalized 
from theoretical point of view (i.e. 
governmental agencies, ministries).

Input-Output Table (IOT) Tables 5, 6 No There is no IOT for regions (only IOT 
for the national level).
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1 2 3 4
ASI – Structural Business 
Survey

Tables 2, 
5, 10

Yes ASI provides data for regions (NUTS 
2 level). However, only four 
indicators are collected at regional 
level: turnover, expenditure for the 
compensation of employees, average 
number of employees and investment 
expenditure.

AMIGO – Labour Force 
Survey

Tables 7, 
10

Yes Even if the sample is representative at 
regional level, the level of detail for 
industries in the survey does not 
allow a clear identification of tourism 
industries.

Balance of Payments Table 3 No Not applicable – by its nature Balance 
of Payments is only designed for 
national level.

The statistics of 
neighbouring countries 
Regarding day trips to 
Romania (mirror statistics)

Table 1 No Some reasonable assumptions can be 
made depending on the location of 
the border crossing-points of the 
regions with borders.

Existent tourism 
accommodation 
establishments on 31st July

Table 10 Yes Non-monetary data derived from the 
location of accommodation 
establishments.

Occupancy of 
accommodation 
establishments 

Table 10 Yes Non-monetary data derived from the 
location of accommodation 
establishments.

REGIS statistical register Table 10 Yes Indicators derived from the location 
of reporting units. However, REGIS 
does not provide detailed data for 
subsidiaries/branches of enterprises 
– only aggregated data for the 
headquarters of enterprises. 

Source: own elaboration based on INS publications.
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1. Introduction

Since the beginning of its political transition, Poland has become highly integrated 
with the euro area in terms of trade, FDI inflows and other financial linkages. The 
integration notably gained in pace after accession to the European Union in 2004. It 
has proven to be beneficial to income convergence and technological advance of the 
Polish economy, however the cornerstone of integration, i.e. adoption of the euro, 
still lies ahead of Poland. 

Through joining the EU, Poland became “a Member State with a derogation”. 
Such a status means that there is no room for the question of whether Poland will join 
the Euro area, and only the question of at what point it will happen remains open.
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As of now, Poland is not eligible to join the euro area, which would require 
meeting the Convergence Criteria (in other words: the Maastricht Criteria). As the 
latest Convergence Report1 of June 2020 indicated, Poland had hardly fulfilled the 
price stability criterion even then. While HICP stood within the 1.5 p.p. of acceptable 
deviation from the reference value2, the European Commission pointed out that 
“there are concerns regarding the sustainability of inflation convergence in Poland 
over the longer term” (European Commission 2020a, p. 95). These concerns proved 
to be justified (see Figures 1-2). Poland has also ceased to comply with the second 
monetary convergence criterion, that is the long-term interest rates criterion (see 
Figures 3 and 4). Interest rates are being pushed upwards not only by the currency 
risk (the central bank’s ability to keep the currency stable), but the country risk as 
well. Due to pandemic, the general government deficit increased well above the 
Maastricht limit, while sovereign debt has dangerously come close to that limit (see 
Figure 5). In 2021, both the deficit and the sovereign debt declined (although the 
exact figures are not available yet). However, that improvement of fiscal stance was 
largely driven by an inflation surprise, which in the years to come will result in 
strengthened pressure on the government to increase expenditure, which will further 
intensify due to the Russian invasion of Ukraine, as Poland will have to cover the 
cost of aid to refugees and to increase military spending. Lastly, Polish zloty does not 
participate in ERM II.
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Fig. 1. Inflation in Poland vs. Maastricht criterion (2004-2021)

Source: authors’ elaboration based on the European Commission (2020) and Eurostat, Series: HICP 
monthly data (12-month average rate of change).

1 Convergence report is published every two years.
2 Calculated for March 2020, as the average HICP rate of the three best performers in the EU: Portugal, 
Cyprus, Italy.
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Fig. 2. Inflation vs. Maastricht criterion across EU countries in 2020 and 2021

Source: authors’ elaboration based on the Eurostat, Series: HICP monthly data (12-month average 
rate of change).
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Fig. 3 Long-term interest rates in Poland vs. Maastricht criterion (2004-2021)

Source: authors’ elaboration based on the European Central Bank Statistical Data Warehouse. 
Series: Harmonised long-term interest rates for convergence assessment purposes, (percentages per 
annum; period averages; secondary market yields of government bonds with maturities of close to ten 
years).
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Fig. 4. Long-term interest rates vs. Maastricht criterion across EU countries (2020 and 2021)

Source: authors’ elaboration based on the European Central Bank Statistical Data Warehouse. 
Series: Harmonised long-term interest rates for convergence assessment purposes, (percentages per 
annum; period averages; secondary market yields of government bonds with maturities of close to ten 
years).
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Fig. 5. Fiscal stance of Poland vs. Maastricht Criteria

Source: AMECO, Chapter 16 (General Government).

Even if Poland met the Convergence Criteria, political polarisation would render 
the adoption of the euro unlikely in the foreseeable future as this would require 
amending the Polish constitutional law, which is unfeasible with the current 
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distribution of votes in Parliament.3 This would involve the votes of most MPs 
representing the ruling majority – the United Right (ZP, Zjednoczona Prawica), in 
power since 2016, which definitely opposes joining the euro zone. Its leader, Jarosław 
Kaczyński, stated that Poland will not join the euro area “until the level of income 
will catch up to the standards of the ‘Old’ EU” (Business Insider, 2019).

The results of political calculus reflect public sentiment. The Global Financial 
Crisis (GFC) and its consequences considerably weakened public support for the 
euro. At the time of the most intense tensions in the peripheral countries of the euro 
area dealing with the debt crisis, the share of Poles opting for the common currency 
dropped to a quarter, the proportion reversed compared to the time before EU 
accession. In 2002 almost two-thirds of Poles supported joining the euro area, even 
outnumbering supporters of EU accession (CBOS, 2013). That being said, the public 
support for the common currency has rebounded recently. The percentage of 
opponents to the introduction of the Euro (49%) still outweighs the share of its 
proponents (48%), but only marginally (European Commission, 2020b). The Russian 
invasion of Ukraine is likely to further increase the share of its proponents.

Most of the existing cost-benefit analyses suggest that adopting the euro should 
be beneficial for Poland (Borowski (ed.) 2004 and NBP 2009). However, these 
analyses do not account for the costs of credit boom-bust cycle which may come as 
a result of euro adoption – as was, for instance, the case of Slovenia. The NBP (2014) 
has addressed this gap and shows that countries with weak macroeconomic 
fundamentals may suffer from the surge of macroeconomic imbalances. Therefore, 
joining the euro area shall be perceived only as a potential opportunity to accelerate 
economic growth, which is by no means certain.

The article focuses on the issue of adopting the euro from the credit boom-bust 
cycle perspective. It approaches the issue in a general theoretical way. Nevertheless, 
if political conditions allowed Poland to join the euro area, then the paper could 
become a source of guidance for institutional changes necessary for the euro to have 
a positive effect on economic growth.

The article consists of five further sections, numbered from 2 to 6:
Section 2 briefly describes the extent to which Poland has benefited so far from 

integration with the European Union. The focus is on these mechanisms (trade, FDI, 
financial integration), which could be strengthened if Poland joined the euro area.

Section 3 refers to the existing cost-benefit analyses on adopting the euro in 
Poland and the other new member states of the EU, and concentrates on whether they 
take into account the risk of a credit boom-bust cycle which the adoption of the euro 
may result in.

Section 4 presents the sources of a credit boom-bust cycle and its costs. It compares 
the pre-crisis and post-crisis experience of Poland and other new member states of the 

3 Amending constitutional law requires collecting the supermajority – i.e. support of two thirds of 
voting MP’s – at the quorum of 50%. 
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EU, with the similar experience of the euro area countries, placing emphasis on the 
factors behind the resilience of the Polish economy during the GFC. Based on this 
comparison the section outlines conditions under which adopting the euro may 
increase both the risk and costs of a credit boom-bust cycle.

Section 5 discusses the possible methods for mitigating the risk of boom-bust 
cycles after euro adoption and assesses their feasibility. The authors refer to Poland’s 
experience with fiscal rules and macro prudential policies, and also discuss the ability 
of the Polish economy to smoothly reallocate capital and labour. Then the section 
deals with certain other challenges of adopting the euro, related to the legacy of the 
sovereign debt crisis and the completion of institutional reforms in the euro area. The 
section concludes with a discussion of some political consequences of Poland staying 
outside the euro area.

Section 6 summarises the main findings of the article. These are as follows:
1. Poland has become deeply integrated with the euro area, and certain links between 

Poland and the euro area are even stronger than among euro area members.
2. Potential benefits for Poland from euro adoption are related to a deepening of the 

integration.
3. The main risk is associated with a credit boom-bust cycle or, more generally, with 

a halt in catching-up (which may result not only from a boom-bust cycle, but also 
from undermined cost competitiveness or slow restructuring).

4. Theoretical solutions to mitigate the above risk are broadly available. Their 
feasibility, however, is questionable.

5. The feasibility problem might be overcome through delegating the power of 
undertaking macro prudential measures to the national central banks.

6. Euro adoption would resolve the problem of the ‘difficult cohabitation’ of monetary 
and macro prudential policies.
The article draws from various strands of the literature, starting from cost-benefit 

analyses of euro adoption, through the literature on determinants and costs of financial 
crises, and ending with research on finance and growth, and macro-prudential 
measures. The authors see the paper’s main contribution in linking these strands of the 
literature in order to indicate the main risk related to adoption of the euro and a feasible 
solution to mitigate that risk.

2. Integration of Poland with the euro area

The past 32 years count among the most prosperous in Polish history, characterised 
by stable economic growth and convergence with Western Europe. In fact, the gap in 
income per capita between Poland and Western Europe is thought to be at its lowest 
levels since the 15th century (Piątkowski 2011). One of the crucial factors behind 
this success is ongoing integration with the European Union, and its core, i.e. the 
euro area. Joining the EU in 2004 facilitated the consolidation of broad institutional 
changes initiated in 1989. However, taking into account the magnitude of the 
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transformation of the Polish economy since the end of socialism, separating the 
benefits of European integration from ongoing transition is not an easy task. Further-
more, integration is a process, not a well-defined single event. On the one hand, 
certain benefits of EU membership were obtained even before accession, following 
the gradual harmonisation of the legal system and the inflow of foreign direct 
investment (FDI), based on the assumption that Poland would ultimately become an 
EU member. On the other hand, building economic links takes time, and thus certain 
benefits of integration have not fully materialised yet.

That being said, these links between Poland and other EU member states, in 
particular members of the euro area, have already become very strong. Trade with 
neighbouring Germany alone accounts for approximately 29% of Polish foreign 
trade45, which in 2019 concentrated more on the euro area countries than the trade in 
the average euro area member, e.g. Spain (see Figure 6). Due to its size Spain can be 
regarded as a suitable benchmark for Poland.

Trade links have been enhanced by the massive inflow of FDI. The bulk of FDI 
in Poland originates from the euro-area countries. As of 2019, investment in Poland 
by euro area members accounted for 33% of Polish GDP. The analogous figure for 
Spain stood at 36% (see Figure 7).
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Fig. 6. Intra-EU trade in goods as a share of total trade in goods (2019)

Source: Eurostat. Series: Intra and Extra-EU trade by Member State and by product group.

4 Eurostat data, as of 2020. 
5 Although it is not surprising that Germany is the main trading partner of Poland, it is also worth 
noting that Poland is a significant trading partner for Germany. As of 2019 (the last year not distorted 
by Covid-19) Poland was the 8th largest partner of Germany in terms of exports – ahead of countries 
such Belgium and Switzerland; in terms of imports Poland was Germany’s 5th largest partner, ahead of 
countries like Italy, Czechia and Switzerland (data from Destatis).
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Fig. 7. FDI stock in reporting economy as % of GDP in 2019

Source: Eurostat, Series: EU direct investment positions, breakdown by country and economic activity.

Both the growing foreign trade and inflow of FDI, have allowed Poland to avoid 
the deindustrialisation that most euro area economies have suffered from. Polish 
companies often work as subcontractors for European companies, in particular 
German companies. The share of manufacturing in value added in Poland is quite 
similar to that of Germany. The two aforementioned factors have also helped Poland 
to move its export up the value chain. In 1995, labour- and resource-intensive 
products  comprised  61%  of  Polish  manufactured   goods  exports  (see  Figure  8).
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Fig. 8. Structure of Merchandise Exports in 1995 and 2019

Source: authors’ elaboration, based on UNCTAD. Series: Merchandise trade matrix – exports of 
individual economies in thousands US dollars, annual Table summary).



 Should Poland join the euro area? The challenge of the boom-bust cycle 235

By 2019, the share declined to 34%, as the result of rapidly growing exports of 
products that require medium to high technology to be manufactured.

The links are also strong in the financial sector. The Polish banking sector is 
largely foreign-owned, with approximately one-third owned by investors from the 
uro -area countries (see Figure 9). All this suggests that in the case of Poland, the risk 
of insufficient business cycle synchronisation is likely to be lower than for many 
Euro area members (cf. Fidrmuc and Korhonen, 2006; Rinaldi-Larribe, 2013).

40%
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Domestic: state-owned Domestic: private Other
US Portugal Netherlands
France Germany Spain

Fig. 9. Ownership structure of the Polish banking sector in 2019 (percent of assets) 

Source: The Polish Financial Supervision Authority (KNF), 2019, p. 15. 

The rapid development of tradable sectors that have gone through significant 
technological change has contributed to the fast catching-up of Poland with the euro 
area. The gap in terms of GDP per capita between Poland and euro area has narrowed 
by almost 22% since EU accession. Interestingly, it has narrowed even in the case of 
the worst performers among the New Member States (NMS) (see Figure 10). The 
available studies confirm that Poland (and other NMS) significantly benefited from 
joining the EU. For example Campo et al (2014), using the Synthetic Counterfactual 
Method, estimated that EU accession increased Polish GDP by approximately 6% 
(the average gain for all the NMS amounted to 14%6). Due to the way the method 
was implemented, the results should be deemed conservative or even the lower 
bound of the true benefits of integration (that is why the authors refer to that study 
instead of numerous others). By comparison,  studies  ordered  by  the Polish Ministry

6 14% is the average for 2004 and 2007 enlargements. The average for all the enlargements since the 
1970s was 12%. According to the authors, the only country that would be better off without joining the 
EU is Greece, which requires further studies.
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Fig. 10. GDP per capita of NMS vs. the euro area in 2004 and 2019

Source: IMF’s World Economic Outlook 2021.

of Regional Development estimated that the cohesion policy only boosted the GDP 
of Poland by between 4.2% and 7.2% (as of 2011)7.

Poland has benefited from the EU membership mainly through institutional, trade 
and financial integration, and euro adoption should further deepen this integration. 
In particular, trade ties will be strengthened by the elimination of exchange rate risk, 
increased price (and cost) transparency and consequently easier price comparisons, 
and – albeit to a much lesser extent – a decrease in transaction costs.

The importance of falling transaction costs as a mechanism to deepen international 
trade is often overstated (see eg. Borowski [ed.], 2004). First, it is merely a revenue 
shift between the non-financial sector and the financial sector. Second, the 
development of online FX platforms has led to a significant reduction in exchange 
costs (Sławiński, 2014).

For specialised exporters or importers even the exchange rate risk or the lack of 
full price transparency are not barriers to develop international trade. They are able 
to hedge against exchange rate risk at low cost, and can even benefit from the lack of 
full price (and cost) transparency because it gives them an advantage over other 
economic agents in making relevant comparisons. Yet, the elimination of exchange 
rate risk and full price (and cost) transparency should make it easier for new players 
that previously operated only in the local market to engage in international trade.

7 The impact of the policy was estimated with the use of the CGE model developed by IBnGR (2012), 
the DSGE model by IBS and HERMIN model updated also by IBS (2012a, 2012b.).
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International trade is an important source of technology transfer, which in small 
open economies explains, according to some estimates, up to 90% of technical 
progress. This transfer is facilitated not so much by exports (although they do force 
the learning of foreign standards), but primarily by imports. Imports give domestic 
companies access to more advanced technology, and components of lower price or 
higher quality (Keller, 2004).

In addition, the deepening of international trade as a result of membership in the 
euro area will be another impulse – after trade liberalisation at the beginning of the 
transition and accession to the European Union – strengthening the competitive 
pressure from abroad. The importance of this pressure for productivity growth in 
Poland is evidenced by much faster productivity growth in manufacturing than in 
other sectors less exposed to international trade than manufacturing. Manufacturing 
is also distinguished by an allocation efficiency ratio close to the highest in the euro 
area, while in other sectors it is clearly lower than in euro area countries (NBP, 
2014).

The benefits for the new EU member states of the deepening of international trade 
as a result of euro adoption was the focus of the analysis by Schadler et al. (2005), 
which builds in particular on Frankel and Rose (2002) and Rose (2002). It shows that 
adoption of the euro could raise GDP per capita in Poland over 20 years in the range 
from 1% to 8%.

Nevertheless, a caveat is required that according to some studies, this effect 
should be clearly weaker (Podpiera et al., 2015). Havranek (2010) estimated it at 0% 
and Baldwin (2006) at 2% to 3%. These studies argue that it is not so much 
membership in the euro area, as the EU membership, that leads to a deepening of 
international trade. However, even if this were indeed the case, participation in the 
euro area could still be desirable as a way to consolidate the membership in the 
European Union.

3. Available estimates of the economic benefits  
and costs of euro adoption

Analyses of the potential economic benefits and costs of adopting the euro often 
focus on assessing the extent to which a country forms an optimal currency area with 
the euro area, whose main features were defined, in particular, by Mundell (1961), 
McKinnon (1963), and Kenen (1969).

In the literature on optimal currency areas, the benefits of a common currency are 
mainly seen in the reduction of the exchange rate (as well as terms of trade) volatility, 
which is expected to promote the deepening of international trade, and also in the 
integration of financial markets. It is further indicated that for countries without  
a long history of price stability, a common currency can be a way to import monetary 
policy credibility (see McKinnon, 2004; Tavlas, 1993).
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The costs of the common currency are instead linked to the loss of autonomy in 
monetary policy and the abandonment of the floating exchange rate, which can no 
longer absorb shocks, but are emphasized as limited by the synchronisation of 
business cycles, facilitated by large international intra-industry trade (Frankel and 
Rose, 1998). However, since cycles within a currency area are never perfectly 
synchronised, it is argued that the construction of an optimal currency area requires 
prices and wages to be as flexible as possible, so that shocks are absorbed as much 
as possible by price adjustments not forced by quantity changes (in output and 
employment/unemployment). An additional mechanism for absorbing asymmetric 
shocks is freedom of labour flows between the countries forming a common currency 
area. It was also pointed out that the costs of such shocks can be dissipated by the 
geographical diversification of the income sources of the economic agents, enabled 
by the integration of financial markets, which facilitates investment in the assets 
from different countries (McKinnon, 2004).

Even a superficial analysis of the conclusions from the literature on the optimal 
currency areas suffices to conclude that joining the euro area should be beneficial for 
Poland, especially if it increases flexibility of the product and labour market. Poland 
is strongly economically integrated with the euro area, and companies that are part 
of the European value chain play an important role in Polish foreign trade (see the 
previous section), and Poles have full freedom to work in the euro area countries. 
Thus, the assessment of the balance of benefits and costs of euro adoption is much 
more complex. The literature on optimal currency areas and the reports based on it, 
which analyse potential benefits and costs of adopting the euro, largely ignore the 
risk of a boom-bust cycle.

The two most comprehensive analyses of benefits and costs of euro adoption for 
Poland were prepared by the National Bank of Poland (NBP). The first one, edited 
by Borowski, was published in 2004, followed by the second one in 2009. On the 
benefits side, both highlighted lower transaction costs and reduced risk premiums, 
which were to lead to higher investment and trade deepening. Moreover, better 
financial integration and a more competitive environment were indicated as possible 
benefits. On the cost side, both reports focused on the loss of sovereign monetary and 
exchange rate policies in the context of asymmetric shocks absorption, and the 
degree of synchronisation of business cycles. The first report was prepared before 
EU accession, and concluded that ongoing integration with the euro area would 
foster synchronisation of business cycles. The authors emphasised the insufficient 
flexibility of the Polish labour market, but concluded that opening the labour markets 
of the EU countries for employees from Poland might attenuate domestic rigidities. 
Five years later, when the second report was prepared, the Polish economy was more 
interlinked with the euro area (Germany in particular), which limited the problem of 
business cycles’ synchronisation. Furthermore, the Polish labour market became 
more flexible. Unfortunately, between 2004 and 2009 there was no significant 
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improvement in the fiscal policy. Both reports pointed to the problem of persistent 
structural deficit limiting fiscal space.

Borowski et al. (2004) estimated that due to the lower cost of capital, joining the 
euro area would increase the GDP growth rate by 0.2 p.p. annually, boosting Poland’s 
GDP level by approximately 6% by 2030. Similar gains were expected due to 
increased FDI inflows. According to the report, joining the euro area in 2007 would 
boost GDP by approximately 12% by 2030, while the report from 2009 also 
concluded that joining the euro area would have a net positive impact on the Polish 
economy. As a result of euro adoption, Polish GDP was projected to grow by 
additional 7.5%, with the majority of results realised during the first ten years after 
accession. According to the authors, the ongoing GFC (the report was published in 
2009) does not affect the long term benefits of euro area membership, but makes the 
short-term effects difficult to estimate and raises questions about the optimal euro 
adoption date.

Unlike the first NBP report, the second report recognised the risk of a boom-bust 
cycle due to adoption of the euro but concluded that the risk is limited. The report 
examined the experiences of Greece, Ireland and Portugal where such a cycle 
occurred, and assessed that these countries avoided a deterioration of the health of 
the banking sector. With the benefit of hindsight, it is clear that such an assessment 
was wrong, as all these countries later experienced significant problems in their 
banking sectors. In the case of Poland, the NBP simulations concluded that adopting 
the euro should not lead to a significant increase in private credit to GDP ratio, in 
spite of its low starting level.

Another NBP report was released in 2014. This publication, unlike the two 
previous, focused on the matter of optimal conditions for joining the euro area 
instead of carrying out the cost-benefit analysis. Special emphasis was put on the 
issue of the credit boom bust cycle.

According to the report, ECB interest rates could turn out to be too low for Poland. 
As long as there will be real convergence in Poland, the appreciation of the real 
exchange rate will continue. Without own currency, this appreciation would take the 
form of higher inflation and accelerated wage growth. Therefore, the ECB interest 
rates, nominally the same in each country, would be lower in real terms in Poland 
than in the euro area as a whole. On the one hand, too low interest rates may cause 
excessive credit growth and speculative bubble, while on the other, it may weaken 
the cost competitiveness of domestic enterprises, mainly due to wage growth 
spreading from the construction sector (where it would be fuelled by the growth of 
real estate prices) to the tradables sector.

The authors considered that the accumulation of the above-mentioned imbalances 
would be the main peril for the stability of the Polish economy after joining the euro 
area. Moreover, the NBP experts admitted that it would be much more severe than 
possible asymmetric shocks, i.e. the focus of the 2004 and 2009 reports.
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It was stressed that dedicated preventive mechanisms would have to be created 
before accession to the Economic and Monetary Union (EMU). Otherwise, if the 
imbalances were allowed to cumulate, their subsequent reduction would require 
much time and cause significant costs. A macro-prudential policy was recommended 
as the core preventive mechanism, however it was stipulated that macro prudential 
measures cannot perfectly substitute autonomous monetary policy. In the case of 
those measures, both the length of the decision process and their leverage on the 
economy are much longer than in relation to the monetary policy.

The main conclusion from the 2014 report was that faster growth of Poland’s 
economy after euro adoption cannot be taken for granted. Reaching those benefits 
will depend on how Poland will be prepared to operate within constraints set up by 
the ECB monetary policy. Accordingly, before euro adoption, a series of reforms 
should be implemented.

Reports on the effects of euro adoption conducted in other NMS also focused on 
the degree of business cycles synchronisation, responses to asymmetric shocks and 
fulfilment of the criteria of optimal currency areas8. Only two of them explicitly 
mentioned the risk of an asset prices boom due to a decrease in interest rates. They 
were published by the National Bank of Hungary (Cssajbok and Csermely, 2002) 
and the National Bank of Slovakia (2006). The Hungarian report concluded that 
proper microeconomic prudential regulations can limit such risk. The Slovakian 
report had broader recommendations including not only forward looking financial 
supervision but also a proper insolvency regime, a slightly restrictive fiscal and 
monetary policy (before adopting the euro), a prudent wage policy and a flexible 
labour market.

It should be remembered that the majority of cost-benefit analyses of joining the 
euro area were conducted before the GFC. Since then, the euro area has undergone 
significant changes, and the process of reforms is not yet finished. Hence, further 
changes to the cost-benefit balance may be expected – the authors return to this issue 
in Section 5.

8 These include: Adopting the Euro in Hungary: Expected Costs, Benefits and Timing, by researchers 
from the National Bank of Hungary from 2002 (Cssajbok A., Csermely, 2002), Programme for ERM II 
entry and adoption of the euro. Joint programme of the Slovenian Government and the Bank of Slovenia, 
by the Bank of Slovenia and the Slovenian Government from 2003, Impact of Euro Adoption on the 
Economy of Latvia, published by the Bank of Latvia from 2004 (Bitans M., Kauzens 2004), The Effects 
of Euro Adoption on the Slovak Economy published by the National Bank of Slovakia from 2006 
(Suster [ed.] 2006), Impact of Euro Adoption of the National Economy: an Overview of the Quantitative 
Assessment by the Central Bank of the Republic of Lithuania from 2013. Note that some of these 
documents were published as working papers, reflecting only the views of the authors, while others 
were official documents.
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4. The credit boom-bust cycle and its costs

After 2007, 13 EU members fulfilled the quantitative criteria proposed by Laeven 
and Valencia (2008) to be classified as cases of banking crisis. This number seems to 
be underestimated, for an episode to qualify as a banking crisis according to Laeven 
and Valencia either (i) significant signs of financial distress in the banking system (as 
indicated by significant bank runs, losses in the banking system, and/or bank 
liquidations) occur, or (ii) significant banking policy intervention measures in response 
to major losses in the banking system are taken. In the case of countries such as 
Estonia, Lithuania and Bulgaria, the crisis defined in such a way, did not occur only 
due to support granted to local banks by their parent companies, which in turn was 
possible only due to the significant public support in their home countries. Thus, the 
crisis that started in the EU in 2008 can be classified as a banking crisis even to  
a larger extent than the strict use of definition by Laeven and Valencia would suggest.

It is generally agreed that recessions associated with banking crises are particularly 
deep and last longer than others (cf. Cerra et al., 2009, and Claessens et al., 2009). 
The costs of the crisis that hit the European Union in 2008 have been significant. In 
2013, i.e. five years after the GFC outbreak (which is a time span usually long enough 
for an economy after shocks to return towards trend), GDP per capita in the member 
states was 18% below its pre-crisis trend. The gap in the most affected countries, 
such as Ireland, Greece and Latvia exceeded the costs of the previous banking crisis 
in developed countries, such as Japan and Finland, in the 1990s. Obviously, it can be 
argued that in some cases the pre-crisis growth rates were impossible to sustain, as 
the premium from catching up in converging countries would naturally decrease, so 
the cost of the crisis is overstated. However, taking as a benchmark the IMF forecasts 
from April 2008, yields results were of a similar magnitude – in 2013 GDP per capita 
of EU member states was on average 17% below the forecasted level (see Figure 11) 
– despite changes to the relative positions of the selected countries.

The size of the gap can be explained by three main factors: initial conditions, 
policies after the crisis and structural features of the economies (Laszek 2014). The 
larger the size of imbalances accumulated in economies as of 2007, the worse their 
performance after the outbreak of the crisis. The imbalances were reflected in low 
saving rates, high investment rates, structural deficits in public finances, high growth 
rate of credit before the crisis and worsening net investment position. Taken together, 
these factors account for up to 30% of variation in post-crisis performance. Apart 
from the initial imbalances, policy reaction also mattered. The notably larger 
deterioration in structural fiscal deficit between 2007 and 2009 resulted in worse 
performance in 2013. The initial imbalances can explain to some extent the decrease 
in general government revenue, even after the adjustment for cyclical factors. The 
increase in spending, however, was much more discretionary than the decrease in 
revenue. Euro area members (with easier access to financing than most EU countries 
from outside of the euro  area)  and  EU countries  with  already  unsustainable public
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Fig. 11. Gap between actual GDP per capita in 2013 and pre-crisis trend/pre-crisis forecasts 

Note: Trend fitted to 12 pre-crisis years 1995-2006, smoothed with HP filter (λ=6.25)

Source: IMF World Economic Outlook IV 2008, IMF World Economic Outlook IX 2013, AMECO.

finances9, were more eager to increase spending in the midst of the crisis. As far as 
the structural features of economies are concerned, countries with more flexible 
product market regulations fared better.

The importance of the initial imbalances in explaining the post-crisis performance 
of EU countries highlights the costs of the credit boom-bust cycle. The most extreme 
case were the Baltic states which, after growing at a rate approaching 10% in 2006 
and 2007, recorded a decrease in GDP of approximately 15% in 2009 (-17.7% for 
Latvia). The story behind the boom and bust is documented by Bakker and Gulde 
(2010), who showed how the countries, lagging behind at the turn of the century, 
accelerated the pace of reforms, which resulted in higher growth rates. Robust 
economic growth and optimism, associated with EU accession, led to increased 
capital inflows further encouraged by the fixed exchange rate regime. Capital inflows, 
channelled through the banking sector, fuelled a lending boom and an even more 
rapid GDP growth. The lending was concentrated in the non-tradables sector. The 
growing wage pressure resulting from the boom eroded the competitiveness of 
countries in question. To some extent, a similar story regarding Ireland was documented 
by Whealan (2010). Fixing chronically ill public finances in the second half of the 

9 These are countries for which the Ageing Report (European Commission 2009) was forecasting the 
largest increase in old age related spending.
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1990s unleashed growth potential and led to fast convergence, however in the late 
1990s, the initially healthy growth started to turn into an unsustainable bubble. Fuelled 
by over-optimism and low interest rates, it paved the way for the subsequent crash. It 
should be noted though, that the magnitude of the boom-bust cycles in NMS was 
much larger than in Ireland or other ‘old’ EU members (see Figure 12).
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Fig. 12. Boom-bust magnitude. Cumulated GDP growth 2004-2008 minus cumulated GDP growth 
2008-2010 (percentage points)

Source: Ameco, Chapter 6 (domestic product).

One of the reasons behind this might be uncertainty about the potential growth of 
the rapidly changing transition economies, which is visible in the magnitude of the 
revisions in the estimates of the output gap for 2007 (Figure 13).
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Fig. 13. Ex post revision of the output gap in 2007 (the difference between estimates from EC 
Spring Forecast 2014 and EC Autumn Forecast in 2007, %)

Source: EC Spring Forecast 2014 and EC Autumn Forecast 2007.
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Although the magnitude of the boom-bust cycle in NMS was larger than in the Old 
Member States, Poland was among the few outliers and did not experience a bust, 
becoming the fastest growing economy during the crisis (see Figure 14). There are 
several factors behind the resilience of the Polish economy to the crisis. First, Poland, 
being the largest economy among the NMS, depends less on foreign demand. Second, 
2009 was the year when the effective tax cuts enacted before the crisis were 
implemented, thus providing fiscal stimulus right after the outbreak of the crisis. 
Third, the stimulus was amplified by a large increase in public investment financed 
mostly by an inflow of EU funds. Thus, luck clearly matters for economic performance, 
however cautious policies are needed to take advantage of good luck. Poland was 
generally pursuing cautious policies before the crisis. Due to the tightening of 
monetary policy directly after EU accession, as well as the actions of financial 
supervision that limited the growth of loans denominated in foreign currencies (FX 
loans), the credit boom in Poland before the crisis was very short-lived. It started only 
in late 2006 and was over in 2008 after the Lehman Brothers collapse. These policies 
also helped the floating exchange rate to cushion a large part of the external shock in 
2009. If the stock of FX loans in Poland had been larger, the floating exchange rate 
could have acted not as a damper, but as an amplifier of the shock. Note that the large 
volume of FX liabilities accumulated in NMS with fixed exchange rates during the 
boom phase made, abandoning the peg by those countries prohibitively costly.
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The above comparisons prove that adopting the euro may increase both the risk 
and costs of the credit boom-bust cycle under the conditions outlined below.

In a dynamically efficient economy interest rates exceed the growth rate of per 
capita income, otherwise it would be possible to take a loan to increase consumption 
in the current piod, next pay the interest with another loan, and then wait until the debt 
to income ratio decreases to zero. In other words, larger consumption today would not 
require lower consumption in the future (cf. Fischer and Easterly, 1990). Hence, in the 
standard DSGE model, natural interest rate is given by the following equation:

 ( ) ( )1 1 / ,P P
t t tr y yσ β β+= − + −  (1)

where rt is natural interest rate, σ is the parameter of relative risk aversion of 
households (usually assumed to be larger than one), β is the household’s subjective 
discount factor and 1

P P
t ty y+ −  is the growth rate of potential output.

It follows that for an economy that grows more rapidly than the euro area, 
adopting the common currency means a fall of interest rates below their natural 
level, unless measures introduced at the national level increase the price of credit or 
constrain its volume; these measures are referred to in the next section. With a given 
pace of economic growth, the decrease in interest rates is deeper, and the less 
monetary conditions before adopting the euro depend on the monetary conditions in 
the euro area. Therefore, the decline in interest rates is deepened by the greater 
previous freedom of the exchange rate to float, and reduced by increasing financial 
integration with the euro area.

Interest rates below their natural level contribute to the boom-bust cycle through 
various channels: the search for yield and underpricing of risk (Rajan, 2005), easing 
of credit standards by banks (e.g. Maddaloni and Peydró, 2010; Jiménez et al., 2009) 
and the increased likelihood of housing booms and bubbles (Sa, Towbin and 
Wieladek, 2011).

It is worth noting that even if such a cycle does not result in a financial crisis, it 
may still decelerate economic growth. During the boom phase, a country’s cost 
competitiveness is undermined, which contributes to a distortion of sectoral 
composition of output. Tradables sectors lose their share in output for the benefit of 
non-tradables sectors (in particular the construction sector). Such a structural change 
impedes technology transfer from abroad and inhibits the diffusion of knowledge on 
how to produce more efficiently. In brief, when adjustment of the interest rate is 
constrained, then restoring economic equilibrium may require an adjustment in the 
natural interest rate, which may take the form of economic growth deceleration. Note 
however that contrary to the concerns of some economists (see in particular Kawalec 
and Pytlarczyk, 2016), a member of the euro area has the potential to regain 
competitiveness. This is allowed by fiscal devaluation, which is not just a theoretical 
peculiarity, known at least since the time of Keynes. The Baltic States and Ireland in 
particular, have used it frequently and with success (see Ciżkowicz et al., 2020).
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As already mentioned, the costs of a credit boom-bust cycle depend on three main 
groups of factors: initial imbalances, policies after the crisis, and structural features 
of economies. Adopting the euro by an economy growing faster than the euro area 
may increase initial imbalances, by increasing the supply of and demand for credit 
and lengthening the period of unsustainable credit growth. Note, however, that 
imbalances’ accumulation can be blocked (or amplified) by measures introduced at 
national level. Furthermore, these measures shape the two remaining factors 
determining the costs of the credit boom-bust cycle. If, during the bust period, 
policies force a quick restructuring of overdeveloped sectors with low productivity, 
the recession is short. The economy rapidly returns to its pre-crisis growth or even 
its growth accelerates, as was in the case of Sweden after the crisis at the beginning 
of the nineties (cf Borio et al., 2010). In turn, the more flexible an economy, the less 
costly the reallocation of production factors, which is necessary after the boom.

A caveat is required here. Adopting the euro softens governmental budgetary 
constraints. First, this softening facilitates hiding the costs of delaying reforms aimed 
at enhancing the flexibility of the economy, as demonstrated by the euro area 
periphery (Fernandez-Villaverde 2013). Second, it expands the possibilities to 
postpone necessary adjustments during the bust period (see, e.g. Gross and Alcidi, 
2013). The comparison of post-crisis performance of the euro area periphery with 
the performance of the NMS that experienced a particularly strong pre-crisis boom 
(i.e. Bulgaria, Estonia, Latvia and Lithuania), is instructive on that score. The former 
group achieved worse economic results than the United States after the outbreak of 
GFC, whereas all the latter countries outperformed the United States (in terms of 
growth of per capita income) (Balcerowicz et al., 2013). In the former group, the 
adjustments, although ultimately impressive, were delayed and gradual. The latter 
countries managed or were forced to introduce sharp and deep adjustments already 
at the onset of the crisis.

5. The possible methods for mitigating the risk of boom-bust cycles  
after adopting the euro

In theory, in order to mitigate the risk of a credit boom-bust cycle after euro 
adoption, it is sufficient to:

ii(i) increase government savings adequately,
i(ii) drive a wedge between the interest rate set by the ECB and credit costs 

(notably for mortgage loans10), or
(iii) constrain the volume of credit appropriately.
Due to those solutions, a halt in convergence, which the boom-bust cycle may 

result in, should not be automatically treated as an argument against adopting the 

10 Empirical studies suggest that mortgage loans can lead to housing bubbles (Sa, Towbin and Wieladek 
2011), and in themselves are not necessarily supportive for growth (Beck et al., 2012).
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common currency. Furthermore, sovereign monetary policy does not necessarily 
protect against credit boom-bust cycles. The pre-crisis experience of the United 
States demonstrates that even the most sovereign central bank managed by the most 
distinguished governor and hiring the most competent staff, may overlook 
accumulation of dangerous imbalances. Indeed, the transcripts of FOMC meetings in 
2006, the last year under Alan Greenspan term of office, show an overwhelming 
impression of the perception of success and control.11

The above solutions indicate areas that need enhancements before euro adoption. 
Solution (i) calls for continuous fiscal restraint. Solution (ii) may be achieved through 
either fiscal instruments (taxation) or macro prudential measures. Solution (iii) is  
a natural domain of macro prudential regulations and policy.

Note that the solutions themselves may have an impact on the pace of convergence.
Solution (i) appears to be potentially most advantageous in these terms, although 

it also creates certain risks to the convergence process. If it includes cuts to social 
transfers for the working age population and to wages and salaries, it encourages 
households to increase labour supply, alleviates wage pressure, and thereby improves 
the cost competitiveness of domestic enterprises, as well as their ability and 
propensity to invest. In turn, larger corporate investment supports technological 
progress, as the latter is largely embodied by the new capital (cf. Geenwood, 
Hercowitz and Krusell, 1997). If it includes VAT increases, it lowers the profitability 
of non-tradables relative to tradables. Government savings also increase room for 
internal devaluation or, more generally, for reductions in most distortionary taxes. 
However, such a fiscal restraint may have an inappropriate composition for economic 
growth, i.e. it may be based on distortionary taxation or on cuts to potentially growth-
enhancing public expenditure (e.g. expenditure on infrastructure). Moreover, 
government purchases of assets or, more generally, its management over growing 
stock of savings, may significantly distort capital allocation.

The remaining two solutions may distort capital allocation and accumulation to 
an even higher extent. They are associated with the risk of over-taxation and over-
regulation of the financial sector, respectively. The materialisation of that risk would 
undermine the capacity of the domestic financial sector to encourage private saving, 
and to allocate it to productive projects.12 Furthermore, in an economy which is open 
to capital flows, domestic credit could be replaced by loans taken abroad. In this case 
a credit boom could still occur. Thus, the main positive effect of solutions (i) and (ii) 

11 The overall mood was well captured by Janet Yellen at the last meeting chaired by Alan Greenspan 
in January 2006, when she said “the situation you’re handing off to your successor is a lot like a tennis 
racquet with a gigantic sweet spot.”
12 Note that these solutions can prevent growth of the financial sector, and in particular of banking 
sector, to a size when it ceases to support economic growth, and may even inhibit it. Vast literature on 
finance and growth is surveyed e.g. by Levine (2005). For more on nonlinearity in the link between 
growth and financial sector’s size see, e.g. Arcand, Berkes and Panizza (2012), Cecchetti and Kharroubi 
(2012), Cecchetti, Mohanty and Zampolli (2011), and Pagano (2012).
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would be less frequent instances of forbearance lending during the bust (and thereby 
the faster restructuring of imbalances accumulated over the boom13). However, the 
negative aspect of less frequent forbearance during a bust is a sharper recession.

To address the risks of halting the development of the domestic financial sector 
and of substitution between domestic credit and foreign loans, regulation or taxation 
should be levied directly on borrowers rather than on domestic financial institutions. 
Moreover, to be effective, it should be very broadly based, even at the cost of being 
“too blunt”. During the boom, the substitutability of various liabilities (assets) 
increases and in such an environment the narrow, targeted measures are likely to fail.

Unfortunately, all the aforementioned solutions are difficult to implement and, 
except for solution (ii)14, their adequate calibration is an even more complex issue.

The feasibility of the solutions is questionable primarily due to political reasons, 
however not exclusively. Political pressure is more likely the more successful the 
measures are (cf. Elliott, Feldberg, and Lehnert, 2013).

It is not by coincidence that very few countries managed so far to run surplus in 
public finances for a longer period of time (and the few that succeeded are mostly 
undemocratic). The effective implementation of solution (i) would require continuous 
increases in government surplus over the convergence period.15 The longer that 
period, the larger the necessary surplus. If the surplus ceased to increase in spite of 
economic growth in a given country exceeding that of the euro area, it would no 
longer protect the domestic economy against the credit boom-bust cycle. It is difficult 
for governments to convince their electorate that the benefits of adopting the euro 
should be saved instead of being spent immediately.

Even the less ambitious goal of building a fiscal space sufficient to absorb potential 
costs of credit boom-bust cycle appears to be infeasible for at least two reasons. 
First, the costs can be very large. The fiscal burden of rescuing financial institutions 
can exceed 30% of GDP, sometimes by a very large margin (as in the case of Ireland 
and Iceland after the GFC; see Laeven and Valencia’s database on financial crisis). 
Second, the credit boom blurs the actual fiscal stance. On the one hand, it produces 
artificially large tax revenues. On the other hand, it encourages governments to 
introduce still new or more generous social schemes, whose full costs are not revealed 
until households have significant alternatives to social benefits. The stronger the 
boom, the seemingly healthier the fiscal stance. However, once the recession hits, 
even a large surplus in public finances may transform into a huge deficit (as shown 
by the experience of e.g. Ireland and Spain). Thus, it is not surprising that a financial 
crisis is often followed by a fiscal crisis (cf. Reinhart and Rogoff, 2009 and 2011) 
and that this pattern was also seen in the euro area periphery.

13 For more on costs of forbearance lending, see, e.g. Caballero, Hoshi and Kashyap (2008).
14 At least, if it takes the form of a tax on loan principal.
15 Moreover, tightening of fiscal policy should not only be continuous but also occur on time to 
effectively curb risk of a credit-boom bust cycle. If it lagged behind credit growth, it could hardly 
prevent a boom. The less economic agents remain credit-constrained, the more the fall in private saving 
offsets the increase in government saving (cf. Elmendorf and Mankiw, 1998).
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As much as taxing loan principal is unpopular, there are many countries that offer 
generous tax breaks or direct subsidies for mortgage loans. The majority of countries 
offer tax incentives for financial leverage in the corporate sector. The outbreak of the 
GFC has not convinced governments to withdraw tax benefits for debt financing, 
they have been expanded rather than limited (see the case of the UK in particular).

From the perspective of the political economy, taxing the non-core liabilities of 
banks appears to be a more feasible way of implementing solution (ii), given the 
banks are still charged with the responsibility for the outbreak of the GFC. However, 
an increase in domestic credit costs, spurred on by the tax on those liabilities, may 
encourage domestic agents to pursue financing options abroad.

The GFC has greatly revived the debate on macro-prudential measures which 
could be part of the solution (ii) or (iii), or both. Most of the discussed and 
implemented measures, such as higher capital requirements, liquidity coverage, net 
stable funding ratio, and leverage ratio have a regulatory flavour. Yet, most countries 
are afraid of regulation arbitrage, which renders them reluctant to introduce/calibrate 
those measures unilaterally. Thus, economic knowledge on the effectiveness and the 
workings of macro-prudential measures is likely to remain limited in the foreseeable 
future (cf. Repullo and Saurina, 2011).

The political economy suggests that the feasibility of macro-prudential measures 
is not independent of fiscal policy. If there was no fiscal policy reaction to excessive 
credit growth, then the macro-prudential response would have to be more restrictive, 
however a decisive macro-prudential response from a hesitant government is 
unlikely, unless the decision belongs to an institution sufficiently independent of 
government.

That independence should be very deeply rooted, given that macro-prudential 
decisions would impact on the distribution of income (which would not be expected 
to expire over the business cycle, unlike those of e.g. monetary policy). Such effects 
inspire political pressures. Apart from independence, macro-prudential policy also 
requires systemic macroeconomic perspective, and both these requirements indicate 
the central bank as the appropriate institution for pursuing that policy.

It is worth noting that euro adoption would alleviate the problem of the difficult 
‘cohabitation’ of monetary and macro-prudential policies (provided that macro-
prudential measures would be decided at the national level). When the national 
central bank is primarily responsible for price stability, it is naturally tempted to 
subordinate macro-prudential actions to monetary policies. That temptation stems 
from the fact that inflation is observable and systemic risk is not. At the same time, 
the business cycle is much shorter than the credit cycle and, as a result, the risk of 
inflation’s deviation from the target increases much more frequently than the risk of 
financial crisis. Furthermore, when credit begins to fuel a speculative bubble, 
inflation usually subsides (cf. Christiano et al., 2010).

For Poland, the importance of introducing a solution to effectively mitigate the 
risk of a credit boom-bust cycle is increased by the underdeveloped private rental 
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market (see Figure 15). This underdevelopment might exacerbate the responsiveness 
of house prices and residential investment to financing conditions, and thereby the 
magnitude of the boom-bust cycle.
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Fig. 15. The share of households living in houses rented in the private market across EU countries 
in 2012 and 2019

Source: Eurostat Series: distribution of population by tenure status, type of household and income 
group.

Poland’s experience with fiscal discipline in general and fiscal rules in particular 
is mixed (at best). On the one hand, debt ceilings have helped to keep public debt 
below 60% of GDP before 2020, while on the other, the rules have encouraged fiscal 
discipline only during economic slowdowns. During booms, the deficit remained 
high, and except for 2007 and 2015-2019 it always exceeded 3% of GDP16. Fiscal 
restraint, when introduced, was not always conducive to economic growth in the 
long term (e.g. government outlays on infrastructure were cut and the capital pillar 
of the pension system has been marginalised). It was also often supplemented with 
changes in definition of public debt, which rendered public finances less transparent. 
Lastly, when in 2013 the debt ceiling became a hindrance for increasing the deficit, 
it was suspended. This precedent encouraged the next government to modify the 
most recent fiscal rule in Poland, i.e. the stabilising expenditure rule, whenever it 
interfered with projected expenditure. The major softening of the rule was carried 
out already in the autumn of 2015. The new government modified then the formula 
setting out the public spending ceiling by replacing inflation (then actually deflation) 
with the inflation target (2.5%). By 2019 just this one change raised the public 

16 Before the reduction of the capital pillar albeit until recently, the deficit was largely offset by savings 
from mandatory pension funds.
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spending ceiling by a total of about 45 billion PLN (2% of GDP). Despite such  
a dilution, the stabilising expenditure rule has been circumvented through inflating 
revenue allegedly from curbing tax evasion and tax avoidance. During the pandemic, 
numerous new off-budget funds not covered by the rule were created; meanwhile the 
rule has been suspended altogether.

The pressure to increase government spending is strengthened in Poland (and 
other NMS) by comparisons of the quality of public services in Poland and Western 
Europe. Adopting the euro would facilitate such comparisons, in particular with 
regard to various social benefits and wages. The average Pole would not accept the 
statement that “despite the booming economy and a budget surplus, slowing the pace 
of increases in pension and wages is necessary due to necessary restraint of the credit 
boom bust cycle”. Therefore, even though enhancing fiscal discipline in general and 
fiscal rules in particular is necessary (aside from the matter of euro), it cannot be the 
only or even the main shelter from the credit boom bust cycle.

The Polish experience with macro-prudential measures seems more encouraging. 
Already before the outbreak of the GFC, Poland introduced some measures (in 
particular recommendation “S”) aimed at curbing the growth of FX loans, which 
were very popular at the time. In August 2008, just before the collapse of Lehman 
Brothers and the most severe phase of the GFC, the share of FX mortgages in all 
newly issued mortgages exceeded 70%. This tendency has reversed since 2008, and 
over the subsequent few years the share of newly issued FX loans in Poland became 
negligible.

However, the more limited credit boom prior to the GFC than in most other New 
Member States appears to be related more to the sharp monetary policy tightening in 
2004, which contributed17 to the interruption of the post-EU-accession boom. This 
tightening and, more generally, the success of the central bank in stabilising the 
economy, at least until recently (see Figures 16-19), suggests it can make a good use 
of its independence (cf. Ciżkowicz and Rzońca, 2015).

The NBP should be given wide competencies in the field of macro-prudential 
policy as soon as possible. The sooner it becomes responsible for this kind of 
measures, the more time it will have to learn how to use them. By the time of joining 
the euro area, the NBP will know how to adjust the effect of the ECB interest rates 
on Poland’s economy if they are considered inappropriate; prevention against credit 
booms would then become its primary task. However, performing this task could be 
hindered by excessive harmonisation of the macro-prudential policy at EU level, 
signs of which can be seen in the CRDIV directive and CRR regulation (cf. NBP, 
2014).

17 Jointly with the positive outcomes of the Hausner Plan.
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Fig. 16. Average deviation from the inflation target (01.2004-12.2019) in Poland and the euro area 
– 12 countries. Absolute values, percentage points. 

Source: authors’ elaboration, based upon Eurostat Series HICP monthly data (12-month average rate 
of change).
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Fig. 17. HICP volatility in the EU (standard deviation, 01.2004-12.2019)

Source: authors’ elaboration, based upon Eurostat. Series: HICP monthly data (12-month average 
rate of change). 

Economic turbulence cannot be avoided entirely, and Poland should better prepare 
for its occurrence before joining the euro area. Improving resilience will require 
carrying out two kinds of actions.
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Fig. 18. Output gap volatility in the EU (standard deviation, 2004-2019)

Source: Ameco.
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Fig. 19. Long-term interest rate volatility (2004-2019)

Source: Eurostat Series: EMU convergence criterion.

First of all, fiscal space to mitigate moderate-negative shocks should be created. 
To make this possible, the structural deficit has to decrease by at least 3% of GDP, 
otherwise it will remain far above the medium-term budgetary objective (MTO) 
adopted by Poland. The stabilising expenditure rule was designed to ensure the 
achievement of the MTO. However, as outlined before, this rule cannot play its role 
as long as it is circumvented.

Secondly, the economy’s ability to restructure should be strengthened, and the 
costs of such adjustment to the shocks should be reduced. To accomplish this, labour 
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and capital reallocation must be enhanced. It has decelerated in Poland in recent 
years, e.g. flows into and out of the unemployment have become quite limited by 
European standards (see Figure 20)18. This may reflect the relatively flexible labour 
marker, facilitating wage adjustments, as well as the shortage of labour, encouraging 
labour hoarding (see Figure 21).
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Fig. 20. Flows from employment to unemployment and opposite. Data from 2019.

Source: Eurostat Series: Labour market transitions.

On the one hand, Poland’s economy flexibility is increased by an overdeveloped 
sector of micro-firms (hiring less than 10 employees). Across the EU, this was larger 
than in Poland only in Slovakia and in the Mediterranean countries: Cyprus, Spain, 
Portugal and Italy. Micro-firms may reduce the number of their poorly protected staff 
overnight or cut their wages, however they are also a cause of Poland’s backwardness 
in relation to Western Europe. Labour productivity in micro-firms does not exceed  
a third of the productivity of their peers in the ‘old’ EU (apart from the peripheral 
states). In contrast, in small (10-49 employees) and medium (50-249 employees) 
enterprises, this amounts to three-thirds of the Western level, while in large firms it 
reaches 90% of that level (cf. Ciżkowicz, Łaszek and Rzońca, 2020).

18 That stays in stark contrast with the pace of labour reallocation directly after the GFC. Then the 
probability of a person changing employment status during a quarter was 12% in Poland, whereas in 
Italy 5%, in Germany less than 6%, while in France less than 8% (Bukowski, Kowal and Lewandowski, 
2011).
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Fig. 21. Employment protection

Source: authors’ elaboration based upon OECD Stat. Series: Collective bargaining coverage, Average 
Tax Wedge, Net replacement rate in unemployment, Public expenditure on LMP and Strictness of 
employment protection.

On the other hand, the flexibility of Poland’s economy is much lower than for the 
OECD top performers, in particular as far as product market is concerned.19 This is 
due to the large sector of state-owned enterprises. State control is particularly strong 
in upstream sectors, impacting basically on the operational costs of each company. 
These sectors in Poland are more monopolised than on average in the EU or the 
OECD. Barriers to competition are especially acute in the gas and aviation industry. 
Moreover, the retail sector in Poland operates under tighter regulations than in most 
other EU countries; it accounts for about 20% of GDP and has a strong impact on the 
efficiency of suppliers (cf. McKinsey, 2006).

Since this flexibility is also fundamental for the pace of the convergence process, 
its enhancement is of crucial importance irrespective of when Poland joins the euro 
area. Indeed, Poland would benefit most in terms of growth if it deregulated its 
product market in line with OECD best practice (cf. Bourlès et al., 2010).

The authors conclude this section with a very brief discussion of some other 
challenges of euro adoption.

The euro area deals with the large public debt exacerbated by the outbreak of the 
pandemic (see Figure 22). The high level of public debt is detrimental to economic 
growth (cf. Cecchetti, Mohanty and Zampolli, 2011; Kumar and Woo, 2010; Reinhart, 
Reinhart and Rogoff, 2012; Reinhart and Rogoff, 2010), and requires fiscal adjustment 

19 The already mentioned underdevelopment of the private rental market is another important sphere 
which requires far-reaching improvement. On top of the increasing amplitude of a potential boom-bust 
cycle, it decreases spatial labour mobility, and thereby hinders reallocation.
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even if it is to be accompanied by output losses in the short run. Fortunately, evidence 
exists that when public debt is large (namely exceeds 60% of GDP), fiscal adjustment 
is not necessarily costly in terms of output in the short term (and is beneficial in the 
long run – cf. Ilzetzki, Mendoza and Vegh, 2013). At the same time, the public debt 
crisis in peripheral economies has confirmed that delaying fiscal adjustment, if 
feasible at all, could be very costly – both for countries which need this adjustment 
and for the euro area as a whole.
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Fig. 22. General government debt across the euro area members (in % of GDP)

Source: Eurostat, National accounts indicator (ESA 2010) Government consolidated gross debt.

High public debt levels are not the only barrier to growth and a source of potential 
vulnerability which the euro area must face. The response to the GFC and public 
debt crisis in the euro area, and then to the pandemic, has too often consisted in 
policies that resulted in postponing deep restructuring. In particular, accommodative 
monetary policy pursued by the European Central Bank could discourage banks and 
enterprises from restructuring and weaken incentives of Euro area members to 
reform (cf. Balcerowicz et al., 2013).

Completing the institutional reforms is still another challenge for the euro area, 
which could considerably affect the cost-benefit analysis of adopting the euro. 
Questions of critical importance will remain unanswered for a long time: how 
effective will the Single Resolution Mechanism (SRM) be in preventing the build-up 
of risks in the banking system and reducing the costs of potential resolutions? How 
will the cooperation of different institutions involved in the resolutions work in 
practice? etc. However, the full balance of benefits and costs of euro adoption cannot 
ignore the political consequences of staying outside the euro area.
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The first political argument in favour of Poland’s accession to the euro area is 
associated with the radical reduction of the risk that Poland will leave the EU or that 
European integration will continue without Poland – only inside the euro area. A sign 
that further European integration is very likely to take place within that area is the 
European Commission’s proposal that the new EU Multiannual Financial Framework 
for 2021-2027 should secure funds to be used exclusively by euro area members, or 
to accelerate preparations for euro area membership.

The second political argument for Poland’s membership in the euro area concerns 
external security. Even if security is not breached in a given period, fears of economic 
agents of a significant external threat alone, can negatively affect economic growth. 
In contrast, the resolution of these fears promotes economic growth (see, for example, 
Landau, 1996; Baffes and Shah, 1998; Aizeman and Glick, 2003). The economic 
potential of Russia, Poland’s aggressive and unpredictable neighbour, is small 
compared to the euro area. The largest economy, Germany, is two and a half times 
larger than Russia’s. France, being the second largest economy in the euro area, is 
almost twice as large, while the entire euro area is about ten times as large. Naturally, 
Russia spends a much larger percentage of GDP on its army than any other euro area 
country. Even so, the difference in economic potential is so large to Russia’s 
disadvantage that the combined national defence spending of France and Germany, 
just two euro area members, exceeds that of Russia by half. If the euro area countries 
combined their defence capabilities, they would be able to build a credible defence 
system against Russia without increasing their national defence spending (De 
Grauwe, 2018).

Concluding comments

Poland has become deeply integrated with the euro area, and some links (e.g. 
foreign trade) between Poland and the euro area are even stronger than among this 
area’s members. The potential benefits for Poland from euro adoption would stem 
from deepening this integration.

By contrast, a decrease in cost of capital, considered to be a benefit of adopting 
the euro in the existing cost benefit analyses, appears to represent a source of the 
most significant threat. As long as Poland keeps growing faster than the euro area, 
the interest rates set by the ECB will be too low for the Polish economy. This might 
easily result in a credit boom-bust cycle, the risk and costs of which would be 
exacerbated by the underdeveloped rental market. Such a cycle might stop the 
process of convergence of the Polish economy. A halt in this process might result not 
only from the boom-bust cycle, but also from undermined cost competitiveness  
or slow restructuring. However, Ireland and the Baltic States have demonstrated that 
a member of the euro area can regain competitiveness through fiscal devaluation.

Theoretical solutions to mitigate the risk of a credit boom-bust cycle are broadly 
available. It suffices to increase the price of credit or constrain its volume adequately 
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through fiscal or macro prudential measures. However, the feasibility of these 
solutions is questionable, primarily due to political pressures.

The feasibility problem might be overcome through delegating the power of 
undertaking macro prudential measures to the National Bank of Poland. This 
institution is independent of political pressures and its track record with stabilising 
the economy (at least until recently) suggests that it could make good use of such 
power. The NBP should be assigned with macro-prudential competencies as soon as 
possible. Thereby, by the time of joining the euro area, it would already have the 
necessary experience and could correct the effects of ECB interest rates on the Polish 
economy. After adopting the euro, the NBP could focus on macro prudential 
measures. Hence, the problem of the ‘difficult cohabitation’ of monetary and macro 
prudential policy would be resolved.

Before joining the euro area, Poland should also improve its flexibility to 
reallocate labour and capital across companies and sectors as it lags far behind 
OECD top performers on that score.
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