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Abstract 
 

 In the paper we respond a question, if Slovak retail gasoline and diesel prices 
respond more quickly when crude oil price rises rather than when it decreases. 
A theoretical explanation of asymmetric retail gasoline and diesel price reac-
tions is addressed by examining the theory of strategic interactions between firm 
and its consumers. By investigating the traditional approach based on error 
correction models and vector error correction models, we reject the asymmetric 
gasoline and diesel price reaction hypotheses in the Slovak market. Considering 
the theory of strategic interactions between a firm and its consumers, a firm is 
minimising its adjustment cost function in a linear exponential form. Solving the 
problem of firm, we derive an econometric specification of a gasoline and diesel 
price reaction function. Estimating the specification we do not reject asymmetric 
gasoline and diesel price reaction hypotheses in Slovak market. 
 

Keywords: asymmetric retail gasoline and diesel price reactions, error correc-
tion models, linex adjustment cost function 
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Introduction 
 
 Numerous studies have dealt with the transmission of crude oil prices to retail 
gasoline prices and indicate that retail gasoline prices respond more quickly 
when crude oil prices rise than when they decrease; e.g. Radchenko (2005), 
Grasso and Manera (2007), Honarvar (2009), Meyler (2009), Liu, Margaritis and 
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Tourani-Rad (2010), Rahman (2016), Sun et al. (2018). Bacon (1991) named this 
asymmetric retail gasoline price adjustment as “rockets and feathers” effect. His 
study was followed by a paper from Borenstein, Cameron and Gilbert (1997) 
who provided strong evidence of an asymmetry in the US market between 1986 
and 1992 in different stages of the production and distribution of gasoline.  
 Douglas and Herrera (2010) provide an explanation of the “rockets and feathers” 
effect. According to the authors, asymmetric retail gasoline price reactions to 
crude oil price changes can be addressed by the theory of strategic interactions 
between a firm and its consumers; e.g. Okun (1981). As Rotemberg (2011) high-
lights, “The basic idea is that some consumers become angry and punish firms 
that demonstrate that they lack a minimal level of altruism. The fear of angering 
a minority of customers can be sufficient for selfish firms to act altruistically as 
well.” The altruistic behaviour by firms can explain “that, even when prices do 
change, prices seem to be more responsive to changes in factor cost than to changes 
in demand that have the same effect on marginal cost” (Rotemberg, 2011). 
 Consumers consider it unfair for a firm to raise the price of an item whose 
demand has suddenly increased. By contrast, they generally regard it as fair if 
a firm increases its prices when the price of its inputs rises. Consumers consider 
a firm to be altruistic if it increases its prices when the price of its inputs rises. 
However, consumers experience regret (or disappointment) if a firm increases 
the price of an item whose demand has increased. “An altruistic firm would be 
expected to internalize this regret cost to some extent, and thereby keep its price 
constant, even in situations where a selfish firm would raise its own price” 
(Rotemberg, 2011). 
 The theory of strategic interactions between a firm and its consumers is one 
of three theories explaining the price stickiness hypothesis which is used in New 
Keynesian monetary models. Douglas and Herrera (2010) argue that a good test-
ing ground for various theories of price stickiness is the dataset describing price 
adjustment of gasoline sellers.  
 Particularly, the theory predicting price adjustment asymmetry in the retail 
gasoline market is the theory of strategic interactions between a firm and its con-
sumers. Assume that a firm behaves altruistically in the sense that it does not 
increase its price if demand increases, but, on the other hand, it increases price if 
the crude oil price increases. Then we predict that after the crude oil price rises, 
an altruistic firm will raise retail gasoline price to a more moderate extent than 
a selfish firm would. It is because an altruistic firm, through fear of angering 
a minority of customers, will not react directly when demand changes, while 
a selfish firm can react freely. One way for an altruistic firm to adjust prices in 
response to an increase in demand is to raise the gasoline price sharply after 
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crude oil price rises and, conversely, to lower the gasoline price slightly after 
crude oil price decreases. 
 Borenstein, Cameron and Gilbert (1997) suggest three possible explanations for 
the asymmetric response of gasoline prices: the oligopolistic coordination theory, 
 the production and inventory cost of adjustment, and the search theory. 
 The commonly used approaches in empirical studies of retail fuel price 
asymmetries involve error correction models (ECM) and vector error correction 
models (VEC); e.g. Radchenko (2005), Grasso and Manera (2007), Honarvar 
(2009), Liu, Margaritis, and Tourani-Rad (2010). Such an approach is also used 
in our paper, investigating the reactions of retail gasoline prices to changes in 
crude oil prices. Using this approach, we reject the “rockets and feathers” effect 
with regard to the  Slovak gasoline and diesel market. 
 For our part, we provide an alternative empirical approach based on the linear 
exponential (linex) adjustment costs formulation. Using a similar approach, 
Pfann and Palm (1993) provided an example of an asymmetry approach in the 
labour market. According to this approach, the firing costs of manufacturing 
exceed the hiring costs. As Adda and Cooper (2003)  state, Pfann and Palm 
(1993) estimated the coefficients of the cost function in the linex specification 
using the generalised method of moments (GMM) approach on data for manu-
facturing in the Netherlands (quarterly, seasonally unadjusted data for the period 
1971-1984) and annual data for U.K. manufacturing. They used data on both 
production and non-production workers and the employment choices are inter-
dependent from the production function. For both countries, they found evidence 
of asymmetry. They reported that the costs of firing production workers were 
lower than the hiring costs. But, the opposite is true for non-production workers. 
Our ideas are inspired by empirical studies which analysed the U.S. and EMU 
monetary policy asymmetries provided by Surico (2007a), Surico (2007b) and 
Surico (2008). He examined the question as to whether central bankers weighed 
positive and negative deviations of the inflation, output and interest rate from 
their reference values differently. 
 According to Okun’s (1981) theory of strategic interactions between a firm 
and its consumers, the adjustment costs of the gasoline and diesel seller will be 
lower after the crude oil price rises and they will be higher after the crude oil 
price decreases. The character of this behaviour is similar to the character of the 
firm’s behaviour on the labour market described by Pfann and Palm (1993). 
Such a price-making process is discretionary. 
 Cukierman (2002) and Ruge-Murcia (2003), supposed that an asymmetry of 
monetary policy for output is a source of monetary policy time inconsistency. 
According to the time inconsistency of the monetary policy theory established by 
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Kydland and Prescott (1977) and Calvo (1978), monetary authorities’ adjustment 
costs of different economic shocks vary under discretionary and non-discretio-
nary environments. If monetary policy is discretionary, adjustment costs after 
positive economic shocks are lower than after negative positive shocks. Discre-
tionary monetary policy systematically produces an inflation bias. 
 Considering the other three theoretical approaches (the oligopolistic coordina-
tion theory, the production and inventory cost of adjustment, and the search theory), 
one can also form the price-making problem as a discretionary process with non-
linear adjustment costs. 
 In this paper we derive an econometric specification of a gasoline and diesel 
price reaction function. Estimating the specification, we do not reject the “rockets 
and feathers” effect in Slovak gasoline and diesel market. We analyse the retail 
gasoline and diesel prices published by the Statistical Office of the Slovak Re-
public. It is worth noting that a price-making asymmetry can occur on two levels 
of the selling process. The gasoline and diesel producer sells its product to retail 
sellers who sell it on to the final consumer. The Slovak producer has dominant mar-
ket power and the majority of retail sellers buy gasoline and diesel from him. As 
the corresponding prices on the first level are not published, this prevents our 
study from determining on which level the price-making asymmetry occurs. 
 
 
1.  Models and Methodology 
 
Two approaches of the “rockets and feathers” effect are applied in our study. The 
first, the co-integration approach, is based on error correction models (ECM) and 
vector error correction models (VEC). In the second approach, the price reaction 
specification is derived from the linex adjustment cost function.  
 
1.1.  Co-integration Approach 
 
 We are interested in the question as to whether a positive unit change in the 
oil price has an identical influence on the fuel price as a negative unit change. 
The error correction model with irreversible behaviour of explanatory variables 
is considered to be the basic tool for the analysis of the asymmetric price reac-
tion of fuel. The reason for this is clear: if non-stationary price variables are used 
as the first differences in this model, it is thus easy to separate positive and nega-
tive values in the explanatory variable. 
 A non-stationarity of variables is tested by unit root tests. We prefer the aug-
mented Dickey-Fuller (ADF) test (Dickey and Fuller, 1981). In cases where 
a significant autocorrelation is confirmed by a large number of lagged terms in 



119 

 

the Dickey-Fuller test equation, we also adopted the Phillips-Perron (PP) unit 
root test (Phillips and Perron, 1988). 
 The single-equation error correction model is essentially an auto-regressive 
distributed lag model with rearranged terms. We can show this by the auto-
regressive distributed lag model of order one with three variables: 
 

 0 1 1 0 1 1 0 1 1t t t t t t ty y x x z z uβ β γ γ δ δ− − −= + + + + + +                        (1) 
 
where yt is regressand and the average weekly price of gasoline or diesel in time t; 
xt is the key regressor – average weekly price of oil in time t; zt is another rele-
vant regressor in time t; ut is a stochastic term in time t and β0, β1, γ0, γ1, δ0 and δ1 

are unknown parameters of this regression model. 
 
 We can rewrite model (1) as the error correction (ECM) model (Engle and 
Granger, 1987): 
 

( ) ( ) ( )0 1 0 1
0 0 0 1 1 1 1

1 1

1
1 1t t t t t t ty x z y x z u
γ γ δ δ

β γ δ β
β β− − −

 + + 
∆ = + ∆ + ∆ + − − − + − − 

   (2) 

 
which contains the original (one period lagged) variables in the levels and their 
first differences. This allows us to explore both the long-run equilibrium rela-
tionship (the term in square brackets) and its adjustment along with the short-run 
dynamics. If a positive unit change of the regressor has an identical influence on 
the regressand as a negative unit change, we do not have to distinguish between 
them and we can estimate the overall response with one parameter for one re-
gressor, as in the reversible model (2). But this is precisely a restriction. If this 
restriction is not valid, the estimation results can be improved by specifying in-
creases (∆+xt) and decreases (∆–xt) of the explanatory variable as separate varia-
bles and also by separating the positive and negative deviations from the long-
run equilibrium relationship. 
 
 The asymmetric form of this irreversible error correction (A - ECM) model 
(Granger and Lee, 1989) is: 
 

( ) ( )0 0 0 0 1 1 1 10 0t t t t t t t t ty x x z e D e e D e uβ γ γ δ λ λ+ + − − + −
− − − −∆ = + ∆ + ∆ + ∆ + × > + × ≤ + (3) 

 

where 
( ) ( )0 1 0 1

1 1 1 1
1 11 1t t t te y x z

γ γ δ δ
β β− − − −

+ +
= − −

− −
 is one period lagged deviation 

from the long-run equilibrium relationship; D(et-1 > 0) is a dummy variable that 
equals 1 if et-1 > 0 and equals 0 otherwise; D(et-1 ≤ 0) is a dummy variable that 
equals 1 if et-1 ≤ 0 and equals 0 otherwise; λ+ and λ– are the corresponding ad-
justment parameters, β0, γ0

+, γ0
– and δ0 are also parameters of this regression 

model. 
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 Model (2) is obtained from model (3) using restrictions λ+ = λ– and γ0
+ = γ0

–. 
This linear hypothesis in the linear model can be tested by the F test. In cases 
where model (1) has a more extensive dynamic structure, models (2) and (3) will 
also be more extensive and the test hypothesis will additionally include parame-
ter comparisons for further lags. 
 Models (2) and (3) are some of the simplest types of error correction models 
because their long-run equilibrium relationship does not contain any determinis-
tic terms. When searching for the most appropriate specification of the model, it 
is necessary to analyse different versions of deterministic components as a con-
stant and trend in both the long-term equilibrium relationship as well as in the 
short-run dynamic part of the equation. This brings us to the well-known five 
cases of the deterministic part of the model: no constant and no trend, restricted 
constant and no trend, unrestricted constant and no trend, unrestricted constant 
and restricted trend, unrestricted constant and unrestricted trend − among these 
we have to decide. 
 The single equation error correction models are usually estimated by mean of 
a two-step Engle-Granger procedure (Engle and Granger, 1987) and the co-inte-
gration of variables is confirmed by an ADF test of residuals from the first step. 
The estimates from the long-run equation (the first step of the Engle-Granger 
procedure), although consistent, can be substantially biased in small samples. In 
the first step of the Engle-Granger procedure we use the fully modified ordinary 
least squares (FMOLS) method proposed by Phillips and Hansen (1990). The 
FMOLS estimator employs a semi-parametric correction to eliminate problems 
caused by the long run correlation between the co-integrating equation and sto-
chastic regressors’ innovations. The FMOLS estimator is asymptotically unbi-
ased and efficient. 
 The co-integration of variables can be also verified by bounds testing. Pesa-
ran, Shin and Smith (2001) propose a test for co-integration that is robust with 
regard to the fact as to whether variables of interest are stationary or integrated 
of order one, or mutually co-integrated. They suggest a bounds test for co-in-
tegration as a test on parameter significance in the co-integrating relationship of 
the conditional error correction model. After the validation of co-integration, we 
form the asymmetric ECM and test the appropriate restrictions. In the asymmet-
ric ECM, we do not re-estimate the co-integration relationship which is included 
in the variable representing the deviation from equilibrium. 
 We expect that there are co-integrating relationships between the crude oil 
price and one each for the retail fuel prices for gasoline and for diesel, either 
individually or jointly; therefore, we are looking for a long-term equilibrium 
relationship between the price of oil and the retail price of fuel with the help of 
the vector error correction model (VECM). 
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 Similarly, as the single-equation error correction model is an auto-regressive 
model, so the vector error correction model is a vector auto-regressive model. 
We can show it by the vector auto-regressive model of order two: 
 

 
t t 1 t-1 2 t-2 ty =ΦD +Π y +Π y + u                                   (4) 

 
where yt is the vector of variables in time t; Dt is the matrix of deterministic 
terms (constant, trend, …) in time t; ut is the vector of stochastic terms in time t 
and Φ, Π1 and Π2 are the matrices of unknown parameters of this model. 
 We can rewrite model (4) as the vector error correction (VECM) model of 
order one: 
 

 1
T∆ + ∆t t t-1 t-1 ty =ΦD + αβ y Φ y + u                                 (5) 

 
where ( ) 1 and T − −1 2 2αβ = Π + Π I Φ = Π . Model (5) contains the original (one 

period lagged) variables in the levels and their first differences, and allows us to 
explore both the long-run equilibrium relationship and its adjustment along with 
short-run dynamics. Matrix β is called a co-integration matrix with co-inte-
gration vectors as columns and matrix α is called a loading matrix. Again, it is 
necessary to analyse different versions of deterministic components ΦDt – the 
five cases mentioned above. 
 The asymmetric form of this irreversible vector error correction (A-VECM) 
model is: 
 

( ) ( )
 

T T T TD D−

− −

   = × > × ≤   

+ +

+

t t t-1 t-1 t-1 t-1

+ +

1 t-1 1 t-1 t

Δy ΦD +α β y β y 0 +α β y β y 0 +

+ Φ Δ y Φ Δ y u
        (6) 

 
where βTyt-1 is the vector of one period lagged deviations from the long-run equi-
librium relationships; D(βTyt-1 > 0) is the vector of a dummy variable; its element 
equals 1 if corresponding element of βTyt-1 is positive and equals 0 otherwise; 
D(βTyt-1 ≤ 0) is the vector of a dummy variable; its element equals 1 if corre-
sponding element of βTyt-1 is not positive and equals 0 otherwise; α+ and α– are 
the loading matrices of corresponding adjustment parameters and Φ1

+ and Φ1
– 

are also matrices with some pairs of the asymmetric parameters of this model. 
The multiplication operation in square brackets of model (6) does not represent a 
matrix product, but the product of elements in the same positions in correspond-
ing vectors. Model (5) is obtained from model (6) using restrictions Φ1

+ = Φ1
– 

and α+ = α –. 
 The test of co-integration in VECM is realized by Johansen’s procedure 
(Johansen, 1988) by the lambda trace statistics depending on the specification of 
the deterministic components of model (5). After the validation of co-integra-
tion, we form the asymmetric VECM and test the appropriate restrictions. In the 
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asymmetric VECM, we do not re-estimate co-integration relationships, which 
are included in the variables representing deviations from the equilibrium. 
 
1.2.  Linex Approach 
 
 Consider that gasoline and diesel sellers react asymmetrically to changes in 
the crude oil price. According to Okun’s (1981) theory of strategic interactions 
between the firm and its consumers, his adjustment costs will be lower after the 
crude oil price rises and they will be higher after the crude oil price decreases. 
Therefore, after the fashion of Surico (2007a), Surico (2007b) and Surico (2008) 
we consider the adjustment costs function F to be in the linex form: 
 

 ( ) ( ) ( )1

1

1 2

1
,

t t tp kE c

t t t

t t t

p kE c e
F p E c

γγ
γ

− − 
−

−

−  −  + −   =                   (7) 

 

where pt is the retail gasoline or diesel price, ct is the crude oil price, k is the 
technology coefficient and γ is an asymmetry coefficient. A negative value of the 
coefficient γ implies that a negative value of the difference pt – kEt-1(ct) causes 
higher costs to the price-maker than it would if γ were positive. The linex speci-
fication nests the quadratic form as a special case, so that applying l’Hôpital’s 
rule twice when γ tends to zero results in a reduction in the loss function (7) to 
the following symmetric parameterization: 
 

( ){ } ( ) 2

1 1
0

1
lim ,

2t t t t t tF p E c p kE c
γ − −→

  =  −      
 

 The fuel price-maker chooses pt in order to minimize the cost function (7). 
The first-order condition with respect to pt is in the form: 
 

 
( )11

0
t t tp kE c

e
γ

γ

− − − + =   (8) 

 

 Condition (8) is a general description of the reaction function of the fuel 
price-maker. Applying l’Hôpital’s rule, whenever coefficient γ tends to zero, the 
reaction function (8) transforms to the linear form: 
 

( ) ( )10
lim t t tp kE c
γ −→

=  
 

 Performing the second-order Taylor expansion of the exponential terms in  
(8), we gain: 
 

 ( ) ( ) 2

1 1 0
2t t t t t t tp kE c p kE c v
γ

− −− +  −  + =                             (9) 
 
 The remainder of the approximation is vt and it contains terms of the third or 
higher orders of the expansion. 
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 We solve equation (9) for pt and, prior to generalised method of moments 
estimation (GMM) of the short-run relation, we replace expected values with 
actual values and we take the first differences of the relation. In practise, we 
estimate the following nonlinear specification with coefficient restrictions: 
 

 ( )21

2t t t t tp k c p kc uγ  ∆ = ∆ − ∆ − +
 

                            (10) 

 
 Modifying the restricted nonlinear specification, we gain a linear unrestricted 
one in the form: 
 

 ( ) ( ) ( )2 2
0 1 2 3 4t t t t t t tp c p p c c uβ β β β β∆ = + ∆ + ∆ + ∆ + ∆ +            (11) 

 
 The linear specification (11) corresponds to nonlinear (10) if the following 
coefficient restrictions hold: 
 

 2
0 3 1 2 1 2 40,  2   and  β β β β β β β= = − =                             (12) 

 
 The advantage of the linear form (11) is that well known linear instrument 
tests – such as the Hausman test of the endogeneity of regressors (Hausman, 
1978), the Cragg-Donald F test and the Stock-Yogo bias critical values of in-
strument weakness (Cragg and Donald, 1993 and Stock and Yogo, 2005) – can 
be applied. 
 From (8), we can also express the average gasoline or diesel price bias caused 
by the “rockets and feathers” effect, γ < 0. The changes in the crude oil prices Δct 
are normally distributed process with zero mean and variance σ2. Taking the first 
differences, expected values and logarithms of (8) and after rearranging terms, 
we gain the price bias in the form: 
 

 ( )
2

2

2t

k
E p

γ σ∆ = −   (13) 

 
 The orthogonality conditions implied by the rational expectation hypothesis 
makes the GMM a natural candidate to estimate equation (10). To ensure the 
robustness of our results, we also use the ordinary least square method (OLS) 
and the two-stage least square method (2SLS) as well as the forward-looking 
generalised method of moments (GMM1) where crude oil prices are one period 
leading time series. All the estimates employ both retail 95-octane gasoline prices 
and diesel prices. If the residuals of the gasoline and diesel equations are statistically 
significantly correlated, we will also estimate the equation (10) with the system 
GMM method. The standard errors are computed with the procedure of Newey 
and West. The most important feature of the procedures explained by Newey and 
West (1987) is their consistency in the presence of both heteroskedasticity and 
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the autocorrelation of unknown forms. The instrument sets vary for different 
estimates. The choice of instrument sets is verified by several tests that are men-
tioned in more details in the results.  
 
 
2.  Data and Tax Legislation 
 
 Data of retail gasoline and diesel prices on Slovak market were gathered from 
the Statistical Office of the Slovak Republic. The spot prices for crude oil and 
petroleum products were gathered from the U.S. Energy Information Admini-
stration – the agency responsible for collecting, analysing, and disseminating 
energy information. Since we only had the weekly retail gasoline and diesel 
prices data, we could only use the weekly Europe Brent Spot Price FOB Dollars 
per Barrel for our analysis. 
 The weekly retail gasoline and diesel prices data are in euros, so we need to 
recalculate the crude oil prices from dollars to euros. We converted the daily oil 
prices in dollars by the euro exchange rate in dollars and then aggregated them 
into weekly averages. The daily reference exchange rate data series are gathered 
from the European Central Bank. All data pertains to the period from the first 
week of 2009 till the second week of 2019, so we have 524 observations available. 
 
F i g u r e  1 

The Weekly Crude Oil Price and the Retail Fuel Price for Gasoline and for Diesel 
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Source: Authors’ illustration. 

 
 Liu, Margaritis, and Tourani-Rad (2010) outline that taxes and levies make up 
a significant proportion of retail fuel prices and any changes in government taxes 
and levies can therefore have a significant impact on retail diesel and petrol prices. 
During the period analysed, there was no significant change in consumption taxes, 
apart from February 2010, when almost a quarter of the consumption taxes on 
diesel decreased. In other cases, only the classification and categorization of fuels 
(due to biofuels), without significant intervention in tax rates (no more than 2 %), 
occurred in legislative changes. The impact of the tax change on the consumption 
tax on diesel can be clearly seen also in the chart of the retail price for diesel. We 
have highlighted it by shading the graph area in the bottom graph of Figure 1. 
 
 

3.  Results 

 
3.1.  Co-integration Approach Results 
 
 The unit root tests of the analysed time series confirmed the non-stationarity 
of price variables. As a result, the condition for using the Engle-Granger procedure 
is fulfilled. The key results of our estimations and tests of the single equation 
model are shown in Tables 1 and 2. The selected parameters, their standard devi-
ations, the test statistics and their critical values of the best model without trend 
and model and with restricted trend as representatives of different deterministic 
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schemes in co-integration modelling are sufficient to support our adopted meth-
odology and accompanying conclusions. These models have been selected from 
a wide range of models with the most appropriate characteristics (no autocorrela-
tion and precisely defined dynamics). 
 
T a b l e  1 

The Results of Estimations and Tests of Single Equation Model for Gasoline Prices 

Gasoline prices Model without trend Model with restricted trend 

Co-integrating Equation 
crude oil 0.0075 0.0079 
standard deviation (0.0007) (0.0004) 
trend − 0.0002 
standard deviation −   (0.00004) 

Engle-Granger test 
ADF of residuals     −4.0928     −6.3251 
critical value −3.33 −3.74 

Error Correction Model 
adjustment parameter −0.0370 −0.0749 
standard deviation   (0.0087)   (0.0136) 

Bounds test 

F statistics     5.9929   10.0100 
critical value I(1) 4.16 5.15 

Asymmetric Error Correction Model 
irreversibility test 1.7427 1.0635 
critical value 2.2318 2.2318 

Note: The significant value of each statistical test is 5 %. The null hypothesis is rejected if the test statistics is 
greater than the critical value of bounds test and test of irreversibility and less than the critical value of ADF test. 

Source: Authors’ calculations. 
 
T a b l e  2 

The Results of Estimations and Tests of Single Equation Model for Diesel Prices 

Diesel prices Model without trend Model with restricted trend 

Co-integrating Equation 
crude oil 0.0038 0.0086 
standard deviation (0.0013) (0.0004) 
trend − 0.0002 
standard deviation −   (0.00005) 

Engle-Granger test 
ADF of residuals     −4.8993     −6.5777 
critical value −4.10 −3.74 

Error Correction Model 
adjustment parameter −0.0467 −0.0686 
standard deviation   (0.0097)   (0.0121) 

Bounds test 

F statistics     7.7574   10.7645 
critical value I(1) 4.85 5.15 

Asymmetric Error Correction Model 
irreversibility test 1.6087 1.7147 
critical value 2.2318 2.2318 

Note: The significant value of each statistical test is 5 %. The null hypothesis is rejected if the test statistics is 
greater than the critical value of bounds test and test of irreversibility and less than the critical value of ADF test. 

Source: Authors’ calculations. 
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 The results of all the tests confirm our justification for the use of the co-in-
tegration equation for modelling the long-term relationships between pairs of 
prices. Likewise, it seems appropriate to include the trend in the long-term rela-
tionships for both retail prices.  
 However, the answer to the key issue of price asymmetry is negative in both 
cases. According to the results from the single equation models, Slovak retail 
fuel prices don’t respond more quickly when the crude oil price rises than when 
it decreases.  
 As the gasoline and diesel markets are linked, we have also used vector error 
correction models in our analysis. The results of the analysis are in Table 3. 
 
T a b l e  3 

The Results of Estimations and Tests of Vector Error Correction Model 

VECM Gasoline Diesel VECM test statistics 

 Co-integrating equations Residual Portmanteau Test 

crude oil 0.0076 0.0087 Lag(1)    1.9599 --- 
std. dev. (0.0004) (0.0004) Lag(2)  10.0534 χ2(10) = 18.307 
trend 0.0002 0.0002 Lag(3)  21.0732 χ2(19) = 30.144 
std. dev.   (0.00005)   (0.00005) Lag(4)  27.8578 χ2(28) = 41.337 

 Error Correction Lag Exclusion Wald Test 

adj. gasoline −0.0752 −0.0346 Lag(1)  124.807 χ2(12) = 21.026 
std. dev.   (0.0120)   (0.0119) Lag(2)  14.3612 χ2(12) = 21.026 
adj. diesel −0.0358 −0.0729 Lag(3)  13.6213 χ2(12) = 21.026 
std. dev.   (0.0111)   (0.0109) Lag(4)  11.3476 χ2(12) = 21.026 

VECM – test for weak exogeneity of crude oil price Trace statistics Critical value 

restriction test                        1.1946 χ2(2) = 5.9915 CE(0)  92.4477 42.9153 
A-VECM test statistics CE(1)  28.8114 25.8721 
irreversibility test   6.2064 CE(2)    5.5086 12.5180 
critical value 14.0671    Test indicates 2 coint. eqn(s) 

Note: The significant value of each statistical test is 5 %. The null hypothesis is rejected if the test statistics is 
greater than the critical value. 

Source: Authors’ calculations. 

 
 When looking for a final vector error correction model, we considered the lag 
exclusion test and the residual portmanteau test as an aid in finding an appropri-
ate lag. The Johansen test with its lambda trace statistics indicates two co-inte-
gration equations, so we normalized the model to create one co-integrating equa-
tion for gasoline and another for diesel.  
 According to the proper test, we did not reject the weak exogeneity of crude 
oil prices. The equilibrium relations for Slovak gasoline and diesel prices cannot 
influence crude oil prices. 
 Our results from the vector error correction models are the same as the results 
from the single error correction models. Slovak retail fuel prices do not respond 
more quickly when the crude oil price rises than when it decreases.  
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3.2.  Linex Approach Results 
 
 The estimates of the equation (10) by OLS, GMM, 2SLS, GMM1 and systems 
GMM methods are in Table 4. All the estimates employ both retail 95-octane 
gasoline prices and diesel prices. Since the residuals of the gasoline and diesel 
equations were statistically significantly correlated, we also estimated the equa-
tion (10) with the system GMM method. The standard errors are computed using 
the procedure of Newey and West. 
 The instrument sets applied are in the fifth column of Table 4, where the 
upper index denotes gasoline (G) or diesel (D) price variables. The combinations 
of one-period lags of the first differences of retail gasoline prices, retail diesel 
prices and crude oil prices are used as instruments. In the case of the forward-
looking GMM equations, the not-lagged and not-leaded first differences of the 
crude oil price data series is used as one of the instruments. By means of the 
orthogonality test of instruments, we state that all used instruments are valid.  
 As specification (10) is nonlinear, we could not test the weakness of the in-
struments with Cragg-Donald F statistics and Stock-Yogo bias critical values. 
However, we estimated the first-stage equations for endogenous right hand side 
variables of the linear specification (11), i.e. Δct, Δct

2, Δptct and Δpt
2. They were 

regressed on a constant and the corresponding instrument set. All the corre-
sponding F statistics are higher than 10, only in 4 cases are they lower than 20 
but higher than 10. We consider this result to be sufficient to reject the instru-
ment weakness. 
 Using the residuals, we tested the correlation of error terms of the gasoline 
and diesel equations. The Breusch and Pagan (1980) χ2 distributed LM statistics 
were computed. The values of the calculated testing statistics LM are given in 
the seventh column of Table 4. We do not reject the correlation between error 
terms in each case. Therefore, we estimated the gasoline and diesel equations as 
the system. The systems GMM method is used.  
 Estimating the system, we could compare the values of the estimated coeffi-
cients for gasoline and diesel equations. While the k coefficients are approxi-
mately equal, the estimated asymmetry coefficient γ is higher in the diesel equa-
tion. In fact, by testing the linear coefficient restrictions, we state that k coeffi-
cients of both equations equal and diesel asymmetry coefficient γ are statistically 
significantly higher than the gasoline one at the 1% level.  
 To test the endogeneity of the regressors and the weakness of the instruments, 
we also estimated the gasoline linear specification (11) by the systems GMM 
method. However, as we have five explanatory variables with a constant in (11), 
we could not use the same instrument set as for (10) that consisted of only two 
variables. The constant and the first differences of one-period lagged gasoline and 
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oil prices, Δct-1, Δpt-1, their product Δ(pt-1ct-1) and their second powers, Δ(pt-1
2), 

Δ(ct-1
2) were used as instruments for the (11) specification estimate. 

 Firstly, we tested nonlinear coefficient restrictions (12), to be sure that the 
over-identified specification (11) fits the (10) specification. The corresponding 
testing statistics with χ2 asymptotic distribution and three degrees of freedom 
(number of restrictions) equals 1.091, so we do not reject the restrictions. 
 The two version of specification (11) was estimated by means of the endoge-
neity test. In the first one, explanatory variables of (11) were considered to be 
endogenous and so the original instrument set {Δpt-1, Δct-1, Δ(pt-1ct-1), Δ(pt-1

2), 
Δ(ct-1

2)} was used. In the second one, the explanatory variables of (11) were 
considered to be exogenous and the original instrument set was extended by the 
explanatory variables. The difference in the J statistics with χ2 asymptotic distri-
bution and four degrees of freedom (number of explanatory variables) equals 
22.675. We reject the exogeneity of explanatory variables of (11). We state that 
considering explanatory variables to be endogenous in the earlier analysis applied 
to the nonlinear specification (10) was correct. It also suggests that the use of 
instrumental methods such as GMM, 2SLS and systems GMM is proper to esti-
mate specifications (10) and (11). 
 The Cragg-Donald F statistics was computed to test the weakness of the in-
strument test. Its value is 6.361. We also estimated first-stage regressions – as in 
the analysis for linear (4) specification – to see how weak the instruments are. 
The corresponding F statistics are higher than 10, but in general they are lower 
compared with the first-stage regression where only two instrument variables are 
considered. 
 The results in Table 1 − 4 correspond to the analysis of the data series with 
different units. Crude oil prices are in euros per barrel while retail gasoline and 
diesel prices are in euros per litre. This choice is justified, because a convention-
al unit of crude oil is a barrel while a conventional unit of European retail fuel is 
a litre. On the other hand, it is not difficult to re-count the results so that they 
compare prices in the same units. The reaction coefficients reflect the average 
change in the price of a litre of retail fuel after the change in the price of a barrel 
of crude oil. These are crude oil coefficients in Tables 1 − 3 and k coefficients in 
Table 4. To obtain these coefficients (along with standard deviations) related to 
the oil price per litre, it is sufficient to multiply them by 159, as one barrel is 
about 159 litres. Changing the units of crude oil prices has no effect on the other 
coefficients (including test statistics). 
 Comparing the results for gasoline and diesel, we state that asymmetry co-
efficients are higher in diesel equations than in gasoline. We confirmed this 
statement by the linear restriction tests applied in the estimates of the system by 
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the system GMM method. Also the estimated price biases are higher for diesel 
than for gasoline in all cases. This means that the “rockets and feathers” effect is 
higher in the Slovak diesel market. 
 
T a b l e  4 

The Results of the Estimation of Specification (10) 

Method Equation k γ 
Instrument 

Set 
R

2 / J LM 
Weekly 

Bias 

OLS 

Gasoline 
  0.004*** 
(0.0005) 

 −0.910*** 
(0.023) 

--- 0.994 76.465 
 

*** 

0.0028 

Diesel 
  0.005*** 
(0.0002) 

 −1.127*** 

(0.126) 
--- 0.993 0.0065 

GMM 

Gasoline 
  0.008*** 
(0.002) 

 −1.128*** 

(0.113) 
ΔpG

t-1 Δct-1 0.403 106.546 
 

*** 

0.0133 

Diesel 
  0.008*** 
(0.002) 

 −1.404*** 
(0.172) 

ΔpD
t-1 Δct-1 0.043 0.0187 

GMM1 

Gasoline 
  0.005*** 
(0.001) 

 −0.939*** 

(0.063) 
ΔpG

t-1 Δct 0.062 111.192 
 

*** 

0.0043 

Diesel 
  0.007*** 
(0.001) 

 −1.301*** 
(0.130) 

ΔpD
t-1 Δct ΔpG

t-1 0.689 0.0140 

2SLS 

Gasoline 
  0.008*** 
(0.001) 

 −1.131*** 
(0.112) 

ΔpG
t-1 Δct 0.990 138.848 

 
*** 

0.0136 

Diesel 
  0.009*** 
(0.001) 

 −1.458*** 
(0.165) 

ΔpD
t-1 Δct-1 ΔpG

t-1 0.986 0.0222 

System 

GMM 

Gasoline 
  0.008*** 
(0.002) 

 −1.127*** 
(0.114) 

ΔpG
t-1 Δct-1 8×10-4 --- 

0.0132 

Diesel 
  0.008*** 
(0.001) 

 −1.452*** 
(0.161) 

0.0221 

System 

GMM 

(Restr.) 

Gasoline 
  0.008*** 
(0.001) 

 −1.190*** 
(0.100) 

ΔpG
t-1 Δct-1 0.002 --- 

0.0169 

Diesel 
 −1.419*** 

(0.143) 
0.0202 

Note: Three asterisks denote the statistical significance at 1% level. In the fifth column, the upper index G 
denotes gasoline and the upper index D denotes diesel. Weekly biases (13) in the last column are in eurocents 
per litre of gasoline or diesel. The systems GMM estimates with the coefficient restrictions implying that the k 
coefficients are the same for both gasoline and diesel equations are in the last rows. 

Source: Authors’ calculations. 

 
 Liu, Margaritis, and Tourani-Rad (2010), who studied retail fuel prices in 
New Zealand, provide a possible explanation. “The diesel price is not as compe-
titive as that of petrol. As diesel is mainly used by the business sector, the results 
suggest that commercial customers are not as price sensitive as individual motor-
ists. As a result, oil companies have been able to take advantage of the relatively 
inelastic demand for diesel to increase their profits.” The detailed reviews of the 
results of the “rockets and feathers” effect analysis in the retail fuel markets 
around the world are provided by Grasso and Manera (2007), Honarvar (2009) 
and Kristoufek and Lunackova (2015).  
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Conclusion 
 
 The aim of our analysis is to verify that gasoline or diesel price adjustments 
are not the same when crude oil prices fall on world markets than if they rise.  
 We used the irreversible model with the correction term as the single equa-
tion model as well as the vector model for our analysis and tested the asymmetry 
of the reaction by comparing the parameters for these variables corresponding to 
the increase and the decrease in the price of crude oil on the world markets. The 
result of the testing did not reject the hypothesis that the reaction of gasoline and 
diesel prices is the same in the case of increases and decreases in crude oil prices. 
So, the price asymmetry analysed using classical tools and weekly data has not 
been confirmed in the Slovak gasoline and diesel retail market. 
 If the price of a barrel of crude oil increases by one euro ceteris paribus, the 
price of a litre of gasoline and diesel retail increases (with one specific excep-
tion) by about 0.008 – 0.009 euros on average. In both the ECM and VECM 
estimates, the linear trend is statistically significant. The average weekly increase 
in the price of a litre of retail gasoline and diesel is about 0.02 eurocents (0.0002 
euro). This trend could correspond to the steadily growing demand for retail 
gasoline and diesel in the period examined.  Therefore, we contend that the tradi-
tional study approach does not confirm the theory of strategic interactions be-
tween firms and their consumers. The price making is not asymmetric, and firms 
do not fear increasing prices if demand increases. 
 However, the linex approach implies the reverse results. The asymmetry pa-
rameter is statistically significant in all cases and we observed an asymmetry in 
price making. The estimated k coefficient roughly corresponds to the ECM and 
VECM estimates. Its value depends on the method used, but by systems GMM 
and 2SLS methods we estimate its value to be about 0.008 or 0.009. It is worth 
noting that the average weekly retail gasoline and diesel price bias per litre is 
slightly lower than the ECM and VECM trend coefficient. Its value again de-
pends on the method used. We estimate its value to be about 0.01 – 0.02 euro-
cents (comparing with 0.02 estimated by the ECM and VECM models) by the 
systems GMM and 2SLS methods. Moreover, we state that price biases are 
higher for diesel than for gasoline. Using this approach, the retail gasoline and 
diesel price-making process corresponds to the theory of strategic interaction 
between a firm and its consumers. 
 Considering the theory of the strategic interaction between a firm and its con-
sumers, the retail gasoline and diesel prices are made discretionally. The price 
maker faces different price adjustment costs in each period. By discretion, we 
consider the approach based on linex adjustment costs to be a better tool to test 
the theory of the strategic interactions between a firm and its consumers. 
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 The theory of strategic interaction between a firm and its consumers is one 
of the arguments for the assumption that firms adjust prices infrequently. The 
assumption of price rigidity is adapted by many macroeconomic models of busi-
ness cycles. Therefore, our study is valuable for the analysis of Slovak economic 
policy. 
 
 
References 
 
ADDA, J. – COOPER, R. (2003): Dynamic Economics: Quantitative Methods and Applications.  

Cambridge, MA; London: MIT Press. ISBN 0-262-01201-4. 
BACON, R. (1991): Rockets and Feathers: The Asymmetric Speed of Adjustment of UK Retail 

Gasoline Prices to Cost Changes. Energy Economics, 13, No. 3, pp. 211 – 218. 
BORENSTEIN, S. – CAMERON, A. – GILBERT, R. (1997): Do Gasoline Prices Respond 

Asymmetrically to Crude Oil Price Changes? Quarterly Journal of Economics, 112, No. 1, 
pp. 305 – 339. 

BREUSCH, T. S. – PAGAN, A. R. (1980): The Lagrange Multiplier Test and its Applications to 
Model Specification in Econometrics. The Review of Economic Studies, 47, No. 1, pp. 239 – 253. 

CALVO, G. (1978): On the Time Consistency of Optimal Policy in a Monetary Economy. Econo-
metrica, 46, No. 6, pp. 1411 – 1428. 

CRAGG, J. G. – DONALD, S. G. (1993): Testing Identifiability and Specification in Instrumental 
Variable Models. Econometric Theory, 9, No. 2, pp. 222 – 240. 

CUKIERMAN, A. (2002): Are Contemporary Central Banks Transparent about Economic Models 
and Objectives and What Difference Does it Make? Federal Reserve Bank of St. Louis Re-
view, 84, No. 4, pp. 15 – 45. 

DICKEY, D. A. – FULLER, W. A. (1981): Likelihood Ratio Statistics for Autoregressive Time 
Series with a Unit Root. Econometrica, 49, No. 4, pp. 1057 – 1072. 

DOUGLAS, C. – HERRERA, A. (2010): Why Are Gasoline Prices Sticky? A Test of Alternative 
Models of Price Adjustment. Journal of Applied Econometrics, 25, No. 6, pp. 903 – 928. 

ENGLE, R. F. – GRANGER, C. W. J. (1987): Cointegration and Error Correction: Representation, 
Estimation and Testing. Econometrica, 55, No. 2, pp. 251 – 276. 

GRANGER, C. W. J. – LEE, T. H. (1989): Investigation of Production, Sales and Inventory Rela-
tionships Using Multicointegration and Non-symmetric Error Correction Models. Journal of 
Applied Econometrics, 4, Issue S, pp. 145 – 159. 

GRASSO, M. – MANNERA, M. (2007): Asymmetric Error Correction Models for the Oil – Gaso-
line Price Relationship. Energy Policy, 35, No. 1, pp. 156 – 177. 

HAUSMAN, J. A. (1978): Specification Tests in Econometrics. Econometrica, 46, No. 6, pp. 1251 
– 1271. 

HONARVAR, A. (2009): Asymmetry in Retail Gasoline and Crude Oil Price Movements in the 
United States: an Application of Hidden Cointegration Technique. Energy Policy, 31, No. 3, 
pp. 395 – 402. 

JOHANSEN, S. (1988): Statistical Analysis of Cointegration Vectors. Journal of Economic Dy-
namics and Control, 12, No. 2 – 3, pp. 231 – 254. 

KRISTOUFEK, L. – LUNACKOVA, P. (2015): Rockets and feathers meet Joseph: Reinvestigat-
ing the oil–gasoline asymmetry on the international markets. Energy Economics, 49, No. 3, 
pp. 1 – 8. 

KYDLAND, F. – PRESCOTT, E. (1977): Rules Rather than Discretion: The Inconsistency of 
Optimal Plans. Journal of Political Economy, 85, No. 3, pp. 473 – 491. 



133 

 

LIU, M. – MARGARITIS, D. – TOURANI-RAD, A. (2010): Is there an Asymmetry in the Re-
sponse of Diesel and Petrol Prices to Crude Oil Price Changes? Evidence from New Zealand. 
Energy Economics, 32, No. 4, pp. 926 – 932. 

MEYLER, A. (2009): The Pass-Through of Oil Prices into Euro Area Consumer Liquid Fuel Prices 
in an Environment of High and Volatile Oil Prices. Energy Economics, 31, No. 6, pp. 867 – 881. 

NEWEY, W. – WEST, K. (1987): A Simple, Positive Semi-definite, Heteroskedasticity and Auto-
correlation Consistent Covariance Matrix. Econometrica, 55, No. 3, pp. 703 – 708. 

OKUN, A. (1981): Prices and Quantities: A Macroeconomic Analysis. Washington, DC: Brook-
ings Institution. ISBN 08-1576-479-0. 

PESARAN, M. H. – SHIN, Y. – SMITH, R. J. (2001): Bounds Testing Approaches to the Analysis 
of Level Relationships. Journal of Applied Econometrics, 16, No. 3, pp. 289 – 326. 

PFANN, G. – PALM, F. (1993): Asymmetric Adjustment Costs in Non-linear Labour Models for 
the Netherlands and U.K. Manufacturing Sectors. Review of Economic Studies, 60, No. 2, 
pp. 397 – 412. 

PHILLIPS, P. C. B. – HANSEN, B. E. (1990): Statistical Inference in Instrumental Variables 
Regression with I(1) Processes. The Review of Economic Studies, 57, No. 1, pp. 99 – 125. 

PHILLIPS, P. C. B. – PERRON, P. (1988): Testing for a Unit Root in Time Series Regression. 
Biometrika, 75, No. 2, pp. 335 – 346. 

RADCHENKO, S. (2005): Oil Price Volatility and the Asymmetric Response of Gasoline Prices to 
Oil Price Increases and Decreases. Energy Economics, 27, No. 5, pp. 708 – 730. 

RAHMAN, S. (2016): Another Perspective on Gasoline Price Responses to Crude Oil Price Changes. 
Energy Economics, 55, No. C, pp. 10 – 18. 

ROTEMBERG, J. (2011): Fair Pricing. Journal of the European Economic Association, 9, No. 5, 
pp. 952 – 981. 

RUGE-MURCIA, F. J. (2003): Does the Barro-Gordon Model Explain the Behavior of US Infla-
tion? A Reexamination of the Empirical Evidence. Journal of Monetary Economics, 50, No. 6, 
pp. 1375 – 1390. 

STOCK, J. H. – YOGO, M. (2005): Testing for Weak Instruments in Linear IV Regression. In: 
ANDREWS, D. W. K. and STOCK, J. H. (eds): Identification and Inference for Econometric 
Models: Essays in Honor of Thomas Rothenberg. Cambridge: Cambridge University Press. 
pp. 80 – 108. 

SUN, Y. – ZHANG, X. – HONG, Y. – WANG, S. (2018): Asymmetric Pass-through of Oil Prices to 
Gasoline Prices with Interval Time Series Modelling. Energy Economics, 78, No. 1, pp. 165 – 173. 

SURICO, P. (2007a): The Fed’s Monetary Policy Rule and US inflation: the Case of Asymmetric 
Preferences. Journal of Economics Dynamics and Control, 31, No. 1, pp. 305 – 324. 

SURICO, P. (2007b): The Monetary Policy of the European Central Bank. Scandinavian Journal of 
Economics, 109, No. 1, pp. 115 – 135. 

SURICO, P. (2008): Measuring the Time Inconsistency of US Monetary Policy. Economica, 75, 
No. 297, pp. 22 – 38. 


