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The Profitability and Capital Adequacy in Central
and Eastern European Countries in the Light
of the Basel Ill Requirements — a Forecast Approach

Magdalena RADULESCU — Logica BANICA

Abstract

Previous studies have shown that the banking isettbe Central and Eastern
European (CEE) countries performed better than ottieveloped European
sectors during the crisis, due to their sound cdjziation and a high profitability
before the crisis. That is why we consider thé ihteresting to see how they will
perform in terms of the profitability and capitalton ratios during 2016 — 2017
in the light of the new international capital adegy regulations. We have used
Combinatorial forecasting method and Artificial NeuNetworks (ANN) fore-
casting method for the banking sectors of five érand Eastern European
countries, non-members of the Eurozone, in ordgrédlict the further develop-
ments of capital adequacy ratio, return on assB®A) and net interest margin
during 2016 — 2017. Our results show that the @pdequacy ratio will im-
prove in all five analysed banking sectors. Thekbast interest margin will
increase in all five banking sectors (except in @eech banking sector) and
ROA will increase a lot in Hungary, but also in Batia and Romania, while in
Poland and in the Czech Republic it will slowlyreese.

Keywords: capital adequacy ratio, bank profitability ratio€entral and Eastern
European banking sectors, ANN forecasting methadnlinatorial forecasting
method

JEL Classification : C45, C53, G21

Introduction

In the past decades, most countries in CentraEastern Europe (CEE) have
adopted structural reforms in view of increasing size, stability and efficiency
of financial systems. The banking systems in CEREckwvhad largely eschewed
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sub-prime loans and more exotic credit productd, leen able to side-step the
problems that befell their Western counterpartsnduthe crisis. The main prob-

lem of the CEE banking sectors was representedhighashare of loans denom-
inated in foreign currency (Hungary, Romania ardslexposed, Bulgaria). Even
during the crisis, this share increased in Bulganvigile in Hungary it decreased.

Hungary and Romania had a large exposure to CHfemy that proved to be

very volatile during the crisis. Anyway, it is whrto be mentioned that in Cen-
tral European countries, the share of the long-feans to total loans was much
lower than in the Southern European countries (Radu, 2014).

Due to the economic growth in the CEE region,liheking sectors return to
profit after the last crisis. A key challenge faurBpean banks is related to the
long period of low profitability in the sector. Amportant challenge is related
to the difficulties in increasing revenues becaofa low nominal growth and
a low interest rate environment. Other profitapithallenges in some countries
are amplified by the large stock of non-performaggets (e.g. Bulgaria). This
poses problem of banking profitability, not neceigaof banking solvency,
because the European banking system is well cagitbhccording to the under-
taken risks (Constancio, 2016).

Previous studies have shown that the CEE banldntpss performed better
than other developed European sectors during this,cdue to their sound capi-
talization and high profitability before the crigi€apraru and lhnatov, 2014).
That is why we consider that it is interesting ¢e iow these CEE countries will
perform in terms of the banking profitability andpitalization ratios during
2016 — 2017 in the light of the new capitalizatiegulations imposed by Basel
lll. Once the crisis is over, the banks claim teamequirements of Basel Il will
push their profits down. Some studies have showh phofitability ratios will
decline against the levels recorded before thdscperiod for the European
banks, because of the implementation of BaseHdirle et al., 2010). But banks
can't aim profitability no matter the risks undéea. According to (Athanasoglou,
Brissimis and Delis, 2008), a sound and profitdideking sector is better able
to fight negative shocks and contribute to theibtalof the financial system.

The aim of this study is to stress the correlatimtween the increase of
the bank capitalization (requested by Basel IlIjl dhe profitability ratios of
the selected CEE banking sectors and to draw saoiiey gecommendations for
the national monetary authorities in these cousitri@ur forecast is based on
designing the best functions for forecasting theitaéization ratios, Return on
Assets (ROA) or net interest margin in the sele@®&E countries. From the
forecast functions, we can stress the most impbftantors for determining the
capitalization ratios or profitability ratios ofdhCEE banking systems. These
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factors determine the performance of each bankystes. Some of them de-
pend on the management of each bank and somerofdapend on the regula-
tions imposed by the national monetary authorifldais, we can elaborate some
policy recommendations for each CEE banking system.

1. Literature Review

Basel 11l will greatly impact the European bankisgctor. New regulations
request additional Tier 1 capital, short-term ldjtyy and long-term funding. It
seems that those gaps will be greater in the Earopanking sector than in the
US banking sector. Closing these gaps will havelstantial impact on profita-
bility (Harle et al., 2010).

In Kosmidou, Tanna and Pasinouras (2005) and DRgmiKunt and Hui-
zinga (1999), the authors have used ROA and netesit margin as best proxy
for banks profitability. In CEE region, the sharktbe interest revenues and
interest costs is higher than in other Europearldged banking sectors, so the
development of the net interest margin is highkgvant for the profitability of
the banking systems in this area.

According to Krakah and Ameyaw (2010), ROA is aprapriate measure of
bank profitability. In Rivard and Thomas (1997)jstargued that bank profita-
bility is best measured by ROA in the sense th@ARannot be distorted by
high equity multiplier.

Comparing to Return on Equity (ROE), the use ofAR@kes into account
the risks derived from the leverage and is theldayk profitability ratio (Atha-
nasoglou, Brissimis and Delis, 2008). A possilstétiition of ROA is the existence
of the off-balance-sheet assets (not considerech iR@A is measured), which
represent an important source of profit for Europeanks.

Many studies (Demirglic-Kunt and Huizinga, 1999; ndes and Abreu,
2003; Goodard, Molyneux and Wilson, 2004; Pasioaad Kosmidou, 2007)
concluded that the most performing are the bankis migh equity. They display
lower financing costs. In Beltratti and Stulz (2D1Ris emphasized that banks
recorded better performance in the countries witlttscapital adequacy re-
guirements. But banks from countries with powesiupervision authorities rec-
orded low market returns, as the shareholders asked to raise new equity
during the crisis period.

The equity level has a positive impact on the tagsaitability, as long as it
has the role of providing safety (Andries et aD1@). In Capraru and lhnatov
(2014), the authors underlined that capital adeggaowth influenced the bank
profitability (ROA and ROE and net interest margifhey noticed that banks
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with higher capital adequacy are more profitable 50CEE countries during
2004 — 2011 (Bulgaria, Hungary, Poland, RomanigcBGRepublic). This effect
is stronger for ROE than for ROA.

In Claeys and Vander Vennet (2008), the authanadoout that capital ade-
guacy impacts on the interest bank margin and stgpptability and profitability
of the banking systems in the EU accession cownthieTomuleasa and Cocris
(2014), there was found a significant positive ictpaf the capital adequacy rate
on the net interest margin by analysing the bigg@dinancial groups in Europe
operating at an international level during 200042

The results of Roman and Tomuleasa (2014) ressaimh that bank profita-
bility of most banks in the new EU member statgpfessed by ROE) was sig-
nificantly influenced by capital adequacy duringd36- 2011 in the CEE coun-
tries. The capital adequacy has a positive impache profitability of Hungarian,
Polish and Romanian banks. During the recent filguocisis, it can also be ob-
served an inverse relationship between capital watggand banks profitability
in Bulgaria and the Czech Republic.

In Petria, Capraru and Ihnatov (2015), the autlamalyse the main deter-
minants of banks’ profitability in EU during 20042011. The capital adequacy
ratio has not a statistically significant impactROE. The effect of the solvency
on ROA is positive and statistically significantils, there is evident a positive
relationship between capital and profitability &avas demonstrated by some
researches (Altunbas et al., 2007; lannotta, Noaed Sironi, 2007). On the
other hand, there are some papers which came topiasite results (Agoraki,
Delis and Pasiouras, 2011).

However, there are some studies performed at tinepEan level (not for the
CEE region like the studies mentioned above), lthae reached opposite results
(Sutorova and Teply, 2014). Based on their reiflsn analysis performed for
594 banks operating in the European Union in th@202011 period, the higher
capital requirements under the Basel Il would eaaglecrease in banks’ profi-
tability. So, these opposite results are in linthwhose of Harle et al. (2010) that
stressed a decrease of ROE for the entire Eurdpeaiing system as a result of
Basel Il requirements. Cosimano and Hakura (20Hdye emphasized that
higher capital requirements of Basel lll, by raisanks’ marginal cost of fund-
ing, lead to higher lending rates. So, in the lang-there will be a drop of credit
growth which will negatively affect the banking fitability, but this drop will
vary across the countries (more in European casithan in the USA).

The process of issuing financial forecasts inkiheking system have become
an increasingly complex task, especially after 2008 — 2009 financial crisis
which demonstrated that macroeconomic predicti@msicvolve a larger degree
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of inaccuracy when the global economy is affectethlge shocks (Fawcett et al.,
2015). According to Khashei and Bijari (2010), feetal neural networks
(ANNSs) are one of the most accurate and widely dseecasting models that
have enjoyed fruitful applications in forecastirarial, economic, engineering,
foreign exchange, stock problems.

The literature contains examples of using neuetlvarks in financial fore-
casting, such as:

« Predicting bankruptcy, in Tsai and Wu (2008) ththars compared the per-
formance of the single neural network model with thultiple neural network
model over three datasets for the bankruptcy ptiedi@and credit scoring prob-
lems and the results showed that the single nenag@lork classifier is more
suitable for the domain.

« A study Nazari and Alidadi (2013) focuses on thieeda in identifying the
good and bad customers in Iran’s banking sector.

» In Boyacioglu, Kara and Baykan (2009), four difiereneural network
models are presented, like support vector machameks statistical methods to
forecast bank failures;

« Another interesting paper refers to the forecasthgustomer churn in
Croatian banking services (Zoric, 2016); the fostiog reveals the loyal clients
and focus on those who use less than three prodféesing them other prod-
ucts according to their preferences.

+ In Radulescu, Banica and Polychronidou (2015), dl¢hors discussed
the possibility to forecast the performance indicaitof four Greek banks and
their Romanian branches, based on artificial nenetvorks (ANN), starting
from the balance sheet of these banks and theiraRiam branches, during
2006 — 2012.

2. Methodology

Current forecasting methods and techniques caam&dre the reliability of
forecasts in banking sector, but they are ableettetate models which best fit
the requirements.

In order to obtain an accurate forecasting itripartant to generate and eval-
uate several models based on a large input dathseriables, give the appro-
priate weight to each variable, replace the missaiges by interpolated values
and finally, choose one of the models best fitthar forecast, with the highest
degree of confidence.

Using GMDH Shell, we generated multiple forecagtmodels for each of
the banking system indicators from an available aetl then we selected the
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final version by applying accuracy criteria andldeling the trend of the last
three years. Then the optimal model was appligtidcselected European coun-
tries involved in this study.

The computational modelling method, also calledupr Method of Data
Handling — GMDH, started from the discrete analofoénogorov-Gabor poly-
nomial (equation 1), performing the approximatidrihe relationship among the
inputs and the outputs of complex systems (GMDHIISR@16; Radulescu,
Banica and Zamfiroiu, 2015).

MERIRROEESSICEEDIDIE T EDIPIPIL W3 (1)
=1 i=1j=1 i= 1= &k =1
where
X(X, %o, %) — the input data vector,

The GMDH algorithm, developed by Alexey G. Ivakhke (GMDH Shell,
2016) for one output is:

Y (% %,..., %)= z§,+zm“a,'fi 2

where
f — elementary functions dependent on differers skinputs,
a - coefficients,
m — the number of the base function components.

As the researchers of Geos Research Group spe@@ieos Research Group,
2016), the core of all GMDH-type algorithms is “4pply a generator of gra-
dually complicating models and select a set of n®tw®at show highest fore-
casting accuracy at previously unseen data”. Snjtidata is separated into the
learning (or training) subset and the validationesting subset and an activation
function is applied for generating the models.

Among the validation strategies offered by GMDHelblsoftware, we ap-
plied two of them, namely (GMDH Shell, 2016):

a) Training/testing — splits dataset into two patses training part to find
model coefficients and testing part to verify tlemgrated model;

b) K-fold — splits dataset onto k parts, trainsnadel k-times using k — 1
parts, each time measuring model performance ulmgemaining part; residu-
als obtained from all testing parts are summariaeztder to compare the model
to other competing models.

Splitting ratio, as well as the number of K-foldse modelling options and
should be introduced empirically by the researcher.
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There are two categories of risks in choosingithi@ing subset:

« too few input variables that could not define thedel or may be not repre-
sentative;

« too many input variables which could prolong thegassing time or even
misrepresent the model.

If the model is too complex, the results can bextess accurate.

According to GMDH Shell official site, there amed closely related learning
algorithms (GMDH Shell, 2016), also called “corgaithms”:

« Combinatorial GMDH;

+ GMDH-type neural networks.

Combinatorial GMDH is a polynomial function generated from a set af-va
ables that is linear in the parameters. We apphiedalgorithm for a complexity
limit of seven model parameters and we observetdftihacasts take too much
time and, in some cases, they did not have thereshjaccuracy and the model
does not comply with the previous trend. The edficy of GMDH approach
depends on the computational power of the machidetlaerefore it is recom-
mended to use parallel processing (Koshulko andhifls, 2007).

GMDH-type neural networks modelling uses combinatorial algorithm for
neuron connections. Economic and financial foréegss a complex approach,
because it is confronted with uncertainty, non4diity and a wide range of ex-
ternal elements that influence the process (MaaidlBallini, 2008).

Artificial Neural Network models generated with ®¥ Shell are recom-
mended for this class of systems. Unlike combinat@MDH, the neural net-
works algorithm works very fast due to several ahteristics that recommend it
(Radulescu and Banica, 2014):

» The capacity to approximate any continuous functitth a high degree of
accuracy;

» The usage of nonlinear methods, similarly with nadghe real systems;

«» The parallel-distributed processing of data.

The algorithm iteratively creates layers of nesrawith two or more inputs.
From a previous layer, the algorithm returns onlymated number of neurons,
representing the input set for the new layer. Evexyron in the network applies
a transfer function (usually has a quadratic cedinform). This process of gen-
erating new layers stops when a new layer doesnmmbve the testing accuracy
in comparison with the previous layer or if the ren of layers has reached
a certain defined limit (GMDH Shell, 2016).

To increase the efficiency of forecasting and dveaching large-size layers,
the GMDH-neural network algorithm generates at yetaonly half of the num-
ber of neurons identified at the previous layer @Shell, 2016; Radulescu,
Banica and Zamfiroiu, 2015):
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N, =0.5*N, , 3)

To evaluate forecast accuracy as well as to coenpianong different models,
GMDH Shell provides performance measures, sucivia&€, MSE and RMSE.
Also, for each model, we obtained a table with galthat depicts the original
series and the forecast.

Mean absolute error (MAE) is the result of the absolute value of the diffiere
between the estimated forecag) @nd the actual value at the same tifRg. (t
measures the average absolute deviation of foeztasiues from original ones.
This manner to calculate the errors does not s@iféen the sign of values the
effects of positive and negative errors do not ehoat (Saigal and Mehrotra,
2012).

MAE=%2|Y— K (4)

The mean sguared error (MSE) represents the variability in forecast errors
and it is a measure of average squared deviatiforetasted values (Radulescu
and Banica, 2014):

MSE=Z3'(Y- B ©)

As the opposite errors do not offset one anotM&E gives an overview of
the error occurred during forecasting, but not altlo: direction of overall error.

The root mean sguare error (RMSE) measures the average magnitude of
the error:

RMSE=+ MSE (6)

It is the square root of MSE and all its propertéee transferred to RMSE.

For all the models generated in our study, thedasting accuracy was esti-
mated by using RMSE measure and the results deratatstthe performance,
the accuracy for the computed values being lessQta

3. Empirical Data and Analysis

In this paper, we used GMDH Shell 3.8.6 softwareltaw up the forecasts
and two important classes of time series modelsibomatorial and ANN (Arti-
ficial Neural Networks), considering their advardagand drawbacks (GMDH
Shell, 2016).
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We analysed the correctness of applying these Isiotéking into account
the coefficients stability over time, nonlineariipclusion of fluctuations, and
the ability of the macroeconomic variables to atermodel performance. Finally,
we applied the combinatorial model to the seriebanfking systems of Poland,
Bulgaria and the Czech Republic, and the ANN maeald¢fiungary’s and Roma-
nia’'s time series.

Based on the information published by The GlokabRcial Development
Database (2016) for several Central and Easteropgan countries (Romania,
Bulgaria, Hungary, Poland and the Czech Repubdinjl using GMDH Shell
3.6.8 forecasting software, we analysed bankingesysndicators, in order to
obtain a forecasting models for 2016 — 2017.

The Global Financial Development Database (20ffgrlarge amounts of
data concerning financial institutions (banks, msge companies), and financial
markets. It also provides other indicators of dtalintries’ banking sector.

From the large input dataset provided by The Qlélizancial Development
Database (2016) for each country, we evaluatedraegembinations and we
selected a sample of seven variables for five @eatrd Eastern European Union
countries, during 2002 — 2015. We used for ourdaséng model: cost-to-in-
come ratio, liquid assets to deposits and shom-tfeinding ratio, provisions to
non-performing loans, bank regulatory capital tk+iveight assets ratio, bank
net interest margin, ROA and ROE.

The input dataset contains a few gaps, which axered by interpolated
values, but it is very fluctuating, especially iretcase of Hungary and Romania.

In this paper, we have presented the short-temacésting generated by
GMDH for the following banking performance indicegdor 2016 — 2017:

1. Bank regulatory capital to risk-weighted assets

2. Bank net interest margin

3. ROA (Return on Assets).

For the other four ratios used in our model wdquared a forecast only for
2016, because these estimated values were necdssdoyecasting the three
main ratios in 2017.

A real problem in the forecasting domain is detamg the dimension and
the representativeness of the input sample reqtordaliilding the model.

A model built upon an input dataset reduced ie sizould be able to improve
the relationships between variables and should arlyhe process of choosing
the most representative set of data.

We used a set of historical data from 2002 to 2ot ®ach country, and the
GMDH computing facility to interpolate unknown vaki Overall, the evaluation
period was relatively calm until 2008, but becamerendynamic afterwards,
when the global financial crisis started.
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The relatively small number of observations — oy their incompleteness
and also the fluctuations of the values, could inergy the reasons for the inac-
curate results obtained by using the GMDH combiiatanodel for Romania
and Hungary. Therefore, these two cases are mddetieg GMDH neural net-
works, which allow the optimization of the parameset at the input of each
neuronal layer, while the accuracy increases.

The forecasting is based on an iterative algorithat uses multiple layers of
neurons. The-th layer verifies the accuracy of the model far thput data, and
provides the next layen(+ 1) with a limited number of representative nes;o
which are the input set for this layer, and thecpss is iterated until the accura-
cy is reduced or the user specified limit is reache

4. Results and Discussion

At the end of each table with data for a spedificintry and forecasts for
2016 — 2017, we have presented the determinatimtifuns for the bank regula-
tory capital, net interest margin and ROA in theBEC&lected banking sectors.
The determinants are presented in the descenddey of their importance for
the estimated variable, from the most importaneeinant to the least im-
portant one.

In Bulgaria, the bank regulatory capital is stigndetermined by the bank
net interest margin (Bulgaria, Romania and Hungaty on interest revenues
more than Poland and the Czech Republic), liquidityo and cost-to-income
ratio. The bank net interest margin is stronglyedwmined by the cost-to-income
ratio, ROA, ROE and the bank regulatory capital. AR® strongly determined
by the cost-to-income ratio, the liquidity ratitvetbank regulatory capital and
the provisions for non-performing loans (Table 1).

In Romania, the bank regulatory capital is strgmgtermined by the cost-to-
-income ratio, bank net interest margin and ligyidiatio. Both profitability
ratios (especially ROA) are strongly determinedthiy bank regulatory capital,
together with liquidity, provisions for non-perfoimy loans or cost-to-income
ratio (Table 2).

From the determination functions presented in &&hl we can see that in
Hungary, the bank regulatory capital is strongljedmined by net interest mar-
gin and the liquidity ratio. Also, for determinif®OA and net interest margin,
the bank regulatory capital is one of the most irtgra factors, together with
liquidity ratio and provisions for non-performingans ratio. Moreover, ROA is
strongly determined both by regulatory capital aatlinterest margin.
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Table 1
Dataset and Forecastsfor Bulgaria
) 2016 2017
Indicator name/Y ear/ 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | Value/ | Value/
Bulgaria RMSE | RMSE
www% cost-to-incomeratio | g0 | 59.1 | 56.8| 533 5065 450 460 47|5 482055| 525 | 541 | 37.8| 351 wmwm
0 .
Liquid assets to deposits d 31.7/
and short.term funding (% 67.8 | 445 | 489 455 48p 39p 26/l 227 243522 243 | 267 | 185| 2577,
Provisions to non- 506 | 50 | 138 | 1314 1008 1004 770 58l2 614 5053 6 656 | 49.4 | 5584°>%
-performing loans (%) 0.0008
Bank regulatory capital to 21.2/ 21.5/
risk-weighted assets (%) 252 | 22 16.6 153 | 145 | 138 | 149 | 17 174 | 176 | 166 | 17 219 | 212 |“50001 | 0057
Bank net interest margin 4.3/ 4.4/
(%) 493| 4.82| 5.79 5.8 53 5B4 512442 452 41 3.6 338 14 402|"Too0al 011
19 | 24 | 21| 21| 22| 25 | 23| 11 | 09 | 08 | 07 | 06 | 08 | 1 [2M |19
ROA i : : : : : : ’ . i . . . 0.016 | 0.005
13.4/
ROE 144 | 227 | 206 221 244 254 21 93 6.7 6.1 5 5.7 7.2 74|70

Note: Bank regulatory capital to risk-weighted assets — f (Bank net interest margin, Liquid assets to deépaaid short-term funding, Bank cost to incomeord@rovisions to
non-performing loans, ROA, ROE).

Bank net interest margin —f (Bank cost-to-income ratio, ROA, ROE, Bank regofpicapital to risk-weighted assets, Provisionsdo-performing loans, Liquid assets to deposits
and short-term funding).

ROA —f (Bank cost-to-income ratio, Liquid assets to dépand short-term funding, Bank regulatory capitatisk-weighted assets, Provisions to non-periiogioans, Bank
net interest margin, ROE).

Source: Global Financial Development Database (2016); astlalculationdor 2016 — 2017.
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Table 3
Dataset and Forecastsfor Hungary
Indicator Name/Year/ <6 el
2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 2015 | Value/ | Value/
Hungary RMSE | RMSE

Bank cost-to-incomeratio | g4 7 | 603 | 551 | 54.2| 536 694 714 507 547 552267 756 | 117.8 68.9| 702/
(%) 0.0002

Liquid assets to deposits |, g | 405 | 331| 338| 337 2871 281 30)2 262 283722 207 | 478 | 215|280¥

and short-term funding (% 0.038
ﬂmm%_mﬁ%owﬂmg 508 | 473 | 835| 651 57.1 64§ 435 32 391 458 64B5L7 | 594 | 60.01°0%
mwﬁﬁﬂ%_mxhwmow\mmwmﬁ_\% 13 |118 | 124 |116 |11 | 104 |123 | 139 |139 |138 | 163 |174 | 169 |169 (173 |1720)
w\m%x netinterestmargin | 51| 45 | 560| 503| 518| 439| 377| 368| 399| 334| 338 344| 208 | 448?22 | 25
ROA 15 | 15| 2 2 18| 18 02 op 0 01| -04| o047 -157 02l | 16
ROE 202 | 193 | 253| 247 24| 224 13| 12 3 -8 4 1§-152 | 22270700

Note: Bank regulatory capital to risk-weighted assets —f (Liquid assets to deposits and short-term fundRQE, Bank net interest margin, Provisions to norigoming loans,
ROA, Bank cost-to-income ratio).

Bank net interest margin — f (Provisions to non-performing loans, Bank regulatmapital to risk-weighted assets, Liquid assetddposits and short-term funding, ROA, ROE,
Bank cost-to-income ratio).

ROA —f (Bank regulatory capital to risk-weighted assetsyRions to non-performing loans, Bank net intereargin, Liquid assets to deposits and short-tenmding, ROE,
Bank cost-to-income ratio).

Source: Global Financial Development Database (2016); astlalculationdor 2016 — 2017.
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In Poland, the banking regulatory capital is ldssermined by the profita-
bility ratios (ROA or net interest margin). The rh@aportant determinants for
this indicator are liquidity ratio and cost-to-imae ratio. The net interest margin
is weakly determined by the regulatory capital, l&/lROA is strongly determi-
ned by the regulatory capital. The profitabilitgioa in Poland are strongly de-
termined by the liquidity ratio and the bank casiricome ratio (Table 4).

In the Czech Republic, none of the analysed m@dofity ratios such as ROA
and net interest margin are important for detenngjrihe bank regulatory capital.
Only ROE influences the regulatory capital of thee€h banking system. ROA
is strongly determined by the bank regulatory ehpibgether with cost-to-income
ratio, bank net interest margin and liquidity ratiet interest margin is not di-
rectly and strongly determined by the regulatorpited, but by ROE and provi-
sions to non-performing loans (Table 5).

Compared with the other CEE banking systems, R@maas the most affect-
ed by the crisis in terms of the bank net intereatgin whereas Poland per-
formed better, but not as well as Bulgaria or edengary (Table 1, Table 3 and
Table 4). A comparison of profitability within tHeEE region during the crisis
reveals that the Czech Republic and Poland arke#ukers in CEE region, while
Hungary is among the countries with the lowestipabflity. As a result of the
debt crisis and the conversion of loans denominatedHF, Hungarian banks
recorded high negative profitability ratios.

The Czech Republic, Poland and Bulgaria had thhdst ROE ratio before
the crisis erupted. As far as ROA development iscemned, Bulgaria had the
highest ratio before the crisis, but it lost itp tmosition during the crisis. Poland
started with the lowest ROA rate, but it endeddhsis period with a high ROA
ratio, just like the Czech Republic. Hungary fateel greatest difficulties during
the crisis period. The Hungarian banking sectoeddosses for three years, just
like the Romanian banking system did. The Romaharking system displayed
better ROE and ROA levels than the Hungarian bankiystem in 2008. The
Romanian, Bulgarian and Hungarian banking systexoevered very hard, be-
cause of the negative pressures on the financidkatsg(even Poland and the
Czech Republic felt those pressures during 201814 2and their profitability
ratios also contracted, from already low levels) ardifficult economic environ-
ment during the first years after the crisis. Thaling systems in Hungary and
Romania faced losses again in 2012 and in 2014-pgediorming loans were
high in Romania, Hungary and Bulgaria. Romaniaehkss concentrated banking
market in the CEE region (only Poland and Bulgar&ranking after Romania)
and the lowest intermediation degree in this regiRadulescu, 2014; Radulescu
and Tanascovici, 2012).
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Table 4
Dataset and for ecasts for Poland
Indicator 2016 2017
2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | Value/ | Value/
Name/Y ear/Poland RMSE | RMSE
www% cost-to-incomeratio| gog | g7.4 | 643 | 59.6| 584 584 558 538 529 525235 546 | 502 | 52.9 mwwm\
0 .
Liquid assets to deposits 15.03/
and short-term funding 22.2 25.4 33.3 36.5 33.2 27.8 23.4 16/6 12,5 10.93.31| 11.5 135 13.8 o.Hw
(%) '
Provisions to non- A 54.45/
“performing loans (%) 56.3 | 534 | 613 | 616/ 685 67.3 688 6166 725 71.88.26| 67.8 | 69.3| 586 "1/,
Bank regulatory capital to 16.85/ | 17.13/
risk-weighted assets (%) 138 | 138 | 154 | 146 | 132 | 12 112 | 133 | 139 | 13.1 | 148 | 157 | 147 | 16 006 0.005
w\wwx netinterestmargin | 54| 365| 557| 430| 435| 365| 328| 31 | 324| 307| 345| 289 243| 295 w.mw\ w.wm\
ROA 0.5 0.5 1.4 1.6 1.7 1.6 15 og 11 13 1.3 1.1 1.1 0.8 w.w% w.wwm
ROE 55 54 | 171| 219| 21 258 20 105 124 181 14 12.1 | 123 9.1 w.wm\

Note: Bank regulatory capital to risk-weighted assets — f (Bank cost-to-income ratio, Liquid assets to dépand short-term funding, Bank net interest margirovisions to
non-performing loans, ROA, ROE).

Bank net interest margin —f (Provisions to non-performing loans, Bank costAmeme ratio, Liquid assets to deposits and stesri+tfunding, Bank regulatory capital to risk-
weighted assets, ROA, ROE).

ROA —f (Liquid assets to deposits and short-term fundBamk regulatory capital to risk-weighted assetg)lBeost-to-income ratio, Bank net interest marg@E, Provisions
to non-performing loans).

Source: Global Financial Development Database (2016); astloalculationdor 2016 — 2017.
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In 2015, Poland and the Czech Republic were censitihigh-growth mar-
kets, characterized by modest levels of financitdrmediation, so the lending
and asset growth can outpace GDP growth on a sesdtdiasis in the near fu-
ture. Hungary and Romania may be added to thispgaficountries. They re-
gained their profits. Both banking markets dispthyeajor improvements in the
economic and banking sectors during 2014 — 201Bdbas deleveraging and
non-performing loans restructuring. In those Cdritropean markets without
traditional deleveraging needs (the Czech RepuBlatand) the trend of loan
and deposit growth continued in 2014, with a sligbtronger deposit growth in
comparison to loan growth (Raifeisen Bank, 2015).

Poland and the Czech Republic are the only CEBtdes where the credit
to the private sector increased during all the ymeal years up to present (the
increase was much stronger in Poland). Poland edaghevel similar to Bulgaria
in 2015, but in Bulgaria the domestic credit deseshduring the last years,
while in Poland we have a solid increase duringymes. In the Czech Repub-
lic, this ratio was around 51% in 2015, followingalid increase during 2002 —
2015, too.

Banking markets with deleveraging needs (SoutheEaguropean countries
as well as Hungary) continued to show a signifilgastronger growth in depos-
its than in loans.

The Czech Republic displayed a loan-to-deposib @t 82% in 2015, while
in Poland this ratio decreased at 97% in 2015y afteng period of levels over
100%. The other countries displayed lower levelthef ratio. In Hungary, this
ratio was 81% in 2015, in Bulgaria 75% and in Roiad&@9% (Raifeisen Bank,
2015).

The forecasted decrease of the Czech banks reeshtmargin is singular
among CEE analysed countries. So, interest revesilletecrease for the Czech
banks, while for the Polish banks will modestlyrgase. In the Czech banking
systems, the focus will continue to be on the bagkees, not on interest reve-
nues. For Hungarian, Bulgarian and Romanian bamk&sforecast a significant
increase of the net interest margin in the follagywears.

In the CEE region, ROA is expected to increaséndu2016 — 2017, with the
sharpest increase in Hungary. The lowest incredisbevreached in Poland and
the Czech Republic. In Romania and Bulgaria, ROA daduble over the next
two years.

The capital adequacy ratio will improve in all taralysed CEE countries.
Bulgaria and Romania will face the strongest inseeaf their capital adequacy
ratios (around 20%), while in Hungary, Romania Butbaria we can expect the
strongest increase of the profitability ratios (Eshl — 5).
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The liquidity in the Czech banking system is expéddo increase, but it re-
mains low just like in Hungary, while in Polandisteven lower than that. Ro-
mania ranks first in terms of banking liquidity @iles 1 — 5).

In the CEE region, Bulgaria and Hungary are exgetd be less affected in
terms of banking profitability by the new tight régtion for the capital adequa-
cy imposed by Basel lll. These countries also diga descending trend of the
cost-to-income ratio. In Bulgaria, this decrease waportant and this factor is
the most important one for the profitability ratias we can see from the forecast
functions we have discussed above. Romania rariks tiem, with a higher
capitalization ratio and a significant increas&k@A, but with a slow increase of
cost-to-income ratio in the following years. Polaadd the Czech Republic
ranks on the last positions among the CEE analgsadtries, both in terms of
capitalization or profitability. In these last twountries, the cost efficiency ratio
is expected to worsen, too. However, Bulgariaiisestdangered by a high share
of non-performing loans, which can affect the bagkiost-efficiency and profi-
tability (expressed as ROA) and Hungary still daggl a very high cost-to-inco-
me ratio, although it has decreased significantlyhie last years and it doesn't
significantly influence the profitability ratios ime Hungarian banking sectors as
we could see from the determination functions dised above. So, even these
two highest ranked CEE banking systems experieraaems in some specific
banking areas. A high share of non-performing loand a high cost-income
ratio could further endanger the profitability imfRania, Bulgaria and Hungary
that rely mostly on the interest revenues (Tables)

In Poland and the Czech Republic, the bankingitptufity expressed by the
net interest margin is not strongly determinedhsyregulatory capital, which can
be explained by the fact that those two bankingpsedon’t rely on interest reve-
nues as much as the banking sectors from Bulgdtiagary or Romania. Still,
ROA is strongly determined by bank regulatory alpit Poland and the Czech
Republic, while in Romania and Hungary, bank retgujacapital is the most im-
portant factor for determining ROA. The lowest iropaf the regulatory capital on
the banking profitability can be seen in Poland s Czech Republic, while in
Bulgaria this is an average impact among the Clg€teel countries (Tables 1 —5).

Another interesting result is the great importantehe liquidity ratio for
determining bank regulatory capital or profitaliliatios in all the selected CEE
countries, because, for the first time, the neweBd§ agreement imposes new
regulations and constraints for the liquidity ratigquidity ratio is not very sig-
nificant for net interest margin only in BulgariadaCzech Republic, while in
Hungary and the Czech Republic is the most impobfttor for bank regulato-
ry capital. In Romania or Poland, it is the mospartant factor for the profita-
bility ratios (net interest margin, respectively RqTables 1 — 5).
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The main differences in our forecasts belong ® dhktimated ROA values,
but this ratio also displayed great differencesrduthe entire analysed period
between the CEE countries and even for the samatryo{especially in Roma-
nia and Hungary where the banking systems facesk$oduring the crisis and
ROA became negative). According to the forecasctions, the main ratios
impacting on ROA in these selected CEE countrieslaanking regulatory capi-
tal, bank cost-to-income ratio and the provisianadn-performing loans. These
above-mentioned ratios display different trendghi@ selected CEE countries.
Thus, the forecasted ROA display different valueshiese selected CEE coun-
tries. Hungary and, even, Poland display a highk b@ost-to-income ratio and
some countries display a high share of the nomepaihg loans to the total
loans (Bulgaria, Romania and Hungary). The regyatapital is higher in Ro-
mania and Bulgaria against Hungary, Poland an€#ezh Republic.

This relationship we have forecasted for the foitg years (until 2018 when
the new Basel Ill should be fully implemented) beén the capital adequacy
ratio and the profitability ratios in the CEE regi® supported by the findings
of other previous studies performed for the CEEkbansectors (Capraru and
Ihnatov, 2014; Beltratti and Stulz, 2012; Andri¢sle, 2016; Claeys and Vander
Vennet, 2008; Petria, Capraru and Ihnatov, 201B)s Teans that a better su-
pervision and some tight regulations for the bagkwapital and liquidity are
positively correlated with the banking profitalylitif the banks provide a good
and adequate cost efficiency management and cedicte their non-performing
loans. But this relationship is strong and positwy for several CEE countries
(Bulgaria, Hungary and Romania), while in othehss rrelation is positive, but
weak (Poland), or even negative if we considerneinterest margin (for the
Czech Republic).

For the analysed CEE countries, on average, RQlAnerease in the follow-
ing years against 2015 data. So, the positiveioeldietween the capitalization
and profitability can be achieved only if the ctisincome ratio displays a sharp
descending trend. Otherwise, this relation is weagh as in Poland or in the
Czech Republic. ROE will also increase for all #ralysed CEE banking sys-
tems, despite the sound capitalization in thosdibhgrsectors. Our findings are
opposite to the findings of other authors (Harlalet2010; Sttorova and Teply,
2014; Cosimano and Hakura, 2011) that stated tlaaeBIll will reduce the
average profitability of the European banking sys{@xpressed by ROE), but
there are significant differences between the CBBking sectors and the ad-
vanced European banking sectors. CEE banking septnformed better than
the advanced European banking sectors in termsofifgbility and capitaliza-
tion during the last crisis.
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Our forecasts are supported by the data for 2@tbpartial data for 2017
released by the European Banking Authority (20180417) for the analysed
CEE countries, best forecasts being achieved flandand the Czech Republic.
The maximum differences between our forecast aeddidita released by the
European Banking Authority at the end of 2016 repn¢ around 5 — 7% of the
estimated figures, thus, according to any stattsst, this represents an accurate
forecast. Poland reached a total banking capitaizaatio of 16.05% in 2016
against the level of 16.8% we forecasted for 2(R6émania reached a total
banking capitalization ratio of 19.35% in 2016 agaia level of 20.4% we fore-
casted. Bulgaria achieved a total banking cap#tibn ratio of 20% in 2016,
while we predicted a ratio of 21.25%. Hungary regth total banking capitali-
zation ratio of 16.38%, while we forecast a ratid 8.35% in 2016. In 2016, the
Czech Republic reached a total banking capitatimatatio of 17.8% against the
level of 17.17% we predicted. For ROA, the lowesfedences between our
forecast and the data released for 2016 by thepgearoBanking Authority were
reached in the Czech Republic (1.46% against owacést of 1.38%) and in
Poland (0.98% against our forecast of 0.91%). Rerret interest margin, the
lowest differences were reached for the Czech Rap{th45% against our fore-
cast of 2.41%) and in Romania (3.24% against orgcfist of 3.44% in 2016).
The trend we forecast is validated by the dateaseld by the European Banking
Authority in 2016 and 2017. This means that thedasting functions are well
elaborated and the main determinants for the bgngiofitability ratios of the
CEE banking systems are well underlined.

Conclusions

If we consider both the capitalization (solidityf) the CEE banking sectors
and their profitability (mainly expressed by thd imgerest margin, because it is
the main source of profit in the CEE region), Bulgaanks first, followed by
Hungary and Romania. On th& gosition it is Poland and the last position be-
longs to the Czech Republic. Bulgaria and Romargaeatter capitalized against
their neighbours in the CEE region. The Romaniankivgy system was more
severely hit by the recent financial crisis thaa Bulgarian banking system in
terms of profitability. The Romanian banking syssefaced losses three years,
just like Hungary. These two countries had a greatposure to the loans de-
nominated in foreign currency, especially to loalehominated in CHF that
proved to be a very volatile exotic foreign curngdaring the crisis. In Bulgaria,
due to its Currency Board, its exposure to theiforeexchange rate risk was
much lower. Moreover, among the CEE analysed cmstBulgaria is the only
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country that proceeded to important and long-lgstiast cut-offs. Hungary did
the same, but the cuts-offs came from very higkl&\so the current cost-to-inco-
me ratio is still high in Hungary, but on a shagscending trend. The Polish and
the Czech banking systems were less capitalizad ttie Bulgarian or the Ro-
manian banking systems. Their profitability ratiere more stable than the
ones of the other three countries in the regionthmilevels displayed by the net
interest margin were lower than in Bulgaria, Roraaaind Hungary. However,
the level of the overall profitability ROA didn’tigblayed major differences
among those five countries (except for the yearsndRomanian and Hungarian
banking systems faced losses). Because of thesloB&@A fluctuated greatly
from year to year, in Romania and Hungary. In tl=Cegion, bank net interest
margin is significant for the banking profitabilitppecause interest represents
a great part of the total banking incomes and tmaking costs.

The main indicator showing the banks’ resilientéront of a potential crisis
is the bank capital. The adequacy capital ratioitmasoved for the CEE banking
sectors. New banking regulations include some rements for liquidity as well
as for the capital adequacy. Banks are requirdthte higher and larger quality
buffers, including liquidity buffers. In terms aguidity, Romania ranks first and
Bulgaria comes on the second position. Hungaryth@dzech Republic rank on
the following positions and Poland displays thedsiMiquidity ratio among the
CEE analysed countries. But, what is worrying is ¢arrent profitability of the
banks. The low level of interest rates is releviantall the European countries.
Net interest income is very important for the CEdhks revenues. In the long-
-run the funding costs can hit a lower limit and imterest margins will decline.
Therefore, banks can focus on increasing theirraheenues (from fees gained
by releasing new products or attracting new cligutst like the Czech Republic
did) or they can reduce their cost, especially whbe cost-to-income ratio is
high. Poland, Hungary and Bulgaria made importast cut-offs during the last
years. In Romania and Czech Republic these cuts less significant. However,
in the Czech Republic the cost-to-income ratiches lbwest in the CEE region,
but the descending trend of this ratio is expettegkverse during 2016 — 2017,
just like in Poland or in Romania. Hungary and eRamania performed very
well in reducing their banking networks, so thait-offs were important in the
salary area, while in Poland and in the Czech Rpthe salary expenses re-
mained rather at the same level.

The new regulatory environment will put pressure tbeir profitability.
Banks must adjust their business models by cuttogjs and consolidating in
a low-interest rate environment. For all the CERlgsed countries, the main
indicator determining a positive relation betweeapitalization and banking
profitability seems to be cost-to-income ratio. S08EE countries could further
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improve their legal frameworks in order to dealhwibe non-performing loans
(e.g. Bulgaria). Indeed, a strict regulation redubanking opportunities to gain
large profits, but only very well-capitalized bantmuld sustain and finance the
economy with no fear of any other crisis that coeddpt. If the cost-to-income

ratio depends more on the management of each bankpaximum level of the

non-performing loans ratio can be regulated byniometary authority, because
this ratio is also very important for the relatibetween the banking capitaliza-
tion and profitability in the CEE region accorditayour results.

The most important finding of this research id @idathe analysed CEE coun-
tries will perform well as far as the banking ptalffility and capital adequacy
are concerned (just like they performed duringdtigis period) in the following
years, but the main challenges are representelenytigh share of the interest
rate revenues of the total banking revenues (eXoephhe Czech Republic), high
cost-to-income loans to the total loans (BulgaRamania and Hungary). These
weak points could endanger the positive relatignghe expect for the following
years for the analysed CEE countries.

The macroeconomic situation and performance isrdorrelated with the
state and performance of the banking sector, eslpeduring the crisis period.
We didn't consider the external factors of the bagksectors in this paper,
although our analysis has also covered the crai®g when the macroeconomic
environment became turbulent and significantly iotpd on the banking capi-
talization and profitability. Thus, this represemtdimitation of this study and
a topic for further research.
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